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CHAPTER I 

INTRODUCTION 

A typ1 cal cl osed-1 oop feedback control system 1 s shown 1 n F1 gure 

1. The plant or process 1s the phys1cal dynam1c system to be control

led The analyt1cal des1gn of a feedback control system usually enta1ls 

model1ng the plant, and des1gn1ng a controller that causes the system to 

behave 1 n a des1 red way. In some cases, the plant may be descr1 bed 

adequately by a l1near model. In other cases, a nonl1near model may be 

requued Methods are well establ1shed for the des1gn of l1near con

trollers for l1near plants. A convent1onal l1near controller (e g , a 

PID controller) may not produce adequate performance over the expected 

range of operat1 ng cond1 t1 ons, espec1 ally 1 f the plant 1 s h1 ghly non-

11near (1,2) In th1s case, a nonl1near controller, or a 11mult1-range 11 

controller, may be preferred. Prev1 ously used methods for des1 gm ng 

nonl 1 near controllers are heur1 st1 c, 1 n that they rely heav1 ly on the 

exper1ence and JUdgment of the des1gner The need ex1sts for a des1gn 

method wh1ch 1s systemat1c and not heur1st1c, but wh1ch y1elds 

controller des1 gns wh1 ch are better than those produced from conven

tlonal l1near system methods. 

ObJeCtlves 

The pr1mary obJectlve of the work presented here1n was to develop a 

new systemat1c and algebra1c l1near controller des1gn procedure for use 
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w1th feedback control systems wh1ch have h1ghly nonl1near plants. An 

algebra1c procedure m1n1m1zes the degree of subJect1ve JUdgment that has 

to be employed by the des1gner to arr1ve at a pract1cal des1gn, such a 

procedure can eas1ly be automated on a d1g1tal computer. 

The secondary obJect1Ves were (1) development and sel ect1 on of a 

set of appropr1ate numer1cal algor1thms wh1ch would be used to develop 

the pr1mary software ut1l1t1es wh1ch would be requ1red to 1mplement the 

cantrall er des1 gn procedure and ( 2) demonstrat1 on of the des1 gn pro

cedure w1th a typ1cal problem. 

Outcome 

The procedure 1 dent1 f1 es a near-opt1mum 11 near cantrall er through 

the use of the s1multaneous stab1l1zat1on theory (3) and based on s1nu

so1dal-1nput descr1b1ng funct1on models of the plant. A near-opt1mum 

11 near cantrall er 1 s def1 ned here1 n as a cantrall er wh1 ch ach1 eves a 

closed-loop system (1) whose dynam1c behav1or 1s relat1vely 1nsens1t1ve 

to the ampl 1 tude 1 evel of the command s1 gnal and ( 11) whose dynam1 c 

behav1or sat1sf1es a set of user-def1ned performance measures 1n a near

opt1mum fash1 on. A robust des1 gn 1 s ach1 eved s1 nee 1 tern ( 1) above 1 s 

one of the most 1mportant cr1ter1a 1n robustness (1) If the procedure 

1s unable to 1dent1fy the l1near controller wh1ch ach1eves (1) and (11) 

above, then an 11 n-range 11 (n > 2) l1near or a nonl1near (1) controller 

des1gn procedure should be used. 

Contr1but1ons 

Cantrall er des1 gn based on the s1mul taneous stab1 l1Zat1 on theory, 

and on two quas1l1near models of a nonl1near plant was or1g1nally 
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proposed by Taylor (2). The pr1mary contr1but1ons of the work presented 

here1n are 

(1) The systemat1c method wh1ch ut1l1Zes the near-opt1mum l1near 

controller that forces the dynam1c behav1or of the closed-loop 

nonl 1 near feedQack system to behave s1 m1 1 ar to the dynam1 c 

behav1 or of a user-def1 ned open-1 oop 1 1 near reference model. 

Techn1cal deta1ls of the systemat1c method 1s g1ven 1n sect1on 

III 5, and techn1cal deta1ls of the procedure wh1ch may be 

used to 1 dent1 fy the 11 near reference model 1 s g1Ven 1 n sec

t1 on III 1 

( 11) The development and 11 nkage of several al gor1 thms and user

fr1endly software to 1mplement the overall des1gn procedure. 

Controller Synthes1s Procedure 

Execut1on of the systemat1c controller synthes1s procedure requ1res 

the follow1ng a pr1or1 1nformat1on. 

1) The mathemat1cal model of the nonl1near plant 1n the state

var1able d1fferent1al equat1on format. That 1s, 

~(t) = f(~(t),u(t)), and 

y(t) = g(~(t),u(t)). 
(1.1-a) 

(1 1-b) 

2) The operat1ng cond1t1ons of the nonl1near plant The oper

at1ng cond1t1ons are def1ned by (1) the range of the expected 

level of the exc1tat1on command and (2) the range of the 

exc1tat1on frequency of 1nterest 

Th1s 1nformat1on 1s used to obta1n the s1nuso1dal-1nput descr1b1ng 

funct1 on models of the plant at the operat1 ng cond1 t1 ons of 1 nterest 

If the mathemat1cal model of Equat1on (1 1) does not ex1st, 1t 1s 
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assumed that the s1nuso1dal-1nput descr1b1ng funct1on models are exper-

1mentally obta1 nabl e. Th1 s may be accompl 1 shed by exc1 t1 ng the system 

w1 th a s1 nuso1 d, and measur1 ng the output response w1 th a frequency 

analyzer. 

The user must go through s1x pr1mary steps to obta1n the near-

opt1mum 11 near cantrall er for a g1Ven nonl 1 near plant A 11 step 11 1s 

def1ned here1n as a funct1onal un1t composed of a well-def1ned procedure 

wh1ch 1s dr1ven by a well-def1ned 1nput to produce a well-def1ned out

put, th1s output 1n turn may be the 1nput to the next or other steps 

The controller synthes1s procedure 1s composed of the follow1ng s1x 

pr1mary steps. 

1. Def1ne the des1red closed-loop system performance spec1f1-

cat1 ons, and 1 dent1 fy the reference 11 near model whose stat1 c 

and dynam1 c behav1 or matches the des1red cl osed-1 oop system 

performance spec1f1cat1ons. 

2 Character1ze the I/0 behav1or of the nonl1near plant 

3. Ident1fy a f1n1te set of l1near systems. 

4. Class1fy all stab1l1z1ng l1near controllers. 

5. Search for the near-opt1mum l1near controller 

6. Val1date des1gn v1a a d1g1tal s1mulat1on. 

In some cases, the user may have to execute step 1 after 1nput/output 

character1zat1on task of step 2 

The s1x steps and the1r 1nterconnect1ons are def1ned 1n F1gure 2 

Software 

Three command-dr1ven, user-fr1endly, and portable software ut1l-

1t1es were developed to 1mplement the controller des1gn procedure. 
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Those are (1) the computer-a1ded Descr1b1ng Funct1on model GENerator 

(DFGEN) software ut1l1ty, (11) the computer-a1ded SYStem IDent1f1cat1on 

(SYSID) software ut1l1ty, and (111) the Dual-Range L1near Controller 

Des1gn (DRLCD) software ut1l1ty The algor1thms wh1ch were used to 

1mpl ement each of these software ut1 11 t1 es are d1 scussed 1 n Chapter 

III. F1gure 3 d1ctates the flow of steps, wh1ch were def1ned 1n F1gure 

2, that a user has to undertake and 1 nterface w1 th the software ut11-

1 t1 es. 

The three software ut1l1t1es were wr1tten 1n standard FORmula 

TRANslat1on (FORTRAN) 77 The software was des1gned and developed on a 

Harns-800 m1n1computer and a Tektromx 41158 h1gh resolut1on raster 

color graph1cs term1nal 

Demonstrat1on Example Problem 

A pract1cal pos1t1on control system, prev1ously used as a demon

stratlon example problem by Taylor (1), 1s used here also to 1llustrate 

the des1 gn approach and the typ1 cal results that may be ach1 eved (see 

Chapter IV). It 1 s shown that the performance of a dual-range 11 near 

controller 1 s super1 or to the performance of a s1 ngl e-range 11 near 

controller. In th1s example, the performance of the feedback control 

system w1 th a dual-range 11 near controller, 1 s compared to the per

formance w1th a mult1-range nonl1near controller (1) 
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CHAPTER II 

LITERATURE SURVEY 

The control systems eng1 neer may ut1 l1Ze 11 near control theory 

(class1cal or modern), opt1mal control theory, or adapt1ve control 

theory to obta1n a controller that w1ll cause a plant to have 

sat1sfactory response. Systems w1th l1near plants have rece1ved 

cons1derable attent1on (4-12). Systemat1c controller des1gn techn1ques 

for use w1th nonl1near plants are at the1r early stages of development 

(for example, (1, 2, 13-18)). The opt1mal (19) or adapt1ve (20) control 

laws are d1ff1cult or 1mposs1ble to des1gn for nonl1near plants, and 

when they can be obta1ned, usually requ1re a ded1cated d1g1tal computer 

for 1mplementat1on, and all of the states must be ava1lable for feedback 

to the controller. The use of controller des1 gn based on e1 ther an 

opt1mal control theory or an adapt1ve control theory 1s JUst1f1ed 1f the 

class1cal control theory 1s not appl1cable (19,20) 

Controller Des1gn 

It 1s des1rable to 1nterface the controller des1gn of nonl1near 

systems w1th the r1ch theory of l1near systems The method of charac

terlzlng the 1nput/output behav1or of the nonl1near plant 1n the 

frequency doma1n 1s one 1nterfac1ng tool. A global character1Zat1on of 

nonl1near plants 1s generally d1ff1cult, more 1mportantly, 1t 1s 

1mpract1cal. 

9 
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There are two common approaches for character1z1ng the 1nput!output 

behav1or of a nonl1near plant The f1rst approach 1s to l1near1ze the 

equat1ons of mot1on around an operat1ng po1nt of 1nterest Th1s charac

ter1Zat1on techmque 1s referred to as the smal1-s1gnal l1near1Zat1on 

( SSL) techm que The 1 nput/output rel at1 on 1 s obta1 ned by repl ac1 ng 

each nonl1near1ty term w1th a l1near term whose ga1n 1s the slope of the 

nonl1 nean ty at the operat1 ng po1 nt. The SSL method has the fall ow1 ng 

d1sadvantages (2). 

1) The method 1s not appl1cable to nonl1near plants wh1ch have 

d1scont1nuous or mult1valued nonl1neant1es (e.g saturat1on, 

hysteres1s, and backlash) 

11) The 1nput/output behav1or of a nonl1near plant 1s dependent on 

the ampl1tude of the 1nput s1gnal Input/output character

, zat1 on v1 a the SSL techm que deletes th1 s essent1al charac

ter1st1c of the nonl1near plant. 

111) Cantrall er des1 gn techm ques for use 1 n nonl1 near cl osed-1 oop 

feedback systems, wh1ch are based on a small-s1gnal model of 

the nonl1 near open-1 oop system, are h1 ghly sens1 t1Ve to the 

operat1 ng po1 nt of 1 nterest. Perturbat1 on of the nonl1 near 

system from 1 ts operat1 ng po1 nt of 1 nterest may result 1 n 

unsat1sfactory system behav1or 

The second approach for character1z1ng the 1nput/output behav1or of 

a nonl1near plant does not have the above d1sadvantages In th1s latter 

approach, the quas1l1near (descr1b1ng funct1on) model of the nonl1near 

plant 1s obta1ned (21,22) Th1s techmque 1s def1ned and d1scussed 1n 

the next subsect1 on The development of systemat1 c cantrall er des1 gn 

techn1ques based on quas1l1near models of nonl1near plants has rece1ved 
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cons1derable attent1on (1,2,14-16,23). The 11 near controller des1 gn 

techn1que based on one quas1l1near model of the plant has been developed 

( 2), th1 s 1 s referred to as the s1 ngl e-range 11 near controller des1 gn 

(SRlCD) techmque. In fact, th1s 1s the 11 Class1cal 1ndustry 

approach 11 • If the dynam1c behav1or of the nonl1near plant changes 

11 apprec1 ably•• as the ampl1 tude of the command s1 gnal changes, the SRlCD 

techn1que may fall. An alternat1ve, wh1ch 1s less l1kely to fa1l, 1s to 

base the controller des1 gn on several quas1l1 near models of the non

,, near plant. L 1 near as well as nonl1 near controller des1 gn based on 

several quas1l1near models of the plant was or1g1nally suggested by 

Taylor (2) The Dual-Range L1near Controller Des1gn (DRLCD) techn1que, 

wh1ch 1s the controller des1gn techn1que based on two quas1l1near models 

of the nonl1near plant 1s developed here1n, 1f sat1sfactory performance 

1s not obta1ned, then a l1near or nonl1near (1) controller des1gn tech

nlque based on more than two quas1l1near models of the nonl1near plant 

may be requ1red. 

Descr1b1ng Funct1ons 

In character1z1ng the 1nput/output behav1or of a nonl1near plant, 

one may replace each nonl1near1ty w1th a quas1l1near ga1n wh1ch 1s 

dependent on the ampl 1 tude of the exc1 tat1 on s1 gnal. The funct1 on 

correspond1 ng to the quas1 11 near ga1 n 1 s referred to as the descn b1 ng 

funct1on of that nonl1near1ty, 1t 1s based on the form of the exc1tat1on 

s1gnal, wh1ch 1s assumed 1n advance. For example, cons1der the 

nonl1near operat1on shown 1n F1gure 4 w1th a s1nuso1dal 1nput For 

small 1nput ampl1tudes there 1s no saturat1on, and therefore the ga1n of 

the nonl 1 near operat1 on equals 1 ts slope. However, for 1 arge 1 nput 
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amp 11 tudes there 1 s saturat1 on, and th1 s effect 1 s character1Zed by a 

reduced ga1n as shown 1n F1gure 5 The s1nuso1dal and random exc1tat1on 

s1 gnal s are most commonly used, the correspond1 ng descr1 b1 ng funct1 ons 

are referred to as (1) s1nuso1dal-1nput descr1b1ng funct1ons (SIDF) and 

(2) random-1nput descr1b1ng funct1ons (RIDF). Although 1t has been 

shown that the form of the assumed exc1tat1on s1gnal 1s not of a maJor 

concern ( 2), 1 t has been demonstrated that s1 nuso1 dal-1 nput descr1 b1 ng 

funct1on models are more mean1ngful for controller des1gn appl1cat1ons 

( 14). 

S1nuso1dal-1nput descr1b1ng funct1on (SIDF) models of nonl1near 

plants do not have the d1sadvantages of the small-s1gnal models, and 

they have the follow1ng features (2). 

1) SIDF models may be used to 1 nterface w1 th tools of 11 near 

control system analys1s and des1gn. 

11) SIDF models approach the SSL models (1f they ex1st) when the 

ampl1tude of the exc1tat1on s1gnal 1s small For th1s reason, 

the control eng1neer does not expect to obta1n strange results 

111) SIDF models of any plant that can be represented 1 n standard 

state var1able form are obta1nable. 

1v) SIDF models prov1de an excellent bas1s for a robust control 

system des1 gn because they reta1 n ampl 1 tude sens1 t1 v1 ty 

character1st1cs of the nonl1near plant. 

The SIDF models of the nonl1 near plant at the spec1 f1 c operat1 ng 

cond1t1ons of 1nterest are obta1ned by approx1mat1ng the ga1n and phase 

of the nonl1near plant at d1screte frequenc1es. There are two 

approaches for obta1n1ng SIDF models The f1rst approach 1s s1m1lar to 

that used 1n l1m1t cycle analys1s (21,22,24-27), and 1t 1nvolves the 
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solut1on to a set of algebra1c nonl1near equat1ons The second approach 

ut1l1Zes d1rect s1mulat1on and evaluat1on of Four1er 1nteyrals. The 

f1rst method assumes the 1nput to each nonl1near1ty 1s nearly 

s1nuso1dal. It also assumes that nonl1near1t1es do not produce output 

s1gnals wh1ch are r1ch 1n h1gher harmon1cs. Such assumpt1ons do not 

ex1st 1n the second approach, the only assumpt1on 1s that a descr1b1ng 

funct1on model 1s a good representat1on of the lnput/output behav1or of 

the nonl1near plant. An algor1thm for the second approach has recently 

been developed (23). Us1ng e1ther approach, an 1nput/output 

character1zat1on of the follow1ng form 1s obta1ned. 

u = a 1 cos ( wt) 

y ~a 1 Re [ G ( J w, a 1 ) 

System Ident1f1cat1on Theory 

(2 1) 

(2.2) 

Early system 1dent1f1cat1on techn1ques (28,29) may be appl1ed 

successfully only w1th low-order systems, and they are d1ff1cult to 

automate on a d1g1tal computer. The f1rst class of techmques, graph

leal techn1ques (28-29), 1s restr1cted to m1n1mum-phase systems, and the 

accuracy of the results often are quest1onable (30). The second class 

of techn1ques (31-34) 1s algor1thm1c and does not requ1re the subJeCtlve 

JUdgment of the user However, these latter techn1ques may not be 

appl1ed 1f the system poles are close together, and the numer1cal 

algonthm 1s d1ff1cult to 1mplement on a d1g1tal computer. The th1rd 

class, f1tt1ng techn1ques (35-40), has rece1ved cons1derable 

attent1on. An early contr1but1on (3b) was based on the m1n1m1zat1on of 

the squares of the error between the exper1menta 1 frequency response 
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data and the actual transfer funct1on Th1 s method does not g1 ve 

accurate results 1f the frequency response data 1s extended 1nto several 

decades. Th1 s def1 c1 ency was removed by Sanathanan and Koerner ( 36), 

but the solut1on of a set of l1near s1multaneous equat1ons for transfer 

funct1on 1dent1f1cat1on was st1ll requ1red Such a method w1ll fa1l 1f 

the system of s1multaneous equat1ons are ••111 cond1t1oned11 • lawrence 

and Rogers (39) developed a method based on the work done by levy 

( 35) • Th1 s 1 atter method used the sequent1 a 1 f1 tt1 ng of data, and 1 t 

does not requ1re matr1x 1nvers1on. 

A 11 the system 1 dent1 f1 cat1 on methods ment1 oned so far assume the 

orders of numerator and denom1 nator polynom1 al s are determ1 ned by a 

pr1 or1 1 nformat1 on The system 1 dent1 f1 cat1 on techm que developed by 

l1n and Wu (30), wh1ch 1s based on the work reported 1n (35) and (37), 

1s appl1cable to mult1-1nput mult1-output l1near systems Th1s 

techn1que 1dent1f1es the order of transfer funct1on from a generallzed

least squares algor1thm (40), and 1dent1f1es a m1mmal system v1a a 

decompos1 t1 on theorem, the effect of 1 nexact system parameters 1 s re

duced Th1s algor1thm does not 1nclude user-def1ned we1ghts, therefore, 

the method does not allow the user to obta1n a d1fferent qual1ty of f1t 

1 n d1 fferent frequency ranges. Reference ( 30) 1 s the bas1S of the 

system 1dent1f1cat1on techn1que developed 1n Chapter III 

S1multaneous Stab1l1zat1on 

S1multaneous stab1l1Zat1on theory (3) 1s based on a factor1Zat1on 

approach (5,6,41-44) The approach 1s to represent (factor) a system 

transfer funct1on as a rat1o of stable transfer funct1ons Factor1za

t1on theory 1s pr1mar1ly used to algebra1cally constra1n the closed-loop 
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poles of a 11 near system to 11 e 1 n a spec1 f1 ed reg1 on of the s-pl ane 

Factor1zat1on theory 1s a powerful tool 1n the sense that 1t deals w1th 

cont1nuous/d1screte-t1me, lumped/d1str1buted, t1me-1nvar1ant/t1me

vary1ng, and s1ngle-1nput s1ngle-output/mult1-1nput mult1-output l1near 

systems ( 5) In the work presented here1 n, factor1Zat1 on theory 1 s 

appl1ed to s1ngle-1nput s1ngle-output, cont1nuous-t1me, and l1near t1me

, nvar1 ant, and determ1 m st1 c systems. The 1 nterested reader may refer 

to (5,6) for a complete treatment of l1near control system des1gn based 

on a factor1zat1on approach 

S1multaneous stab1l1zat1on theory also allows one to parameterlZe 

the class of all controllers that stab1l1ze a fam1ly of l1near plants. 

Th1 s 1 s the pr1mary mot1Vat1 on for the use of th1 s theory here1 n The 

result of parameter1Zat1 on 1 s a mathemat1 cal rel at1 onsh1 p wh1 ch 

expresses the class of all stab1 11 z1 ng controllers 1 n terms of the 

copr1me factors of the l1near plants to be stab1l1zed and another 

unknown nth-order transfer funct1on r'(s) Th1s unknown transfer 

funct1on 1s def1ned to be the parameter, and the term parameter1zat1on 

ar1 ses from the fact that the class of all stab1 11 z1 ng controllers are 

expressed 1 n terms of the parameter r' ( s), wh1 ch merely has to be a 

stable rat1onal funct1on. The theory of the s1multaneous stab1l1zat1on, 

wh1ch 1s presented 1n (3), 1s used 1n th1s thes1s effort to obta1n the 

class of all controllers that stab1l1ze two l1near systems. 

The theory makes extens1 ve use of abstract a 1 gebra (45 ,46) The 

notat1on and term1nology used 1n control system des1gn l1terature wh1ch 

d1 scusses factor1 zat1 on theory 1 s summar1 zed by Bl amberg and Yl 1 nen 

(47) 



CHAPTER III 

CONTROLLER SYNTHESIS PROCEDURE 

The controller synthes1s procedure 1s composed of the follow1ng s1x 

pr1mary steps 

1 Def1ne the des1red closed-loop system performance spec1f1-

cat1 ons, and 1 dent1 fy the reference 11 near model whose stat1 c 

and dynam1 c behav1 or matches the des1 red cl osed-1 oop system 

performance spec1f1cat1ons. 

2 Character1ze the I/0 behav1or of the nonl1near plant. 

3. Ident1fy a f1n1te set of l1near systems 

4 Class1fy all stab1l1z1ng l1near controllers 

5. Search for the near-opt1mum l1near controller 

6. Val1date des1gn v1a a d1g1tal s1mulat1on 

In some cases, the user may have to execute step 1 after 1 nput/ output 

character1zat1on task of step 2 

Execut1on of the procedure requ1res the follow1ng a pr1or1 

1 nformat1 on 

1} The mathemat1 cal model of the nonl 1 near plant 1 n the state

varlable d1fferent1al equat1on format (See Equat1on 1 1} 

2} The operat1ng cond1t1ons of the nonl1near plant The operat1ng 

cond1t1ons are def1ned by (1} the range of the expected level 

of the exc1 tat1 on command and (2} the range of the exc1 tat1 on 

frequency of 1nterest. 

18 
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The procedure 1s appl1cable to h1ghly nonl1near, s1ngle-1nput s1ngle

output, t1me-1nvar1ant, determ1n1st1c, and cont1nuous t1me systems wh1ch 

are representable 1n the state-var1able form. 

The f1rst step 1nvolves establ1shment of a set of performance 

spec1f1cat1ons. The l1near model of an open-loop system whose stat1c 

and dynam1 c performance corresponds to these spec1 f1 cat1 ons 1 s to be 

1dent1f1ed. Th1s l1near model serves as a reference model, and 1t 1s 

used for the controller synthes1s (step 5) and des1gn val1dat1on (step 

6) 

The second step 1s to character1ze the 1nput-output behav1or of the 

nonl1near plant for var1ous 1nput levels or ampl1tudes Th1s 1s accom

pl1shed by obta1n1ng the quas1l1near models of the nonl1near plant 

around several pre-def1 ned operat1 ng cond1 t1 ons of 1 nterest. The two 

quas1l1near models whose ga1n character1st1cs enclose those of all 

others 1n the class are selected. 

The th1rd step 1 s to 1 dent1 fy two 11 near models whose dynam1 c 

behav1or 1s s1m1lar to the dynam1c behav1or of the two selected quas1-

11near models Th1s task prov1des the bas1s for apply1ng the 

s1multaneous stab1l1zat1on theory In step 4, the s1multaneous 

stab1l1zat1on theory 1s appl1ed to parameter1ze the class of all 

controllers that stab1l1ze the 1dent1f1ed l1near plants In step 5, the 

class of all l1near controllers are searched for the near-opt1mum l1near 

controller F1nally, 1n step 6, the controller synthes1s 1s val1dated 

v1a a d1g1tal s1mulat1on. 

If the d1g1tal s1mulat1on results of step 6 reveal that the dynam1c 

behav1 or of the nonl 1 near cl osed-1 oop feedback system 1 s apprec1 ably 

d1 fferent from the dynam1 c behav1 or of the 1 dent1 f1 ed 11 near reference 
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model of step 1, the des1gner may be Just1f1ed to des1gn a controller 

based on more than two quas1l1near models of the nonl1near plant. 

The synthes1zed l1near controller 1s requ1red to form a closed-loop 

system whose dynam1c behav1or (1) 1s relat1vely 1nsens1t1ve to the 

ampl1tude level of the command s1gnal and (11) sat1sf1es a set of user

def1ned performance spec1f1cat1ons 1n a near-opt1mum fash1on. The 

controller des1 gn procedure does not all ow a quant1 tat1Ve measure of 

system response sens1 t1 v1 ty to the 1 evel of the step command The 

sens1 t1 v1 ty 1 ssue 1 s rel at1 ve, and the procedure 1 nherently 1 dent1 f1 es 

l1near controllers that form closed-loop nonl1near feedback systems that 

are as 1nsens1t1ve to the level of the 1nput command as poss1ble. Th1s 

1nherent feature results whenever the controller synthes1s procedure 1s 

based on several quas1l1near models of a nonl1near plant (1). 

Step 1 Performance Spec1f1cat1ons 

The f1 rst step of the des1 gn procedure 1 s to spec1 fy a set of 

performance spec1f1cat1ons for the closed-loop system e1ther 1n the t1me 

doma1n or 1n the frequency doma1n In e1ther doma1n, the user 1s re

qu1 red to 1 dent1 fy an nth-order 11 near model of a system whose dynam1 c 

behav1or matches the spec1f1ed performance spec1f1cat1ons for the 

cl osed-1 oop system Th1 s 11 near model 1 s des1 gnated by the symbol 

Gr( s) The ex1 stence of such a 11 near model assures that the perform

ance spec1f1cat1ons are compat1ble. For example, 1t 1s not real1st1c to 

have a second-order 11 near model of a system whose damp1 ng rat1 o 1 s 

0 70, natural frequency 10 0 rad1ans/seconds, and r1se-t1me 1s 0 01 

seconds The reference l1near model, Gr(s), 1s used to synthes1ze the 

11 near controller for the cl osed-1 oop nonl 1 near feedback system (Step 
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5), and des1gn val1dat1on (Step 6). 

Three poss1ble strateg1es for 1dent1f1cat1on of the reference 

11 near model are g1 ven bel ow. Any one of these strateg1 es may be used 

to 1dent1fy the reference l1near model. m , Gr(s). The form of Gr(s) 1s 
r a1s 

1=0 (3 1) 

n ' k 
r bks 

m ~ n, 

k=O 
where each of the coeff1c1ents a1 and bk are real numbers. 

The f1 rst strategy 1s to construct the des1 red closed-1 oop step 

response Th1s construct1on depends on the user•s def1mt1on of a 

11 Satl sfactory .. step response. For example, 1 n a pos1 t 1 on control system 

des1gn problem, the user may spec1fy the des1red pos1t1on as a funct1on 

of t1me. An nth-order l1near model, Gr(s), whose step-response closely 

approx1mates the des1red step-response ot the closed-loop system may be 

1dent1f1ed. Here, the goal 1s to appropr1ately select m, n, a1, and bk 

(see Equat1on (3.1)). To ach1eve th1s goal, one may m1mm1Ze the fol-

low1ng obJeCtlve funct1on v1a a grad1ent search techn1que 

where, 

(3 2) 

F1d 1s the obJect1ve funct1on to be m1n1m1zed, 

fd(t 1) 1s the user-def1ned d1scret1zed t1me response, 

fr(t 1) 1s the d1scret1Zed t1me response of the as yet unknown 

reference l1near model Gr(s), and 

t 1 1s the user-def1ned and one-d1mens1onal t1me array 

Th1 s strategy was not 1mpl emented on a d1 g1 tal computer 1 n th1 s thes1 s 

effort. 

The second strategy 1s to construct the des1red closed-loop system 

frequency response. The construct1on of the des1red closed-loop system 
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frequency response depends on the user• s def1 m t1 on of a sat1 sfactory 

frequency response For ex amp 1 e, 1 n a pos 1 t1 on contra 1 sys tern des 1 gn 

problem, the user may spec1fy the des1red closed-loop system ga1n and 

phase as a funct1on of frequency to enforce certa1n cut-off frequency, 

phase marg1n, and ga1n marg1n Then, the computer-a1ded system 1dent-

1f1cat1on software ut1l1ty, SYSID, may be used to 1dent1fy the l1near 

system Gr(s) The method of system 1dent1f1cat1on, wh1ch 1s used by 

SYSID, 1s g1ven 1n System Ident1f1cat1on sect1on of th1s chapter 

Append1 x E 1 s des1 gned to tutor the user to use SYSID to 1 dent1 fy a 

l1near transfer funct1on from 1ts frequency response 1nformat1on 

The th1rd strategy 1s to def1ne a set of performance spec1f1cat1ons 

e1ther 1n the t1me doma1n or 1n the frequency doma1n. Ident1fy a l1near 

model of the system whose dynam1c behav1or corresponds to the spec1f1ed 

performance spec1f1cat1ons for the closed-loop system, e.g , a l1near 

second-order system model wh1 ch has the des1 red natural frequency and 

damp1ng rat1o Th1s strategy 1s used 1n th1s thes1s. The user 1s not 

l1m1ted 1n 1dent1fy1ng l1near second-order models. Meyfarth (48) has 

presented step, 1mpulse, and frequency response character1st1cs of 

11 near th1 rd-order models 1 n the form of d1mens1 onl ess response plots 

for a number of d1 fferent comb1 nat1 ons of system parameters. These 

response plots may be exam1 ned v1 sually to select the reference 11 near 

model 

Step 2 Input/Output Character1zat1on 

Th1s step 1nvolves character1zat1on of the 1nput/output behav1or of 

the nonl1 near plant around several predef1 ned operat1 ng cond1 t1 ons of 

1 nterest. Th1 s character1 zat1 on 1 s accompl1 shed by obta1 m ng the s1 nu-
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so1dal-1nput descr1b1ng funct1on (SIDF) models of the nonl1near plant 

for several 1nput ampl1tudes The rat1onale for th1s approach of 

1nput/output character1zat1on was g1ven 1n Chapter II. 

The SIDF models are obta1ned by approx1mat1ng the ga1n and phase of 

the nonl1near plant at a number of user-def1ned 1nput ampl1tude levels 

over a range of user-def1ned frequenc1es. The two quas1l1near models 

whose ga1n character1st1cs enclose that of all others 1n the class are 

selected, the controller synthes1s 1s based on these two quas1l1near 

models of the nonl1near plant. 

If the mathemat1cal model of the nonl1near plant 1s ava1lable (see 

Equat1on {1) 1n Chapter I), the follow1ng approach may be used to com

pute the SIDF models, otherw1se, 1t 1s assumed that the SIDF models are 

exper1mentally obta1nable. Taylor (23) has adapted a Four1er analys1s 

approach to compute the SIDF models. Th1s approach 1s adapted here1n, 

also, and 1t 1s g1ven below. 

The plant 1s exc1ted by a known 1nput of the follow1ng general 

form. 

u ( t) = u0 + a • cos ( wt) (3.3) 

Where, 

u0 1s the DC value of the 1nput s1gnal 

and 

a• 1s the ampl1tude level of the exc1tat1on s1gnal 

Then, the dynam1c equat1ons of mot1on, wh1ch are glVen by Equat1on 

(1.1), are numer1cally 1ntegrated to obta1n the output as a funct1on of 

t1me, y(t). Then, Four1er 1ntegrals for per1od k1 are calculated when 

y(t) 1s at steady-state These 1ntegrals are g1ven by the follow1ng 
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kIT I 
I • k• = f y(t) e-Jm wtdt 
m ' {k 1 -1)T 

{3.4) 

where 

k 1 = 1, 2, .. , 
m• = 0, 1, 2, ••• , and 

T = 2Tr/ w. 

The constant or 11 DC 11 component of the response 1s glVen by Io,k•, and 

the pseudo-transfer funct1on at d1screte frequenc1es, wh1ch 1s repre

sented by the complex number G1,k•(Jw, u0 , a•), 1s glVen by the fol-

1 ow1 ng rel at1 on 

G 1 , k • ( J w, u 0, a • ) = wi 1 , k. I a • 1r. ( 3. 5) 

In order to analyze the 1mportance of h1gher harman1c effects, one may 

evaluate 

Gm• ,k• (Jm• w,u 0,a•) = wim• ,k.;a• 1r,m• = 2,3, • (3.6) 

For a glVen exc1tat1on ampl1tude, a•, Equat1on (3.5) at d1screte fre-

quenc1es, over the range of user-def1ned frequency range of 1nterest 1s 

evaluated to obta1n one quas1l1near model of the nonl1near plant Th1s 

procedure for var1ous user-def1ned exc1tat1on ampl1tudes 1s repeated to 

obta1n a number of quas1l1near models of the nonl1near plant The two 

quas1l1near models whose ga1n character1st1cs enclose that of all others 

1n the class are selected, and they are set as1de for system 1dent-

1f1cat1on purposes of the next step. 

Step 3 System Ident1f1cat1on 

Th1s step 1nvolves the 1dent1f1cat1on of the two l1near system 

models whose dynam1c behav1or approx1mate the dynam1c behav1or of the 

two selected quas1l1near (SIDF) models from the prev1ous step The user 
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may des 1re to obta 1 n a d1 fferent qua 11 ty of t1 t 1 n d1 fferent frequency 

ranges, e.g. the user may w1sh to sacr1f1ce the qual1ty of f1t at h1gh 

frequenc1es to ga1n on the qual1ty of flt at the cross-over. For th1s 

reason, a new method for 1dent1f1cat1on of s1ngle-1nput s1ngle-output 

l1near, t1me-1nvar1ant, and determ1n1st1c systems from frequency re-

sponse data 1s developed. Th1s method 1s descr1bed below. 

Any l1near system model may be represented v1a a transfer funct1on 

of the form g1ven by Equat1on (3.1). The obJectlve 1s to 1dent1fy m, n, 

a1 , and bk 1 n such a manner that the frequency response of the 1 dent

lfled transfer funct1on G(s) approx1mates the des1red frequency response 

data 1n a near-opt1mum fash1on. The opt1mal transfer funct1on to be 

1dent1f1ed 1s the one that produces a m1mmum mean-square error. The 

mean-square error (MSE) 1s def1ned by the follow1ng equat1on. 

where, 

and 

MSE = f W ( w) e ( w) d w 
w 

2 
e(w) = IGd(Jw) - G(Jw) I , 

Gd(Jw) 1s the des1red frequency response, 

G(Jw) 1s the f1tted frequency response, 

W(w) 1s the user-def1ned we1gh1n~ funct1on, 

1s the total number of observed d1screte frequenc1es 

( 3. 7) 

(3.8) 

For a g1ven m and n, an opt1m1zat1on techn1que may be used to vary 

a1 and bk to m1 mm1 ze MSE The PATRN opt1m1zat1on rout1ne (49), wh1ch 

uses the Hooke and Jeeves (50) algor1thm, 1s used to m1n1m1ze MSE. The 

user may des1re to adapt other well-known opt1m1zat1on rout1nes to 

m1n1m1ze the MSE (51-54). 
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Most opt1m1zat1on techn1ques requ1re a start1ng solut1on to use as 

a reference to m1n1m1ze a g1ven obJect1ve funct1on. The start1ng solu

t1 on 1 s obta1 ned from the appl 1cat1 on of the system 1 dent1 f1 cat1 on 

techmque of L1n (30). L1n's algonthm uses a general1Zed we1ghted 

1 east-squares techm que to 1 dent1 fy 11 near systems of the general form 

g1ven by Equat1on (3 1) w1th a0 = 1 In th1s work, the algor1thm of L1n 

was reformulated to allow 1dent1f1cat1on of l1near systems of the gen

eral form g1ven by Equat1on (3 1) w1th bo = 1 (See Append1X A). Th1s 

reformul at1 on was necessary to all ow 1 dent1 f1 cat1 on of type one sys-

terns. A computer-a1 ded eng1 neer1 ng env1 ronment, based on the above 

system 1 dent1 f1 cat1 on techm ques, was created v1 a the command-dr1 ven 

software ut1l1ty SYSID (See Append1x E). 

The pr1mary advantages of the above system 1dent1f1cat1on techn1que 

w1th respect to the system 1dent1f1cat1on techn1que of L1n are (1) the 

user 1s able to obta1n a better qual1ty of f1t 1n spec1f1c frequency 

ranges and (2) the user 1s able to perform constra1nt m1n1m1zat1on, for 

example, 1t may be des1red to constra1n the opt1m1Zat1on rout1ne to 

solut1ons wh1ch have no r1ght-half s-plane poles 

Step 4 Controller Parameter1zat1on 

Th1s step 1nvolves parameter1zat1on of the class of all controllers 

that s1multaneously stab1l1ze the closed-loop systems compr1s1ng the two 

11 near system models of the nonl 1 near plant from the prev1 ous step. 

Th1s parameter1Zat1on 1nvolves develop1ng a mathemat1cal relat1onsh1p 

wh1ch expresses the class of all stab1l1z1ng controllers 1n terms of the 

l1near system models from the prev1ous step and another as yet unknown 

stable nth-order transfer funct1on r'(s) Th1 s transfer funct1 on 1 s 
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def1ned to be the parameter, and the term parameter1zat1on ar1ses from 

the fact that the class of all stab1l1z1ng controllers are expressed 1n 

terms of the parameter r•(s). Such a parameter1zat1on of the class of 

all stab1 11 z1 ng controllers prov1 des 1 og1 cal means for obta1 m ng the 

near-opt1mum 11 near controller The s1mul taneous stab1 l1Zat1 on theory 

of V1dyasagar and V1swanadham (3) 1s adapted to fulf1ll the purpose of 

th1s step of the des1gn procedure. Th1s theory 1s d1scussed below. 

S1multaneous Stab1l1zat1on 

Cons1der an example problem 1nvolv1ng a one degree-of-freedom 

electrohydraul1c pos1t1on control system The system 1 s requ1 red to 

have acceptable dynam1c performance when operated 1n the v1c1n1ty of two 

d1fferent operat1ng po1nts. A controller may be des1gned so that the 

feedback system meets certa1 n user-def1 ned performance measures when 

operated at a g1ven nom1nal cond1t1on. If the closed-loop system oper

ates w1th th1s same controller at a d1fferent cond1t1on (e.g d1fferent 

temperature and pressure), the dynam1 c behav1 or may be sl ugg1 sh, too 

l1ghtly damped, or even unstable. A comprom1se or alternat1ve approach 

to the des1gn of the controller 1s requ1red One approach 1s to des1gn 

a controller wh1ch produces adequate dynam1c performance for both expec

ted operat1ng cond1t1ons S1multaneous stab1l1zat1on theory prov1des a 

means for 1dent1f1cat1on of the class of all stab1l1z1ng controllers (1f 

such a class ex1 sts), whether the system 1 s operat1 ng at the nom1 nal 

operat1ng cond1t1on, or at other def1ned cond1t1ons. 

Assume that the open-1 oop system operat1 ng at a nom1 nal cond1 t1 on 

may be represented by the stable l1near model T10(s) shown 1n F1gure 6, 

the correspond1ng open-loop pole locat1ons of T•o(s) shown 1n F1gure 
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F1gure 6 Representat1on of An Open-Loop System Operat1ng At 
a Nom1nal Cond1t1on 

28 

-



29 

7. Also assume that the open-loop system operat1ny at another cond1t1on 

may be represented by the unstable l1near model T' 1(s) are shown 1n 

F1gure 8, the correspond1ng open-loop pole locat1ons of T' 1(s) are shown 

1n F1gure 9. The theory of s1multaneous stab1l1Zat1on may be used to 

parameterlZe the class of all controllers that stablllZe both systems. 

An example problem, wh1ch 1nvolves des1gn of a controller wh1ch would 

s1multaneously stab1l1Ze two f1 rst-order plants, 1s glVen 1 n Append1 x 

C. In th1s thes1s work, the theory 1s adapted to 1dent1fy the class of 

all controllers that stablllZe the two 1dent1f1ed l1near plants of the 

prev1ous step. 

Def1 n1 t1on 

The notat1on used by V1dyasagar and V1swanadham (3) 1s used here

ln. The set of all rat1onal funct1ons (for S=Jw) w1th real coefflcl

ents 1s represented by R(s). A rat1onal funct1on 1n s 1s def1ned as the 

rat1o of two polynom1als 1n s. The subset of R(s) cons1st1ng ot stable 

rat1onal funct1ons 1s denoted by the commutatlVe algebra1c r1ng H. An 

algebra1c r1ng 1s a non empty set w1th two b1nary operat1ons add1t1on 

and mult1pl1cat1on. If f1 and f2 belong to H, 1t 1s concluded that f3 = 

f1 - f 2 and f4 = f 1.f2 = f 2• f 1 also belong to H. Therefore, any 

rat1onal funct1on h 1n R(s) may be represented as the rat1o of two 

funct1ons (h f = -) g whose greatest common d1v1sor 1s one. Rat1onal 

funct1ons f and g are def1 ned to be copr1me factors of h. In the work 

presented here1n, copr1me factor1Zat1on 1s performed 1n the algebra1c 

r1ng H, and not 1n the r1ng of polynotmals. Refer to Append1x B for 

1llustrat1on of a systemat1c techn1que wh1ch would allow copr1me 

factor1zat1on of a y1ven rat1onal funct1on 1n s, the systemat1c 
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techn1que 1s algebra1c, and 1t places the poles of the copr1me factors 

1n a user-def1ned reg1on of the s-plane. 

Formulat1on 

The class of all controllers that stab1l1ze one plant may be para

meter1zed 1n terms of a l1near stable transfer funct1on, r(s) That 1s, 

c(s) _ p(s) + r(s) d(s) (3 9) 
- q(s) - r(s) n(s) • 

where, 

c(s) 1s the stab1l1z1ng controller, 

r(s) belongs to the algebra1c r1ng H, and 1t 1s def1ned to be the 

unknown parameter Th1 s unknown parameter may be selected to 

ach1eve certa1n performance cr1ter1a (See Example 1 of Append1x C) 

G(s) - n(s) -mr, 
n(s) and d(s) are copr1me factors of G(s), 

the pa1r n(s) and d(s) belong to H, 

the pa1r p(s),q(s) are copr1me, and 

the pa1r p(s),q(s) sat1sfy the Bezout 1dent1ty 

p(s) n(s) + q(s) d(s) = 1 (3.10) 

Example 1 of Append1x C 1llustrates the appl1cat1on of Equat1on (3.9). 

The s1multaneous stab1l1Zat1 on of L 11 near plants 1 s g1 ven by 

V1dyasagar and V1swanadham (3) Parameter1Zat1 on of the class of all 

controllers that stab1l1ze two stable l1near system models 1s glVen 

next 

Let the pa1r (n1(s),d1(s)) correspond to the copnme factors of 

G1(s) (1=0,1), and des1gnate the correspond1ng factors that sat1sfy the 

Bezout 1dent1ty by the copr1me pa1r (p1(s),q1(s)) Let the al gebra1 c 

r1ng M cons1st of the set of all controllers that strongly stab1l1ze 



where 

Ga{s) 1s an aux1l1ary transfer funct1on. 

a1{s) = qo{s) d1{s) + p0{s) n1{s), and 

b1{s) = -n0{s) d1{s) + d0{s) n1{s). 
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{3.11) 

{3 12) 

{3.13) 

The set of all controllers that s1multaneously stab1l1ze G0{s) and G1{s) 

1s g1ven by the follow1ng equat1ons. 

p0{s) + r•(s) d0{s) 
c(s) = qo(s) - r•(s) no(s) (3 14) 

where r•(s) belongs to the set M. Example 2 of Append1x C 1s des1gned 
to fam1l1ar1ze the reader w1th the appl1cat1on of the s1multaneous 
stab1l1zat1on theory 

Step 5 Controller Synthes1s 

Th1 s step 1 nvol ves search1 ng the class of all stab1 11 z1 ng con-

trollers, wh1ch were parameter1zed 1n the prev1ous step, for the near-

opt1mum l1near controller, 1 e., the controller that produces a closed

loop system whose dynam1c behav1or approx1mates the dynam1c behav1or of 

the 1dent1f1ed l1near system of step 1 

One approach to controller synthes1 s 1 s to parameter1 ze the class 

of all controllers that place the closed-loop poles of the l1near plants 

1n a spec1f1ed reg1on of the s-plane. Th1s requ1res one to obta1n the 

copr1me factors of the l1near plants whose poles l1e 1n the spec1f1ed 

reg1on of the s-plane Then, th1s class of stab1l1z1ng controllers 1s 

to be searched for the near-opt1 mum 1 1 near controller 

recommended approach 1n the open l1terature (44) 

Th1 s 1 s the 
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The above approach has the fall ow1 ng drawback. Cantrall ers w1 th 

h1 gh order dynam1 c terms may be des1 gned The 1 ower the order of the 

copr1me factors, the 1 ower 1 s the order of all stab1 1 1 z1 ng 

controllers There does not ex1st an algor1thm wh1ch would obta1n the 

copr1me factors of the lowest poss1ble order In general, the order of 

a copr1me factor 1s equal to the system order. However, all factors may 

not have to be of the same order as that of the system. See Append1x B 

for JUSt1f1cat1on of above. 

At th1s stage of the controller des1gn procedure, the user has 

obta1ned two stable l1near models whose ga1n character1st1cs enclose the 

ga1n character1st1cs of the nonl1near plant at the operat1ng cond1t1ons 

of 1nterest. S1nce the l1near plants are stable, the parameter1zat1on 

of the prev1ous step may further be s1mpl1f1ed In th1s case, transfer 

funct1 ons n1 ( s), d1 ( s), p1 ( s), and q1 ( s) may be def1 ned by the fal

l OWl ng 

n1(s)=G1(s), d1(s)=1, p1(s)=O, and q1(s)=1 (3 15) 

Where, 

n1(s) and d1(s) are the copr1me factors of G1(s), 1=0,1, and 

q1(s) and p1(s) sat1sfy the Bezout 1dent1ty 

From the appl1cat1on of the s1multaneous stab1l1zat1on theory, the class 

of all stab1l1z1ng controllers 1s g1ven by 

where, 

( ) _ r( s) 
c s - I - r{s) G0{s) 

r(s) belongs to the algebra1c r1ng M wh1ch cons1sts 
b1(s) 

of all controllers that stab1l1ze Ga(s) = a1{s) 

From Equat1on (3 11), (3.12), and(3 13), 
b1(s) 

Ga(s) = a (s} = G1(s) 
1 

(3 16) 

of the set 

(3 17) 
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S1nce both G0(s) and G1(s) are str1ctly proper and stable, the1r dlf

ference 1s also str1ctly proper and stable. In th1s case, na(s), da(s), 

Pa(s), and qa(s) may be def1ned by the follow1ng. 

na(s) = Ga(s), da(s) = 1, Pa(s) = 0, and qa(s) = 1. 

Where, 

na(s) and da(s) are the copr1rne factors of Ga(s), and 

qa(s) and Pa(s) sat1sfy the Bezout 1dent1ty. 

The set of a 11 r( s), wh1 ch corresponds to the class of a 11 

controllers that stab1l1ze Ga(s), 1s g1ven by Equat1on (3.9). 

That 1 s, 

() - r'(s) 
r s - 1- r'(s) G (s) 

a 
(3 18) 

Subst1tute (3.18) 1nto (3.16) to obta1n the class of all controllers 

that stab1l1ze both Go and G1. 

where, 

and 

c(s) = r'(s) 
1 - r ' ( s) G1 ( s ) 

r'(s) belongs to the algebra1c r1ng H 

Ga(s) must be strongly stab1l1zable, 1.e., Ga(s) must be 

stab1l1zed v1a a stable r(s). 

(3.19) 

(3 20) 

(3.21) 

Therefore, the class of all controllers that stab1l1ze G1(s) subJect to 

the constra1nts glVen by Statements (3.20) and (3.21), stablllZe both 

G0(s) and G1(s). Th1s set may be searched for the near-opt1mum l1near 

controller. The search algor1thm, Algor1thm 1, 1s g1ven below. 

Al gor1 thm 1 

1) Assume a stable transfer funct1on c(s). 

2) Compute r'(s) us1ng Equat1on (3.19). 
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3) If Constra1nts (3.20) and (3.21) are v1olated prov1de a barr1er 

for the opt1m1zat1on rout1ne, and go to step 6, otherw1se go to 

step 4. 

4) Compute ObJeCtlve funct1on F 

Fa = IGr(s) 

F1 = IGr(s) 

a= 0.5 

F = aF0 + (1-a)F1 

2 
- r(C(s), G0(s)) I , 

2 
- r(C(s), G1(s))l , and 

5) If F 1s opt1m1zed then stop here, otherw1se go to step 6 

6) Vary coeff1c1ents of c(s), then go to step 2. 

(3.22) 

(3.23) 

(3.24) 

The f1rst 1tem of algor1thm 1 requ1res subJeCt1Ve JUdgement of the 

user. In order to remove th1s undes1rable feature of the algor1thm, the 

supplemental algor1thm 1.1 was developed. 

below. 

Th1s algor1thm 1s g1Ven 

Algor1thm 1.1 

a) (3.25) 

b) From (a) above, solve for c(s) as a funct1on of known 

quant1t1es Gr(s) and G0(s). That 1s, 

Gr(s) 
c(s) = G (s)(l - G (s)) • 

0 r 
(3.26) 

Step 6 Des1gn Val1dat1on 

Ver1fy controller des1gn v1a d1rect s1mulat1on of the closed-loop 

system. A fourth-order Runge-Kutta rout1ne 1s adapted to accompl1sh the 

s1mulat1on of the closed-loop feedback system. The user may obta1n the 
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normal1zed step responses of the closed-loop system for a range of step 

magn1tudes. If the normal1zed step responses are apprec1ably d1fferent 

from the un1t-step response of the reference model Gr(s), then the user 

1s JUst1f1ed to des1gn a l1near or a nonl1near (1) controller based on n 

(n > 2) quas1l1near models of the nonl1near plant 



CHAPTER IV 

DEMONSTRATION EXAMPLE PROBLEM 

The pr1mary obJeCtlVes of th1s chapter are to (1) apply the con

troller synthes1s approach to a real problem w1th a h1ghly nonl1near 

plant, and (11) compare the performance of the system w1th the syn-

thes 1 zed 11 near contra 11 er to the performance of the system w1 th a 

l1near and a nonl1near controller wh1ch has been reported by Taylor and 

Strobel (1). The example problem under study 1s of the type encountered 

1n pos1t1on control. The block d1agram of the open-loop system 1s shown 

1n F1gure 10. The mathemat1cal model of the open-loop system (nonl1near 

plant), 1s g1ven by Equat1ons {4.1-4.4) g1ven below. 

(4.1) 

( 4. 2) 

where J = 0.01 kg-m2. 

The servomotor saturat1on effects {F1gure 11) are modeled by the follow-

1ng relat1onsh1ps (1) 

where, 

o=0.5Volts, 

Meters/Volt. 

1f I V1 n I ~ o, 

o) ) 1 f IV 1 n I > o. ( 4. 3) 

= 5 Newton-Meters/Volt, 1.0 Newton-

The servomotor fr1ct1on character1st1cs 1nclude coulomb 
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F1gure 11 Model of the Servomotor Saturat1on Effects 
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fr1ct1on and v1scous fr1ct1on, these character1st1cs are def1ned by the 

follow1ng relat1onsh1ps (1). 

where, 

Te - fvx1 - fc s1gn(x1) 1f ITel > fc 

Tm = Te - fvx1 - fc s1gn(x1) 1f x1 ~ o, and 

0 0 1f ITel < fc and x1 = 0 

fv = 0.1 Newton-meters-seconds and f = 1 0 Newton-meters 
rad1ans c 

Problem Statement 

(4 4) 

The obJ ect1Ve 1 s to synthes1Ze a 1 1 near cantrall er for the non-

l1near plant of F1gure 10 A cl osed-1 oop feedback system of the form 

shown 1n F1gure 12 1s to be formed. The result1ng feedback system 1s 

to be as 1nsens1t1ve to the level of the 1nput command as poss1ble, and 

1t 1s to sat1sfy a set of user-def1ned performance spec1f1cat1ons 1n a 

near-opt1mum fash1on. The performance measures are spec1f1ed 1n Step 1 

Step 1 Performance Spec1f1cat1ons 

The f1 rst step 1 s to def1 ne a set of performance spec1 f1 cat1 ons 

Taylor and Strobel (1) have synthes1zed a nonl1near controller for the 

nonl1near plant of F1gure 10, the correspond1ng nonl1near feedback 

system 1 s shown 1 n F1 gure 13. The correspond1ng normal1zed step-

responses of the closed-1 oop nonl 1 near feedback system for a range of 

step ampl1tudes 1s shown 1n F1gure 14 The max1mum percent overshoot 1s 

about 37, and the two percent settl1ng t1me 1s about 0 30 seconds. For 

compar1 son purposes, these two t1me-doma1 n performance spec1 f1 cat1 ons 

are ut1l1zed here1n, also. A l1near n-th order l1near model (reference 

model) of system whose dynam1 c behav1 or sat1 sf1 es these performance 
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s~ec1f1cat1ons 1s to be 1dent1f1ed. Three strateg1es for 1dent1f1cat1on 

of such a 11 near model was g1Ven 1 n Chapter 3. The th1 rd strategy 1 s 

appl1cable 1n th1s case. A l1near second-order model whose damp1ng 

rat1o and natural frequency are 0.375 and 37 .a rad1anstseconds, would 

exh1blt approx1mately a 37% overshoot and a 2% settl 1ng t1me of 0.3 

seconds when exc1ted w1th a step 1nput. The reference model 1s g1ven by 
2 

on 
Gr(s) = -2----~2 

s + 2 r,;oons + on 
(4.5) 

where, 

rad1ans 
ron = 37 .a seconds and r,; = a 375. 

Step 2 through 5 w1ll y1eld a l1near controller wh1ch would force the 

dynam1c behav1or of the closed-loop nonl1near system to closely approx-

1mate the dynam1c behav1or of the reference model Gr(s) 

Step 2 Input/Output Character1zat1on 

The 1nput/output behav1or of the nonl1near plant at several pre-

def1ned operat1ny cond1t1ons of 1nterest 1s to be character1zed. S1nu-

so1dal-1nput descr1b1ng funct1on models of the nonl1near plant are 

obta1ned us1ng a frequency-doma1n techmque. The nonl1near plant 1s 

exc1ted w1th a s1nuso1d of an assumed ampl1tude for a range of user-

def1 ned frequenc1 es. The frequency response 1 nformat 1 on 1 s then ob-

ta1ned as outl1ned 1n Chapter III. Taylor and Strobel (1) have 

prev1ously der1ved these models for e1ght prespec1f1ed operat1ng 

cond1 t1 ons, the result 1 ng frequency response plots are g1Ven 1 n F1 gu re 

15, and each curve corresponds to a part1cular operat1ng cond1t1on. The 

operat1ng cond1t1ons are spec1f1ed 1n terms of the range of frequency of 

1 nterest and the range of the 1 evel of the exc1 tat1 on s1 gnal. In thl s 
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example, the upper and lower bounds on the frequenc1es of 1nterest are 

5.0 and 150.0 rad1ans/seconds, the 1nput ampl1tude levels cons1dered 

here1n are 0.25, 0 325, 0.4, 0 8, 1.6, 3.2, 6.4, and 12 8 Volts. The 

two quas1l1near models whose ga1n var1at1on enclose those of the others 

are selected for system 1dent1f1cat1on purposes, that 1s, the curves 

wh1ch are labeled by arab1c numerals 1 and 4. 

In th1s thes1s effort, the software tool, DFGEN, was developed to 

automate the generat1on of the s1nuso1dal-1nput descr1b1ng funct1on 

models. Append1x D 1s a tutor1al for the use of the software, and the 

SIDF models shown 1n F1gure 15 are computed there1n, also The 

frequency response data correspond1ng to SIDF ~odels number 1 and 4 are 

tabulated 1n Tables I and II 

Step 3 System Ident1f1cat1on 

L1near systems whose dynam1c behav1or approx1mate the dynam1c 

behav1or of the open-loop system Cnonl1near plant) around the operat1ng 

cond1t1ons of 1nterest are to be 1dent1f1ed The dynam1c behav1or of 

the nonl1near plant was character1zed v1a descr1b1ng funct1on models 1n 

the prev1 ous step The 1 1 near models of the system whose dynam1 c be

hav1or approx1mate the dynam1c behav1or of the two selected quas1l1near 

models of the nonl1near plant are des1gnated by G0(s) and G1(s), respec

t1 vely These models were 1 dent1 f1 ed v1 a the computer-a1 ded system 

1 dent1 f1 cat1 on software ut1 11 ty SYSID, techn1 cal deta1 1 s of th1 s soft

ware ut1 11 ty 1 s based on the al gor1 thm developed 1 n Chapter I II The 

1 nputs to SYSID were the real and 1mag1 nary parts of the frequency 

response 1 nformat1 on for the quas1 1 1 near models These data are tabu-

1 a ted 1 n Tables I and II The resul t1 ng 11 near approx1mat1 ons are of 
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TABLE I 

FREQUENCY RESPONSE DATA OF THE SIDF MODEL NUMBER 4 

Frequency Real Part Imag1 nary Part 
(RAD /SEC.) 

O.SOOOOOOE+Ol -0.1517412E+01 -0.4025078E+01 
0.6811673E+01 -0.1270355E+01 -0.2682782E+01 
0 9279777E+01 -0 .1011572E +01 -0.1718434E+01 
0.1264216E+02 -0.7630895E+OO -0 1038714E+01 
0 .1722285E +02 -0.5332355E+OO -0 5911674E+OO 
0.2346329E+02 -0 3481629E+OO -0.3207299E+OO 
0.3196484E+02 -0 2158670E+OO -0.1693839E+OO 
0.4354681E+02 -0 1282173E+OO -0 8635313E-01 
0.5932532E+02 -0.7160715E-01 -0 4423007E-01 
0.8082092E+02 -0.4050847E-01 -0 2152321E-01 
0 1101051E+03 -0.2272230E-01 -0 1113880E-01 
0 1500000E+03 -0 1141469E-01 -0.5040533E-02 

TABLE II 

FREQUENCY RESPONSE DATA OF THE SIDF MODEL NUMBER 1 

Frequency Real Part Imag1nary Part 
(Rad /Sec 

0 5000000E+01 -0.2196103E+OO -0 8066907E+OO 
0.6811673E+01 -0 1653188E+OO -0 5295195E+OO 
0 9279777E+Ol -0 1183520E+OO -0 3393041E+OO 
0 1264216E+02 -0.8062143E-01 -0 2129374E+OO 
0 1722285E+02 -0 5169478E-01 -0 1314640E+OO 
0 2346329£+02 -0.3190666E-01 -0 7176102E-Ol 
0 3196484E+02 -0.1819518E-01 -0.4177350E-01 
0.4354681E+02 -0 1115129E-01 -0.2442076£-01 
0 5932532E+02 -0 5783351E-02 -0 1817636E-Ol 
0 8082092E+02 -0 3188869E-02 -0 8117869£-02 
0 1101051E+03 -0.2108138E-02 -0 4857120E-02 
0.1500000E+03 -0 5426540E-02 -0 2284526E-02 



the follow1ng form. 

and 

= (1.231 + 0.003989 s) 
Go(s) s(0.05475 + 0.003761 s) 
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(4 6) 

(1 0000 + 0.040314 s) 
G1(s) = s(0.22521 + 0 23641 s) (4•7) 

Refer to Append1x E for deta1ls of us1ng the SYSID software ut1l1ty 1n 

1 dent1 fy1 ng Go( s) and G1 ( s) above. Compar1 sons of the two quas1 11 near 

models (from Step 2) w1th the two l1near models are shown 1n F1gures 16 

and 17. 

Analys1s of System Ident1f1cat1on Results 

To put the analys1s of the system 1dent1f1cat1on results 1n per

spect1Ve, cons1der f1tt1ng of an nth-order polynom1al w1th real coef

f1C1ents to a set of data po1nts whose doma1n and range cons1st of real 

numbers. As the order of the f1tted polynom1al 1s 1ncreased, the mag-

n1 tude of the error at d1 screte data po1 nts 1 s expected to decrease 

Th1s decrease 1n the magn1tude of the error does not necessar1ly 1mply 

that a smooth f1t 1s obta1ned, and most l1kely the f1tted polynom1al 

w1 11 fluctuate around the d1 screte data po1 nts Th1 s 1 s undes1 rabl e, 

and there ex1sts a tradeoff between the smoothness (quallty) of the f1t 

and the error at d1screte data po1nts. 

A s1m1lar trade-off must also be enforced when 1dent1fy1ng a trans

fer funct1 on from a set of frequency response 1 nformat1 on. In th1 s 

case, the data 1s composed of complex numbers, and a two-d1mens1onal f1t 

must be obta1ned. The user must take the follow1ng three key 1ssues 1n 

m1 nd wh1 1 e he 1 s 1 dent1 fy1 ng a transfer funct1 on whose frequency re-

sponse 1nformat1on approx1mates that of a quas1l1near model These 

1tems are 
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( 1) The quas1l1 near models are not 11 near models, and unl1 ke 

l1near system models (transfer funct1ons) the H1lbert 

relat1on between the real and 1mag1nary parts of the 

frequency response does not hold. Therefore, a "perfect" 

f1t 1s not poss1ble, and the qual1ty of f1t 1s a funct1on of 

the dom1nance of nonl1near effects. For example, the motor 

st1 ct1 on effects at small s1 gnal s are more dom1 nant than 

those at large s1gnals Therefore, 1t 1s expected to obta1n 

a better qual 1 ty of f1 t to the frequency response 1 nfor

mat1on of the quas1l1near models at h1gher ampl1tude exc1-

tat1 on s1 gnal s than those at 1 ower ampl 1 tude exc1 tat1 on 

s1gnals. Th1s 1s clearly apparent from exam1nat1on of the 

"%ERROR" columns of Tables III and IV. 

( 11) The user may be able to 1 dent1 fy transfer funct1 ons w1 th 

h1 gh-order dynam1 c terms that f1 t the data "perfectly" 

Wlth reference to the polynom1 al f1 tt1 ng d1 scuss1 on at the 

beg1 nm ng of th1 s subsect1 on, the 1 dent1 f1 cat1 on of h1 gh

order transfer funct1ons w1ll most l1kely be undes1rable 

That 1s, such transfer funct1ons w1ll most l1kely be unsta

ble, wh1le the actual quas1l1near models are representat1on 

of a stable nonl 1 near system when operat1 ng at d1 fferent 

operat1ng cond1t1ons 

(111) If the real or 1mag1nary part of the frequency response data 

1 s compr1 sed of numbers w1 th 1 ow orders of magm tude (for 

example, (0 01, O.OJ)), then relat1vely large percent errors 

may be expected s1 nee percent error cal cul at1 on would 1 n

volve d1v1s1on by small numbers. It should be kept 1n m1nd 
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TABLE III 

FREQUENCY RESPONSE COMPARISON FOR THE SIDF 
MODEL NUMBER 4 AND THE APPROXIMATING 

OPEN-LOOP SYSTEM, G0(s) 

REAL PART IMAGINART PART 

QUASILINEAR G0(s) %ERROR QUASI LINEAR G0(s) %ERROR 
MODEL MODEL 

-1.51700 -1 31700 13.23 -4 02500 -4.0450 0.501 
-1.27000 -1 20800 4 95 -2.68300 -2.7360 1 993 
-1 01200 -1.04700 3 46 -1 71800 -1 7560 2 190 
-0 76310 -0 83910 9 96 -1 03900 -1.0500 1 091 
-0.53320 -0 61330 15 02 -0 59120 -0 5800 1 891 
-0 34820 -0 40910 17.50 -0.32070 -0 2990 6 772 
-0.21590 -0 25280 17.12 -0 16940 -0.1483 12 430 
-0 12820 -0.14790 15.39 -0 08635 -0.0738 14.520 
-0 07161 -0 08359 16.73 -0.04423 -0 0384 13.210 
-0.04051 -0.04625 14.17 -0 02152 -0.0215 0 324 
-0 02272 -0 02529 11.28 -0 01114 -0 0130 6 490 
-0 01141 -0.01373 20.31 -0 00504 -0 0084 66 720 
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TABLE IV 

FREQUENCY RESPONSE COMARISON OF THE SIDF 
MODEL NUMBER 1 AND THE APRROXIMATING 

OPEN-LOOP SYSTEM, G1(s} 

REAL PART IMAGINART PART 

QUASILINEAR G1(s} %ERROR QUASI LINEAR G1(s} %ERROR 
MODEL MODEL 

-0 21960 -0.19920 9 30 -0 80670 -0.79310 1 69 
-0 16530 -0.18070 9.28 -0 52950 -0 52910 0 87 
-0.11840 -0 14470 22 23 -0 33930 -0 34130 0.59 
-0 08062 -0.10348 28 30 -0 21290 -0.21590 1 40 
-0.05169 -0.06721 30.01 -0 13150 -0 13720 4 400 
-0 03191 -0 04065 27.39 -0.07176 -0 89550 24 79 
-0.01820 -0.02343 28 78 -0.04177 -0 06047 44 75 
-0.01115 -0.01312 17.62 -0.02442 -0.04208 72 31 
-0 00578 -0 00722 24 81 -0 01818 -0.02992 64 62 
-0.00319 -0.00394 23.39 -0.00812 -0.02157 165.70 
-0 00211 -0 00213 1.197 -0.00486 -0.01567 222 70 
-0.00543 -0.00115 78 75 -0.00229 -0.01144 400 90 
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that the quas1l1 near models are only approx1mat1 on to a 

nonl1near model wh1ch itself 1s an approx1mat1on for math-

emat1 ca 1 descr1 pt1 on of a phys 1 ca 1 process Therefore, 1 t 

suff1ces to 1dent1fy transfer funct1ons whose frequency 

response 1nformat1on approx1mate the frequency response 

1nformat1on of the quas1l1near models 1n a near-opt1mum 

fash1on (See Equat1on (3.8)). The user should accept the 

best f1 t, and cont1 nue w1 th the controller synthes1 s pro

cedure. The results of Step 6 (Des1gn Val1dat1on), w1ll 

assure the user 1f the f1nal synthes1zed controller 1s 

acceptable or not. If the results are not acceptable~ then 

th1s method has fa1led, and an n-range l1near or nonl1near 

(1) controller may be synthes1zed 

Step 4 Controller Parameter1zat1on 

The class of all controllers that stab1l1Ze the 1 dent1 f1 ed 11 near 

systems of the prev1 ous step 1 s to be parameter1 zed Th1 s parameter-

1Zat1on was developed Hl Chapter Three, and 1t 1s g1ven by Equat1on 

(3 14) subJect to constra1nts (4 9) and (4 10), that 1s 

where, 

and 

c( r'(s) ) = r'(s) r- r'(s) G1(s) 

r'(s) belongs to the algebra1c r1ng H, 

Ga(s) must be strongly stab1l1zable, 1.e, Ga(s) must be 

stab1l1zed v1a a stable r(s) 

Where, 

(4 8) 

(4 9) 

(4 10) 
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Ga(s) = G1(s) - G0(s), and G0(s) and G1(s) are glVen by 

Equat1on (4.6) and (4.7), respect1vely. 

Any r•(s) that sat1sf1es constra1nts (4.9) and (4.10) may be subst1tuted 

1nto Equat1on (4.8) to obta1n a spec1f1c common controller wh1ch would 

assure closed-loop system stab1l1ty whether the plant 1s represented by 

Go(s) or G1(s). However, any r•(s), that assures closed-loop system 

stab1l1ty, may not force the stat1c and dynam1c behav1or of the closed

loop system to be close to those of the reference l1near model wh1ch was 

1dent1f1ed 1n Step 1. In Step 5, the class of all stab1l1z1ng control

lers 1s searched for the controller wh1ch could not only ach1eve S1mul

taneous closed-loop system stab1l1ty, but 1t would also ach1eve the 

requ1red closed-loop state and dynam1c performance (as def1ned 1n Step 

1) 1n a near-opt1mum fash1on. 

Step 5 Controller Synthes1s 

The 1dent1f1ed class of all stab1l1z1ng controllers 1s to be sear

ched for the near-opt1mum controller - the controller that forces the 

dynam1c behav1or of I:(c,G0) and I:(c,G1) to be as close to Gr(s) as 

poss1ble. W1th reference to Equat1on (3.19) and constra1nts (3 20) and 

(3.21), the DRLCD, wh1ch 1s the computer-a1ded Dual Range L1near Con

troller Des1gn software ut1l1ty, 1s used to 1dent1fy that r• (s) wh1ch 

would def1ne the near-opt1mum l1near controller DRLCD uses Algorlthm 

1, wh1 ch was presented 1 n Chapter II I, to syntheslZe the near-opt1mum 

l1near controller. The pr1mary 1nputs to DRLCD are l1near models of the 

open-loop systems G0(s), u1(s), and Gr(s). These l1near models are 

g1ven by Equat1ons (4.6), (4.7), and (4.5), respect1vely. The user must 

also supply a subrout1ne whose 1nput 1s the plant 1nput, u(t), and 1ts 
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output 1s the plant output, y(t). Such a subrout1ne for th1s example 

prob 1 em 1 s shown 1 n F1 gure 18 DRLCD uses A 1 gor1 thm 1.1, wh1 ch was 

presented 1n Chapter III, to obta1n a rel1able start1ng solut1on for the 

opt1m1zat1on rout1ne 

Techmcal deta1ls of the controller synthes1s was presented 1n 

Chapter I II, and DRLCD software ut1 11 ty was des1 gned and developed to 

create an env1 ronment wh1 ch man and mach1 ne would work together to 

arr1ve at a sat1sfactory solut1on. Due to the complex1ty of the algo

r1thms and 1nterfac1ng of var1ous steps (spec1ally Steps 4, 5, and 6), a 

deta1led method1cal approach, wh1ch would attempt to 11lustrate the 

appl1cat1on of the controller synthes1s procedure, may not be effec

tlVe. AlternatlVely, Append1x F 1s des1gned to 1llustrate how one may 

1 nterface w1 th the DRLCD software ut1 11 ty to apply the controller syn

thes1s procedure to arr1ve at a pract1cal controller For th1s example 

problem, the near-opt1mum l1near controller 1s of the follow1ng form 

(See Append1x F for deta1ls) 

c(s) = 59 968 + 4 119 s 
-2 7 ...... -.7"'5"""0-+~1-• ...,oo .... o...----s ( 4 11) 

Step 6 Des1gn Val1dat1on 

The des1gn 1s to be val1dated by d1rect s1mulat1on of the syn

thes1zed l1near controller and the actual nonl1near process (see F1gure 

10). The normallZed step responses for a range of step magmtudes, 

wh1ch correspond to the operat1ng cond1t1ons, of 1nterest are obta1ned, 

the results are shown 1n F1gure 19 The max1mum per cent overshoot 1s 

20 and 1ts two percent settl1ng t1me 1s 0 3 seconds, and system response 

1s relatlVely 1nsens1t1ve to the level of the step 1nput, and 1ts dy-



c--

SUBROUTINE MOTLDCUPR,X,XDOT,IC2) 
DIMENSION X<l>,XDOT(l) 
REAL JB 
DATA JB,B,FB,DEL,AKl,AK2,VELL 

IB Bl,B 1,1 B,B 5,5 B,l B,B Bl 
DATA ONE/1 Bl 

c---- IMPLEMENT THE INNER LOOP, UP IS THE INPUT TO THE 
C---- NONLINEAR PROCESS 
c--

c--
UP-=UPR 
VEL-=X( IC2+2) 

c---- NONLINEAR SATURATION 
c--

c--

AUa:ABSCUP) 
SU,.SIGN<ONE,UP) 
IFCAU LE DEL>THEN 

TA,.UP*AKl 
ELSE 

TA•SU*CAKl*DEL+AK2*(AU-DEL)) 
END IF 

c---- TA IS THE OUTPUT OF THE SATURATION ELEMENT, AND 
C---- IT IS ALSO THE INPUT TO THE STICTION ELEMENT 
c--
c--
t&~~L I"PLE"ERTATtON OF TRE COULORB tRICTION LDC!e 
c--

c--

IF<ABSCTA>.GE.FB>THEN 
TE•TA-SIGNCFB,VEL> 

ELSE IF CCABSCVELL) GT B B> AND CVELL*VEL GT B B>>THEN 
TE•TA-SIGNCFB,VEL> 

ELSE 
TE-=B B 
X(JC2+2)•B B 
VEL•B B 

END IF 
VELL•VEL 

c---- COMPUTE DERIVATIVES 
c--

XDOTCIC2+l>cXCIC2+2) 
XDOTCIC2+2)cTE/JB-CB/JB)*X(IC2+2) 
RETURN 
END 

F1 gure 18 Subrout1ne MOTor-LoaD Descr1b1nq the Dynam1c 
Behav1or of the Nonl1near Plant 

58 



w en 

~ 
0 w 
0: 
0. w 
t; 
c w 
N 
::J 
< 
::E 
0: 

~ 

0.2 

STEP COMMANDS 
U1 • 0 20 
U2 • 0 32 
U3 • 0 80 

TIME, t<sec) 

U4 • 2 58 
us- 510 
ua - 10 2 

0.7 

F1gure 19 Normal1zed Step Response Plots of the Synthes1zed 
L1near Controller and the Nonl1near Plant 

(J1 

1.0 



60 

nam1c behav1or 1s sat1sfactory, 1.e., the max1mum percent overshoot 1s 

less than 37 percent and the two percent settl1ng t1me 1s less than 0.3 

seconds for all 1nterested 1nput ampl1tudes. 

Controller Compar1son 

One of the pr1mary obJeCt1 ves of th1 s chapter was to compare the 

performance of the system w1th a l1near and a nonl1near controller wh1ch 

has been reported by Taylor (1). Th1 s obJ ect1Ve 1 s fulf1 11 ed 1 n th1 s 

sect1on. 

Dual-Range L1near Controller Des1gn Vs. 

S1ngle-Range L1near Controller Des1gn 

A l1near PID controller may be synthes1zed based on only one s1nu

so1dal-1nput descr1b1ng funct1on model of the nonl1near plant of F1gure 

10 (SRLCD). Quas1l1near model number 4 (See F1gure 15), wh1ch has the 

h1ghest ga1n ampl1f1cat1on, was selected by Taylor and Strobel (1) to 

des1gn a l1near PID for the example problem The controller 

conf1 gurat1 on and the normal 1 zed step responses for a range of 1 nput 

ampl1tudes are shown 1n F1gures 20 and 21 From the compansons of 

F1gures 19 and 21 the follow1ng conclus1ons may be drawn 

(1) The s1ngle-range l1near PID controller has formed a closed

loop system wh1ch 1s apprec1ably more sens1t1ve to the 

ampl 1 tude-1 evel of the command s1 gnal Typ1cally, s1ngle-

range 11 near controllers des1 gned for use w1 th h1 ghly non-

1 1 near plants whose dynam1 c behav1 or 1 s apprec1 ably 

d1 fferent around the operat1 ng cond1 t1 ons of 1 nterest, 1 f 

1nterest do form closed-loop feedback systems wh1ch are 
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sens1t1ve to the ampl1tude-level of the command s1gnal. 

S1nce sens1t1v1ty 1ssue 1s an 1mportant factor for a robust 

des1gn, 1t may be concluded that 1n deal1ng w1th h1ghly 

nonl 1 near plants, where robustness 1 s an 1mportant perf

ormance cr1ter1on, a dual-range l1near controller des1gn 

techn1 que 1 s prefered. In any case, the SRLCD techn1 que 

should proceed the DRLCD techn1que so the user has conf1rmed 

the fa1lure of the SRLCD techn1que Only 1n that case, the 

user can JUSt1fy the appl1cat1on of the DRLCD techn1que 

(11) The closed-loop system w1th the s1ngle-range l1near PID 

controller 1s more slugg1sh than the closed-loop system w1th 

the dual-range l1near controller The degree of the closed

loop system stab1l1ty w1th the s1ngle-range l1near PID 

controller decreases as the ampl 1 tude-1 evel of the command 

s1gnal 1ncreases. Th1s 1s not the case w1th the closed-loop 

system w1th the dual-range l1near controller. 

( 111) The 2% settl 1 ng t1me of the cl osed-1 oop system w1 th the 

s1ngle-range l1near PID ranges from 0.3-0.6 seconds over the 

range of ampl 1 tude-1 evel of the exc1 tat1 on s1 gnal The 2% 

settl1ng t1me of the closed-loop system w1th the dual-range 

l1near controller ranges from 0 08-0.3 seconds over the same 

range of ampl1tude-level of the exc1tat1on s1gnal. 

Dual-Range L1near Controller Des1gn Vs 

Mult1-Range Nonl1near Controller Des1gn 

A nonl1near PID controller was des1gned by Taylor and Strobel (1) 

based on several quas1l1near models of the nonl1near plant The 
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cantrall er conf1 gurat1 on and the normal1Zed step responses for a range 

of 1nput ampl1tudes are shown 1n F1gures 13 and 14. From the 

compar1sons of F1gures 14 and 19 the follow1ng conclus1ons may be drawn 

(1) The closed-loop system w1th the nonl1near controller and the 

closed-loop system tilth the synthes1Zed dual-range l1near 

cantrall er are both 11 equally 11 1 nsens1 t1Ve to the ampl 1 tude

level of the command s1gnal. 

( 11) The cl osed-1 oop system w1 th the nonl 1 near cantrall er has a 

max1mum percent overshort of 37% wh1le the closed-loop 

system w1 th the dual-range 11 near cantrall er has a max1mum 

percent overshoot of 20 

(111) The closed-loop system w1th the nonl1near controller as well 

as the cl osed-1 oop system w1 th the synthes1Zed dual-range 

l1near controller both have a max1mum 2% settl1ng t1me of 

0.3 seconds. 



CHAPTER V 

SUMMARY AND RECOMMENDATIONS 

Summary 

The goal of th1s study was to develop a systemat1c and algebra1c 

controller synthes1 s procedure for the des1 gn of feedback control sys

tems w1th h1ghly nonl1near, s1ngle-1nput s1ngle-output, t1me 1nvar1ant, 

and cont1nuous t1me plants That goal has been met. 

The controller synthes1s procedure 1s based on s1multaneous stab-

1l1zat1on theory and s1nuso1dal-1nput descr1b1ng funct1on models of the 

nonl1 near plant. The use of SIDF models results 1 n a robust feedback 

control system wh1ch 1s the least conservat1ve (1) The user prov1des 

two types of 1nformat1on (1) a set of performance measures 1n e1ther 

the t1me doma1n or 1n the frequency doma1n, and (2) the mathemat1cal 

model of the nonl1 near plant 1 n standard state-var1 able d1 fferent1 al 

equat1on form. The mathemat1cal model of the nonl1near plant 1s used to 
\ generate the SIDF models of the plant at the spec1f1ecl operat1ng 

cond1t1ons of 1nterest. If such models do not ex1st, the user must 

obta1n the SIDF models v1a laboratory expenments, exc1t1ng the plant 

w1th s1nuso1dal 1nputs. 

Then, upon the execut1 on of the control synthes1 s procedure g1 ven 

1n Chapter III, the near-opt1mum l1near controller 1s 1dent1f1ed. The 

procedure does not 1denf1ty the opt1mum controller 1n the global sense, 

hence, the term near-opt1mum controller. The near-opt1mum l1near 
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controller 1s the controller that forms (1) a closed-loop system whose 

dynam1c behav1or 1s as 1nsens1t1ve to the ampl1tude level of the 1nput 

s1gnal as poss1ble, and (11) a closed-loop system whose dynam1c behav1or 

sat1 sf1 es a set of predef1 ned performance measures 1 n a near-opt1mum 

fash1on. 

The controller synthes1s procedure 1s composed of s1x pr1mary 

steps ( 1 ) spec1 f1 cat1 on of a set of performance measures for the 

closed-loop system e1ther 1n the t1me doma1n or frequency doma1n, and 

1 dent1 f1 cat1 on of the correspond1 ng 1 1 near reference model of an open

loop system, (11) character1zat1on of the 1nput/output behav1or of the 

nonl1near plant by obta1n1ng the quas1l1near (descr1b1ng funct1on) 

models of the nonl1near plant for several predef1ned operat1ng ranges of 

1nterest, (111) 1dent1f1cat1on of two l1near systems whose 1nput/output 

behav1 or approx1mate the 1 nput/output behav1 or of the two quas1 11 near 

plants whose ga1 n character1 st1 cs bound those of all others 1 n the 

class, (1v) parameter1zat1on of the class of all controllers that 

s1multaneously stab1l1ze the two 1dent1f1ed l1near plants, (v) search of 

the class of all stab1l1z1ng controllers for the near-opt1mum l1near 

controller, and (v1) val1dat1on of the des1gn v1a a d1g1tal s1mulat1on 

of the nonl1near feedback system. A computer-a1ded des1gn (CAD) 

env1 ronment was des1 gned and developed by the author on a Harr1 s-800 

m1n1computer and a Tektron1x 4115B h1gh resolut1on color graph1cs 

term1nal to 1mplement steps (11) - (v1) above. 

S1 nee the cantrall er synthes1 s procedure 1 s both systemat1 c and 

algebra1c, the procedure may be employed w1thout a h1gh level of sub

JeCt1Ve JUdgment. The only area call 1 ng for user JUdgment 1 s step 

(111), where the user may have to 1terate to obta1n a su1table f1t. The 
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method and the assoc1ated software was appl1ed to a pract1cal pos1t1on 

control problem of the sort encountered 1n robot1c control. A l1near 

PIO controller, based upon a nom1nal SIOF model of the nonl1near plant, 

and a nonl 1 near PIO cantrall er, based upon several SIOF models of the 

nonl 1 near plant, were synthes1Zed prev1 ously for the example nonl 1 near 

plant under study ( 1). The performance of the example system w1 th a 

l1near controller synthes1zed us1ng the procedure presented here1n, was 

found to be super1or to the performance of the system w1th a l1near PIO 

controller, and comparable to the performance of the system w1th a 

nonl1near PIO controller 

Recommendat1ons 

There are two pr1mary 1 ssues that concern th1 s research proJect. 

The f1 rst 1 ssue 1 s whether a cantrall er des1 gn procedure based on two 

l1near models, wh1ch are approx1mat1ons to two SIOF models of a non-

11near plant, 1n conJuCt1on w1th the s1multaneous stab1l1Zat1on theory 

1s appl1cable to systems wh1ch have h1ghly nonl1near plants Based on 

the work done 1n th1s thes1s effort, one may conclude that such a con

troller des1gn procedure may be appl1ed to form closed-loop systems that 

sat1 sfy a set of user-def1 ned performance measures 1 n a near-optmum 

fash1on (see F1gure 81). The second 1ssue 1s how should the set of all 

controllers that stab1 11Ze the two 11 near models be searched for the 

near-opt1mum controller The near-opt1mum controller, 1n mathemat1cal 

terms, 1s def1ned as the controller that m1mm1Zes obJect1Ve funct1on 

(3.22) subJect to constra1nts (3 20) and (3.21) Th1s type of con

stra1ned m1n1m1zat1on has the follow1ng d1ff1cult1es 
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{1) Due to the presence of the constra1 nts, unconstra1 ned opt1 m-

1zat1on algor1thms that m1n1m1ze a g1ven funct1on e1ther based 

upon funct1on evaluat1ons (Pattern search (49,50,55)) and/or 

based on eval uat1 on of the grad1 ents of the funct1 on are not 

effect1 ve. Once the constra1 nts are v1 ol a ted, the obJectlVe 

funct1on 1s set to a large value, and the opt1m1zat1on 

algor1thm stops after a few 1terat1ons 

(2) The constra1nts are 1mpl1c1t 1n the sense that there does not 

ex1 st a funct1 on that would descr1 be the constra1 nts The 

constra1nts are tests, once they are fa1led the obJect1ve 

funct1on takes on a large value. Therefore, many ava1lable 

constra1nt opt1m1zat1on algor1thms can not be appl1ed. 

In th1s thes1s effort, the s1mplex search method (55) was employed 

to overcome these problems, as recommended by Wr1ght (56). The method 

forms a regular s1mpl ex 1 n the space of the 1 ndependent var1 abl es 

Then, the obJeCtlve funct1on at each vertex 1s evaluated. The vertex 

w1 th the h1 ghest funct1 onal value 1 s 1 ocated and reflected through the 

centro1 d to complete a new s1mpl ex As 1 ong as the performance 1 ndex 

decreases smoothly, the 1terat1ons move along crabw1se Th1s feature of 

the s1mpl ex al gor1 thm w1 11 av01 d the forb1 dden zones of 1 ndependent 

var1ables. However, th1s algor1thm 1s h1ghly sens1t1ve to the start1ng 

solut1on, and sat1sfactory results may not eas1ly be obta1ned. For th1s 

reason, the opt1m1Zat1on wh1ch would m1mm1Ze the obJeCtlVe funct1on 

g1ven by (3 22) subJect to constra1nts (3 20) and (3.21) requ1re further 

1 nvest1 gat1 on. 

There are other tasks that are recommended for future work Those 

are g1ven below. 
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1) Extens1on of the controller system des1gn procedure from a two 

model approach to an n-model approach, 1 • e , base the 

controller synthes1s on n (n>2) SIDF models of the nonl1near 

plant. There may be cases wh1ch ga1n var1at1ons of the SIDF 

models of the nonl 1 near plant may requ1 re 1 ncl us1 on of more 

than two SIDF models. 

2) Extens1on of the method and mod1f1cat1on of the developed 

software ut1l1t1es for use w1th mult1ple-1nput mult1ple-output 

nonl1near t1me-1nvar1ant cont1nuous t1me systems. 

3) Extens1on of the method to perm1t the solut1on of the 

d1sturbance reJeCt1on problem 

4) Extens1 on of step 4 of the des1 gn procedure to perm1 t copr1me 

factor1zat1on 1n a user-def1ned reg1on of the s-plane 
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The pr1mary ObJeCtlVeS of th1s Append1x are to 11lustrate (1) the 

system 1dent1f1cat1on of s1ngle-1nput s1ngle-output, t1me 1nvar1ant, 

l1near, and determ1n1st1c systems from frequency response data (30) and 

(11) the necessary reformulat1on of 1tem (1) above wh1ch would allow the 

1dent1f1cat1on of type one systems as well. 

ldent1f1cat1on of Type Zero Systems 

In th1s sect1on, the system 1dent1f1cat1on techn1que of L1n and Wu 

( 30) for f1 nd1 ng the transfer funct 10n from frequency response data 1 s 

presented. 

Formulat1on 

The formulat1on of the system 1dent1f1cat1on techn1que wh1ch 1s 

g1ven below, 1s d1rectly taken from the work done by L1n and Wu (30), 

and no contr1but1on 1s cla1med. A transfer funct1on may be represented 

by the follow1ng equat10n 

bo + bl + + b m 
g (J w) ms m < (a.l) = n' n. -1 + a1s + + a s n 

To obta1n the S1nUS01da1 steady-state response, subst1tute S=Jw 1nto 

Equat1on (a.l). The follow1ng equat1on 1s obta1ned. 

g(Jw) = 

2 4 3 5 
(b 0-b 2w +b 4 w - ••• ) + J(b 1w-b 3w +b 5w - ••• ) 

(a.2) 
(1-a 2w+a 2w- ••• ) +J(a 1w-a 3w+a w- •• ) 

=~~. 
M'[JWf (a.3) 

Let 

g(Jw1) = R1 + Jl 1 + E1, (a.4) 

where 
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R, 1s the real part of the user-suppl1ed frequency response datum at 

d 1 screte frequency w, , 

I 1 1 s the 1mag1 nary part of the user-suppl1 ed frequency response 

datum at d1 screte frequency w,, and 

E1 1s a complex number wh1ch represent the error 1n approx1mat1ng 

the frequency response datum (R1 + J I 1) at frequency w,. 

Substltute Equat1on (a.4} 1nto Equat1on (a.3) to obta1n the follow1ng 

equat1ons. 

Where, 

2 4 = R1{1-a 2w1 +a 4w1 - ••• ) 
3 5 

-1 1 (a 1w1-a 3w1 +a 5w1 - ••• ) 

2 4 
= r, (1-a2w, +a4w, - ••• ) 

3 5 
+ R (a 1w -a 3w +a 5w - ••• ) 1 1 1 1 

+ ER , and 
1 

ReE1 1s the real part of the complex number E1, and 

ImE1 1s the 1mag1nary part of the complex number E1• 

(a. b) 

(a.6} 

Des1 gnate the number of user-suppll ed frequency response data by the 

symbol k I • Wr1te Equat1ons (a.5} and (a.6} kl t1mes 

for w1, w2, ••• ,~, and concatenate the 2k 1 l1near equat1ons. The 

follow1ng l1near equat1on would be obta1ned. 

X I Q = ~ + E. (a.9} 

Where 



1 

0 

1 

X = 0 

• 

1 

0 

and 

0 -w1 2 0 (1)14 I1 w1 

w1 0 -w1 3 0 ... -R1 w1 

0 2 0 w/ I2w2 -w2 ... 
~ 0 -~3 0 ... -1{2~ 

• 

0 _Wj(2 0 Wj(4 Ik Wj( 

0 3 0 -Rkwk Wj( -Wk 

T 
f3 = [R 1 I 1 R 2 I 2• • • Rk I I k I J 
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R1 w1 
2 -I1 w13 

I1~2 R1~3 . .. 
R2~ 

t.. 3 
-12~ . .. 

12~2 R2~3 

(a.10) 

l{k~t.. -1k~3 

1k~ 
2 

Rkwk 
3 ... 

(a.ll) 

(a.12) 

(a.13) 

From the appl1 cat10n of the general1 zed 1 east-squares al gor1 thm (GLSA) 

(36}, the follow1ng recurs1ve equat1on prov1des an est1mate to the 

unknown vector Q, and 1t m1n1m1zes the error vector E 1n a least-square 

sense. 

(a.14) 

where, 

the subscr1pt L corresponds to the 1terat1on number, 

W1 o 1s the 1dent1ty matr1x, and 

WL-1 =Dl ag[ I W L-1 (J w1) ~- 21W L-1J w1) 1_21MI L-iJ w2} ~-21W L-1 (J w2) ~- 2 

••• IM\_1 (J~~)I- 2 IM\_ 1 (J~~)I- 2J, L=1,2,... (a.15} 
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The 1terat1ve process 1s cont1nued unt1l the solut1on converges. 

The follow1ng procedure 1s used to solve for the proper man n (See 

Equat1on (a.1)) 1f they are not known a pr1or1. 

Let 

apply the follow1ng algor1thm. 

Al gor1 thm A.1 

(a) 

(b) 

(c) 

set n • = 1, 

I I '+1 '+1 Compute en ,n and en ,n from Equat1on (a.16). 

If en' ,n• men'+1,n'+1, then 

set system order n=n•, and 

let m'=1 and go to (d), 

otherw1se, 

1ncrease n• by 1 and go to (b). 

enJ ,n • -m• (d) Compute 

(a.16) 

en• ,n'-m'+1 en,n•-m• (e) If the 1ncrease from to 1s large, then 

m = n• - m• + 1, and stop here. 

(f) Increase m• by 1. 

(g) If m'-n'<O, then set m=O and stop here. 

( 1) Go to (d) 

Ident1f1cat1on of Type One Systems 

In th1s sect10n, the system 1dent1f1cat1on techn1que of L1n and Wu 

(30) 1s reformulated to allow 1dent1flcat1on of type one systems as 

well. Such a reformulat1on 1s necessary, s1nce the constant term of the 

denom1nator polynom1al of Equat1on (a.1) 1s set to 1, therefore, the 
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system 1dent1f1cat1on method, of the prev1ous sect1on 1s not capable of 

1dent1fy1ng type 1 systems. AlternatlVely, a transfer funct1on may be 

represented by the follow1ng equat1on 

g ( J w) = 
1 + b 1s + • • • + bmsm 

I 

nl 
a 0 + a 1s + ••• + ans 

m1 < n 1 • (a 17} 

To obta1n the s1nuso1dal steady-state response, subst1tute s = J w 1nto 

(a.17}. The follow1ng equat1on 1s obta1ned. 
2 2 3 5 

( 1 - b 2w +b 4w- ••• ) + J ( b 1 w-b 3w +b 5w - ••• ) 
g(Jw) = (a.18) 

(a 0-a 2w +a 4w - ••• ) + J(a 1w-a 3w +a 5w - •• ) 

=~ "W'\3(;if (a.19} 

Subst1tute (a.4} 1nto Equat1on (a.18} to obta1n the follow1ng equat1ons. 

2 4 2 4 
1-b 2w1 +b 4w - ••• = R1(a 0-a 2w1 +a 4w1 - ••• ) (a.20) 

3 5 
-I 1(a 1w1-a 3w1 +a 5w1 - ••• ) + E1 , and 

R1 

2 4 
= 11 (a o-a2w1 +a4w1 - ••• ) (a.21) 

3 5 
+ R1 (a 1w1-a 3w1 +a 5w1 - ••• ) + E11 

1 

Where, 
I 2 4 3 5 

ER =(ReE1)(a 0-a 2w1 +a 4w1 - ••• )-(ImE1)(a 1w1-a 3w1 +a 5w, -••• }, 
1 

(a 22) 

I 2 4 3 5 
E1 =(ImE1)(a 0-a 2w1 +a 4w1 - ••• )+(ReE1)(a 1w1-a 3w1 +a 5w, -••• ), 

1 

(a.23) 

ReE 1 1 1s the real part of complex number E1, and 

Im E1 1 1s the 1mag1nary part of complex number E1• Des1gnate the number 

of user-suppl1ed frequency response data by symbol k1 • Wr1te Equat1ons 

(a.20) and (a.21) k1 t1mes for w1, w2,. ,~,and concatenate the 2k 1 

l1near equat1ons. The follow1ng l1near equat1on would be obta1ned. 
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X II g• = a• + E •• (a.24) 

Rl -I 1001 2 I w 3 4 0 llli2 0 -~4 -Rlllli 1 1 Rl wl ... 
Il Rl WI -Il wl 2 3 Il w4 0 3 0 -Rl wl ... llli -wl 

X = 

Rk• -Ik 1 lllk 1 -Rk I lllk I 2 Ik 1 lllk 1 
3 Rk I lllk I 4 0 2 Wkl 0 -tllk·4 

Ik• Rk 1 lllk 1 -Ik•lllk•2 -Rk•lllk•3 Ik•Wk•4 ... lllkl 0 -~·3 0 

(a.25) 

a• = [1 0 1 0 • ]T, (a.26) 

6 = [a o a 1 a 2 ••• b 1 b 2 •• ] T, and (a. 27) 

ElI = [E•R Eli EIR Eli ••• E• E• ] T. (a.28) 
1 1 2 2 Rk. Ik. 

The general1zed least-squares algor1thm (GLSA) {40) 1s appl1ed to obta1n 

a vecurs1ve equat1on s1m1lar to the obta1ned 1n the pr1or sect1on (see 

Equat1on (a.14) and (a.lS)). If 1nteger numbers m• and n• (see Equat1on 

(a.17)) are not known 1n a pr1or1, alyor1thm B.l, wh1ch was presented 1n 

the prev1ous sect1on, may be adapted to solve for the proper m• and n• 
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The obJect1ves of th1s Append1x are to 1llustrate (1) a systemat1c 

procedure for perform1ng copr1me factor1zat1on overs, and (11) the need 

for development of an algor1thm wh1ch would attempt to compute copr1me 

factors of lowest poss1ble order ObJect1ve (1) above 1s fulf1lled v1a 

an example problem, and obJect1Ve (11) 1s fulf11led 1n 11 D1scuss1on 11 

sect1on of th1s append1x 

Problem Statement 

Cons1der transfer funct1on T(s) g1ven by Equat1on (b.1). 

T(s) = s + 1 

s2 - 4 
(b 1) 

It 1s requ1red to obta1n the copr1me pa1rs (N(s), D(s)) and (P{s), Q(s)) 

hav1ng poles 1n the reg1on Re~- 1, such that 

T(s) = ~~~~ and (b 2) 

P(s) N(s) + Q(s) D(s) = 1 {b 3) 

Method of Solut1on 

The copr1 me factor1Zat1 on method of Nett { 38) together w1 th the 

pole-placement algor1thm of Kumar {57) are adapted to fulf1ll the 

purpose of th1s example problem 

Copr1me Factor1zat1on Over s 

Cons1der a system descr1bed by the equat1on 

X{t) = AX(t) + BU{t) {b 4) 
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Y(t) = CX(t) + EU(t) (b 5) 

where A, B, C, and E are constant matr1ces of compat1ble d1mens1ons, and 

the pa1rs (A,B) and (A,C) are stab1l1zable and detectable, 

respect1vely Then, 

Where, 

N(s) = (C - EK)(si - A0)-1B + E, 

P(s) = K(si- A~)-1F 1 , 

I 1 I 

Q(s) = 1 + K(si - Ao )- (B - F E) 

Ao = A - BK, 

I I 

A0 = A - F C, and 

(b 6) 

(b.7) 

(b 8) 

(b 9) 

(b.lO) 

(b 11) 

Constant matr1ces K and F1 are selected such that Ao and Ao are both 

Hurw1 tz A matr1 x 1 s Hurw1 tz 1 f all 1 ts e1 genval ues have negat1 ve 

real parts. 

Sel ect1 on of constant matr1 x K can be v1 ewed as a problem of 

arb1trar1ly ass1gnment of poles of the s1ngle-var1able dynam1cal 

equat1on (b 4) and (b.5) v1a state feedback (4) Kumar (57) has 

developed an algor1thm for th1s purpose Th1s algor1thm 1s g1ven below 

Algor1thm 2 (Kumar) 

(a) Def1ne the des1red poles of (A + BK) That 1s, 
I I I 

P1, P2, •• , Pn (b 12) 

(b) F1nd the character1st1c polynom1al of A That 1s 

+ p 
n (b.13) 
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(c) From (a) above, compute the des1red character1st1c 

polynom1al That 1s, 

n - -s + P1s - • + Pn 

(d) Compute K = [Pn- Pn Pn_1 - Pn-1 • • P1 - P1]. 

(e) Compute qn-1 = Aqn-1+1 + P1qn. for 1=1,2,. • , ( n-1) , 

W1th q n = 8 

(f) Form Q = [q1 q2 . qn]. 

(g) F1nd, P = Q-1• 
-(h) K = K P 

follow1ng algor1thm, wh1ch 1s 1n parallel w1th Algor1thm 2 

(b.14) 

(b.15) 

(b.16) 

(b.17) 

(b.18) 

(b.19) 

above, 1 s 

developed to ut1l1ze the constant matr1x F1 • 

Algor1thm 3 

(a) Def1ne the des1red poles of (A + F1 C) That 1s 

u• 
n 

(b) F1nd the character1st1c polynom1al of A That 1s, 

sn + u1s + + un 

(c) From (a) above, compute the follow1ng polynom1al 

sn + 0 sn-1 + 
1 + 0 n 

(d) Compute~= [Un -On Un_1 - 0n_1 u1 - 01] 

(e) Compute Vn-1 = Vn-1+1 A+ VnU1, for 1 = 1,2, •• , 

(n-1), w1th vn = c 
(f) Form Q1 = [V1 y2 .. vnJ. 

(g) F1nd p• = Q·-1 

(h) F1 = F p• 

(b 20) 

(b.21) 

(b 22) 

(b 23) 

(b.24) 

(b.25) 

(b 26) 

(b 27) 

For the open-1 oop system, whose transfer funct1 on 1 s g1Ven by 
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(d.1), constant matr1ces A, B, C, and E may be def1ned as follow. 

[ 
0.0 

A = 
4 0 

1 OJ B = [0.0] 
00' 10' 

and 

c = [10 10], E = 0 0 (b 28) 

From the app 1 1 cat1 on of A 1 gor1 thm 2 and A 1 gor1 thm 3 g1Ven above, the 

constant vectors K and F' are selected to place the poles of A - BK and 

A - F'C at (-2.0, 0 OJ) That 1s, 

K = [8 0 4 0] and F'= [4/3 8/3]T 

Subst1tute (b 28) and (b.29) 1nto (b.10) and (b 11). 

Ao = [ 0 0 1.0] ' and 
-4.0 -4.0 

AI = [-4.3 -1/3] 
0 4/3 8/3 

(b 29) 

(b 30) 

(b 31) 

To obta1n the copr1me pa1rs (N(s), D(s)) and (P(s) and Q(s)), subst1tute 

(b.28) - (b 31) 1nto (b 6) - (b 9). 

N(s) = s + 1 
(s + 2) 2 ' 

P(s) = 3(s6! 2) ' 

D(s) = s - 2 , and 
(s + 2) 

_ s2 + 8s + 20/3 
Q ( s) - -------

(s + 2) 2 

(b 32) 

(b 33) 

(b 34) 

(b 35) 

The copr1me pa1rs (N(s), D(s)) and (P(s), Q(S)) have poles 1n the reg1on 

R(s) ~ -1, such that (b 2) and (b 3) are sat1sf1ed, and the problem 1s 

solved. 
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The copr1me factor1zat1on over s, wh1ch 1s g1ven by Equat1ons 

(b.6)-(b.9) does not attempt to prov1de the user w1th the copr1me par1s 

(N(s), D(s)) and (P(s), Q(s)) w1th the lowest poss1ble order For 

example, P(s) and Q(s) g1ven by Equat1ons (b.34) and (b.35), wh1ch was 

obta1ned us1ng the proposed method of Nett (42), could have been chosen 

as the follow1ng. 

16 P(s) = r , and 

Q(s) = s + 2/3 
s + 2 

(b 36) 

(b 37) 

The copr1me pa1rs (N(s), D(s)), g1ven by Equat1on (b 32) and 

(b 33), and (P(s), Q(s)), g1ven by e1ther Equat1on set (b 34) and (b.35) 

or (b 47) and (b.48), sat1sfy the Bezout 1dent1ty (Equat1on (b 3)) 

Therefore, 1 t may be concluded that a method 1 s needed wh1 ch waul d 

attempt to 1dent1fy copr1me factors of the least poss1ble order 
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The obJect1ves of th1s Append1x are the follow1ng (1) to 

1llustrate the appl1cat1on of a facter1zat1on approach for stab1l1zat1on 

of l1near, s1ngle-1nput s1ngle-output, t1me-1nvar1ant determ1n1st1c, and 

cont1 nuous t1me systems and ( 11) to 111 ustrate the appl 1 cat1 on of the 

s1mul taneous stab1 l1Zat1 on theory for 11 near systems w1 th 1 ntegr1 ty -

l1near systems wh1ch may become unstable due to structural changes. The 

obJect1ves are fulf1lled by solv1ng two example problems Refer to 

11 Step 4 

here1n 

Controller Parameter1zat1on11 for def1n1t1on of notat1on used 

Example 1 A S1ngle Var1ate Servomechan1sm 

Problem 

Problem Statement 

Cons1der a one degree-of-freedom servomechan1sm whose dynam1c 

behav1or 1s modeled by the follow1ng transfer funct1on (44). 

T(s) = s + 1 (c.1) 
s2 - 4 

It 1s requ1red to des1gn a controller for th1s unstable plant wh1ch w1ll 

place the poles of the feedback system shown 1n F1gure 22 1n the reg1on, 

Re(s) < -1, and force the system to track a step 1nput. 

Method of Solut1on 

The follow1ng systemat1c and algebra1c solut1on method, wh1ch 1s 

based on a factor1zat1on approach, 1s adapted 

a) Ident1fy the des1red algebra1c r1ng H In th1s example 

problem, the al gebra1 c r1 ng H 1 s def1 ned as the set of all 

rat1onal funct1ons whose poles l1e 1n the reg1on Re(s) < -1 

b) Perform copr1me factor1Zat1on 1n the algebra1c nng H. That 



REFERENCE ERROR INPUT OUTPUT 
C ISJ T ISJ 

-

F1gure 22 Stab1l1zat1on of A S1ngle Var1ate Servomechan1sm 

\0 ..... 
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1s, f1nd copr1me factors Tn(s) and Td(s) such that 
Tn(s) 

T(s) = T (s) and (c.2) 
d 

Tn(s) and Td(s) belong to H 

Those are g1ven below (44) 

= s + 1 and 
(s+2)2 

= s - 2 
s + 2 • 

(c 3) 

(c.4) 

c) F1nd TP(s) and Tq(s), 1n algebra1c r1ng H, to sat1sfy the 

Bezout 1dent1ty. 

(c.S) 

For th1s example problem, Tp(s) and Tq(s) are of the follow1ng 

form (44) 

=~and 
- s + 2/3 
- s + 2 

(c 6) 

(c. 7) 

d) Parameter1ze the class of all controllers that stab1l1ze plant 

T(s). That 1s g1ven by Equat1on (3 9). By adapt1ng the 

notat1on used 1n th1s example problem to th1s Equat1on, the 

follow1ng mathemat1cal relat1onsh1p parameter1zes the class of 

all stab1l1z1ng controllers 1n terms of parameter Tr(s). 

_ TP(s) + Tr(s) Td(s) 
Tc(s) - T (s) - T (s) T (s) • 

q r n 
(c 8) 

The transfer character1st1cs of the result1ng closed-loop 

system becomes 

Tc(s) T(s) 
Tg(s) = I + T (s) T(s) • 

c 
(c 9) 

Subst1tute (c 2) and (c 8) 1nto (c.9) and s1mpl1fy to obta1n 

the transfer character1st1cs of the closed-loop system 1n terms 
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of copr1me factors of T( s) and the as yet unknown parameter 

(c.10) 

e) Any transfer funct1on, Tr(s), wh1ch belongs to the algebra1c 

r1ng H, may be subst1tuted 1n Equat1on (c.8) to obta1n the 

stab1 11 z1 ng controller By subst1 tut1 ng T r( s) 1 nto Equat1 on 

(c.10), the correspond1ng closed-loop transfer funct1on would 

be obta1ned. S1nce 1t 1s requ1red to des1gn a controller wh1ch 

would not only stab1l1ze the unstable plant but also force the 

closed-loop system to track a step 1nput, any Tr(s) 1n 

al gebra1 c r1 ng H would not be val 1 d In otherwords, those 

Tr(s), belong1ng to the algebra1c r1ng H, wh1ch force the 

closed-loop system to track a step command are acceptable. 

That 1S, 

T9(s = 0) = 1. (c.11) 

Subst1tute Equat1ons (c.3), (c.4), and (c 6) 1nto (c.10), and 

evaluate T9(s=O) The follow1ng 1s obta1ned 

1 4 T9(0) = (- ~)Tr(O) + T (c 12) 

From Equat1ons (c.12) and (c 11), 1t 1s concluded that all 

4 
Tr(s), belong1ng to the algebra1c r1ng H, w1th Tr(O) = - T w1ll 

stab1l1ze the unstable plant T(s) and force the feedback system 

to track a step 1nput Therefore, the s1mplest Tr(s) =- j 
f) Subst1tute Equat1ons (c.3), (c 4), (c.6), (c 7), and Tr(s) 

=-} 1nto Equat1on (c.8), to obta1n the des1red controller 

T (s) = (20s + 24) (s + 2) 
c s(3s + 4) 

(c 13) 

The transfer funct1 on of the resul t1 ng cl osed-1 oop feedback 



system 1s g1ven by the follow1ng equat1on. 

T (s) = (s + 1) (20s + 24) 
g 3(s + 2)3 

The controller des1gn problem 1s solved. 

Example 2 S1multaneous Stab1l1zat1on of A S1ngle Var1ate 

L1near System W1th Integr1ty 

Problem Statement 

94 

(c.14) 

Assume a dynam1c open-loop system operat1ng at a nom1nal cond1t1on 

may be represented by the stable l1near model T0(s) g1ven below 

(c.15) 

Also assume that the open-loop system operat1ng at another cond1t1on may 

be represented by the unstable l1near model T1(s) g1ven below 

(c 16) 

It 1 s requ1 red to des1 gn a controller so that the cl osed-1 oop system 

operat1ng w1th e1ther plant T0(s) or plant T1 (s) 1s stable - 1t 1s 

requ1red to des1gn a controller wh1ch w1ll s1multaneously stab1l1Ze 

T0(s) and T1(s). 

Method of Solut1on 

The follow1ng systemat1c and algebra1c approach 1s taken to des1gn 

the controller. 

a) Ident1fy the des1red algebra1c r1ng H. In th1s example 

prob 1 em, the a 1 gebra 1 c r1 ng H 1 s def1 ned as the set of a 11 

rat1onal funct1ons whose poles l1e 1n the reg1on Re(s) < 0 
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b) Obta1n the copnme factors of T0(s) 1n the algebra1c r1ng H 

Those are g1ven below. 

- 1 T0n(s) - ~(s + 2) and (c 17) 

(c.18) 

c) F1nd the copnme pa1r Top(s) and Toq(s), 1n algebra1c r1ng H, 

to sat1sfy the Bezout 1dent1ty 

(c 19) 

For th1s example problem, Top(s) and Toq(s) may be set to zero 

and one, respect1vely. That 1s, 

Top(s) = 0 and, 

T Oq( s) = 1. 

(c.20) 

(c. 21) 

d) Let T1n(s) and T1d(s), belong1ng to the algebra1c nng H, 

represent the copr1me factors of the rat1onal funct1on T1(s), 

and let the copr1me pa1r, T1q(s) and T1p(s), belong1ng to the 

algebra1c r1ng H, sat1sfy the Bezout 1dent1ty 

(c 22) 

e) Adapt the notat1 on used 1 n th1 s Append1 x, and 1 dent1 fy the 

aux1l1ary transfer funct1on g1ven by Equat1on (3.11). 

-Ton(s) T1d(s) + Tod(s) T1n(s) 
Ta(s) = r0q(s) r1d(s) + r0P(s) T1n(s) 

That 1S, 

(c.23) 

Subst1tute (c 18), (c 20), and (c 21) 1nto (c 23) and s1mpl1fy, Equat1on 

(c 23) becomes 

(c 24) 
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Subst1tute {c.15) and {c 16) 1nto {c.24). 

T {s) = s + 4 
a 2{s2 - 4) 

{c.25) 

f) Ident1fy the algebra1c nng M cons1st1ng of the class of all 

controllers that strongly stab1l1ze Ta{s). Th1s can be v1ewed 

as a problem of rel1able stab1l1Zat1on of one unstable plant 

{See Example 1 of th1s Append1x) Ta{s) 1s strongly 

stab1l1zable 1f 1t can be stab1l1zed by a stable controller 

f-a) Ident1fy the des1red algebra1c nng H. 

accompl1shed at {a) above. 

Th1 s was 

f-b) Obta1n the copr1me factors of Ta{s) 1n the algebra1c r1ng 

H. Those are g1ven below 

T {s) = s + 4 and 
an 2{s + 2)2 

s - 2 
Tad{s) = s + 2 

{c 26) 

{c. 27) 

f-c) F1nd Tap{s) and Taq{s), 1n algebra1c r1ng H, to sat1sfy 

the Bezout 1dent1ty. 

{c.28) 

For th1s example problem, Tap{s) and Taq{s) are of the 

foll ow1 ng form. 

Tap{s) = ~ and 

T {s) = s + 10/3 
aq s + 2 

{c.29) 

{c.30) 

f-d) Parameten ze the class of all controllers that strongly 

stab1l1Ze plant Ta{s), th1s 1dent1f1es the algebra1c nng 
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M, and 1t accompl1shes the purpose of (f) above. By 

adapt1ng the notat1on used 1n th1s example problem to 

Equat1on (3.14}, the follow1ng mathemat1cal relat1onsh1p 

parameter1Zes the class of all controllers that stabll1Ze 

Tac(s) 1n terms of parameter Tar(s). 

_ Tap(s) + Tar(s) Tad(s) 
T ac ( s) - T ( s) - T ( s) T ( s) • 

aq ar an 
(c.31} 

Subst1tute Equat1ons (c.26}, (c.27}, (c.29), and (c.30} 1n Equat1on 

(c. 31} 
2 

32(s + 2) + 6 Tar(s)(s - 2)(s + 2) 
Tac(s) = (6s + 20)(s + 2)- 3 T (s)(s + 4) • ar 

where Tac(s) strongly stab1l1zes Ta(s). 

(c.32) 

(c.33) 

Equat1on (c.32) and Constra1nt (c.33) accompl1sh the obJeCtlve of (f) 

above. 

For 1llustrat1on purposes, let 

(c.34) 

Subst1tute Equat1on (c.34) 1nto Equat1on (c.32). 

_ 22(s2 + 64s + 40) T ac ( s) - -----'........._2 ____ ....... 
3s + 13s + H 

(c.35) 

To ver1fy that the above Tac(s) strongly stab1l1zes Ta(s), form E(Ta(s), 

Tac(s)). That 1s, 

= (s + 4)(11s + 10) 
3(s + 2) 3 

Hence, Tac(s) strongly stab1l1zes Ta(s). 

(c.36) 

(c.37) 
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g) Adapt the notat1on used 1n th1s example problem to Equat1on 

(3.14), and obta1n the class of all controllers that s1multaneously 

stab1l1ze T0(s) and T1(s). That 1s, 

_ T0 p(s) + Tr.(s) T0d(s) 
Tsc(s)- T (s)- T .(s) T (s) 

oq r on 
(c.38) 

where Tr•(s) belongs to the class M def1ned 1n (f) above. 

Subst1tute Equat1on (c.17), (c.18), (c.20), and (c.21) 1nto 

Equat1on (c.34). 

(c.39) 

h) Any transfer funct1on, Tr•(s), wh1ch belongs to the algebra1c 

r1ng M, may be subst1tuted 1n Equat1on (c.39) to obta1n the 

controller that s1multaneously stab1l1zes T0(s) and T1(s). The set 

of all val1d Tr• (s) 1 s glVen by (f) above (see Equat1on (c.32) and 

Constra1nt (c. 33) ) , T r • ( s) for a spec1f1c val1d Tar(s) 1 s equal to 

Tac(s). Such a Tac(s) for Tar(s) = 2 1S g1ven by (c.3o) 

Therefore, 
' 

Tr.(s) = 22s2 + 64s + 40 (c 40) 
3s 2 + 13s + 8 

Subst1tute (c.40) 1nto (c.39) and s1mpl1fy. The follow1ng equat10n 1s 

obta1ned 

= 40 + 44s 
3 + 6s ( c 41) 

Tsc(s) glVen by Equat1on (c 41) 1s the controller that s1multaneously 

stab1l1zes both T0(s) and T1(s), and the problem 1s solved. 

T0(s) T5 c(s) 
E(Tu(s), Tsc(s)) = 1 + T (s) T (s) 

0 sc 
(c.42) 
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5.5{s + 0.909) (c.43) = 3(s + o.743)(s + 3.591) 

and 

(c.45) 

_ 16.5(s + 0.909) 
- 3{s + 2) 2 (c.46) 
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The obJeCtlve of th1s append1x 1s to tutor the reader 1n us1ng the 

Descr1b1ng Funct1on model GENerator (DFGEN) software ut1l1ty, wh1ch was 

developed 1n th1s thes1s effort, to obta1n the s1nuso1dal-1nput 

descr1b1ng funct1on models of a nonl1near system. The obJeCtlve 1s 

ful f1 11 ed by sol v1 ng one example problem. Refer to 11Step 2 

Input/output Character1zat1on11 sect1on of Chapter III of th1s thes1s for 

techn1cal deta1ls of the DFGEN software ut1l1ty. It 1s assumed that the 

user has access to the Oklahoma State Um vers1 ty • s College of 

Eng1neer1ng, Arch1tecture, and Technology (CEAT} Computer-A1ded Des1gn 

(CAD) and Graph1cs Research Fac1l1ty The f1rst-t1me user of the CEAT 

CAD lab must consult w1th the s1te manager to ga1n access to the Harrls-

800 m1 m computer. Select one of the ava1 1 able Tektrom x 4115B col or 

graph1cs work stat1ons, and s1gn-on to the Harr1s-800 m1n1computer 

Example 

Problem Statement 

Cons1der the nonl1near plant depleted 1n F1gure 10. The 

correspond1ng dynam1c equat1ons of mot1on 1s g1ven by Equat1ons (4 1)

(4 4). Obta1n the SIDF models of the nonl1near plant around the 

follow1ng operat1ng cond1t1ons (1) exc1tat1on ampl1tudes of 0 25, 

0.325, 0.40, 0.80, 1 60, 3.20, 6 40, and 12 8 volts and (2) frequency 

range of 5 to 150 rad1ans/seconds 

Method of Solut1on 

The DFGEN software ut1l1ty 1s used to obta1n the SIDF models. The 

user must prov1de the follow1ng 1nformat1on before the execut1on of the 

DFGEN software ut1l1ty 
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(1) Subrout1ne MOTLD whose 1nput 1s the plant 1nput, u(t), and 1ts 

output 1s the plant output y(t). Such a subrout1ne for th1s 

ex amp 1 e prob 1 em 1 s shown 1 n F1 gure 18. W1 th reference to 

F1gure 18, the vanable IC2 1s of no s1gmf1cance 1n th1s 

case. The subrout1ne name must spec1f1cally be MOTLD, but the 

text f1le name 1s arb1trary. In th1s example, the text f1le 

name 1 s 0001DRLC*MOTLD SF, and 1 t 1 s shown 1 n F1 gure 18 

Consult w1th the s1te manager, and obta1n the necessary 

1nformat1on wh1ch 1s requ1red to comp1le the FORTRAN text f1le 1 

0001DRLC*MOTLD SF, to add the resul t1 ng obJect module to the 

OOOliNST*INSTAL l1brary, and f1 nally to 11 nk the 

0001QLDF*DFGEN 0 obJect module to the 0001INST*INSTAL and 

OOOO*LIBRARY l1brar1es to create the executable module 

0001QLDF*DFGEN. 

(2) Total number of SIDF models to be generated, NDEF (NDEFs8) 

(3) Ampl1tude of the exc1tat1on s1nuso1ds, AMPL(I), I = 1,NOEF 

(4) Total number of d1screte frequenc1es, NFREQ 

(5) Integrat1on step s1ze, DTPL 

(6) F1nal s1mulat1on t1me, TFINAL 

(7) Phase error bound, PHIEPSILON and magn1tude error bound, 

MEPSILON The Founer 1ntegrals are sa1d to have converged 

when the follow1ng cond1t1ons are sat1sf1ed 

IMk. - Mk.-11 
IMk. I < MEPSILON, and 

l~k. - ~k._ 1 1 < PHIEPSILON. 

(8) An array of d1screte frequenc1es 1n rad1ans/seconds 

For th1s example problem NDEF=8, AMPL(1)-AMPL(8)=0 25, 0 325, 0 40, 
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0.80, 1.60, 3 20, 6 40, 12 80, NFREQ=12, NXPL=2, DTPL=0.001,TFINAL=0.8, 

PHIEPSILON=2 0, and MEPSILON=O.OS. The elements of the frequency array 

are g1Ven 1 n Table I The user 1 s requ1 red to create the data f1 1 e 

001DATA*DFGEN IN whose f1rst l1ne compr1ses the value of NDEF and 

AMPL(1}-AMPL(NDEF), the second l1ne compr1ses the values of NFREQ, NXPL, 

DTPL, TFINAL, PHIEPSILON, and MEPSILON, respect1vely. The th1rd and the 

follow1ng l1nes of the data f1le compr1se the d1screte values of 

frequency. F1gure 23 presents the user-1nput data f1le 

0001DATA*DFGEN IN for th1s example problem At th1s stage, the user may 

execute the Descr1b1ng Funct1on model GENerator software ut1l1ty v1a the 

0001QLDF*DFGEN Job control command The software ut1 1 1 ty w1 11 output 

the numer1 cal data correspond1 ng to the generated descr1 b1 ng funct1 on 

models 1nto f1le 0001DATA*DFGEN OT The f1rst column of th1s data f1le 

1 s frequency, the second column 1 s the real part of the frequency 

response, and the thud column 1s the 1mag1nary part of the frequency 

response. The software ut1 11 ty w1 11 also output pseudo Bode plots, 

these are shown 1n F1gures 24 and 25 



8 0.25 0 325 0.40 0.80 1.60 3.20 6.40 12.8 

12 1 0.001 0.80 5 0.05 

5. 6 811673 9.279777 12.64216 17.22285 23 46329 

31.96484 43.64681 59.32532 80.82092 110.1051 150. 

F1gure 23 The User-Input Data F1le 0001DATA*DFGEN IN 
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The ObJeCtlve of th1s append1x 1s to tutor the reader 1n us1ng the 

SYStem IDent1f1cat1on (SYSID) software ut1l1ty wh1ch was developed 1n 

th1s thes1s effort. The obJeCtlVe 1s fulf1lled by solv1ng two example 

problems. Refer to Append1x B and Chapter III of th1s thes1s for 

techn1cal deta1ls of the 1dent1f1cat1on techn1que of SYSID. 

It 1s assumed that the user has access to the Oklahoma State 

Un1vers1ty•s College of Eng1neer1ng, Arch1tecture, and Technology {CEAT) 

Computer-A1ded Des1gn {CAD) and braph1cs Research Fac1l1ty. The flrst

tlme user of the CEAT CAD lab must consult w1th the s1te manayer to ga1n 

access to the Harr1s-800 m1n1computer. Select one of the ava1lable 

Tektronlx 411bB color graph1cs work stat1ons, and s1gn-on to the Harr1s-

800 m1n1computer. 

Example 1 

The f1 rst-t1me SYSID user should bu1ld h1 s or her conf1dence by 

solv1ng a known example problem. Cons1der an open-loop system whose 

dynam1 c behav1 or 1 s adequately represented by the fall owl ng transfer 

funct1on. 

w (s) = (s + 10.0){s + 0.5) 
1 s(s + 1.0) (e.1) 

To obta1n the s1nuso1dal steady-state response, subst1tute s=Jw 1nto 

Equat1on (e.1), and evaluate the real and 1mag1nary parts of w1 (Jw) 

over a spec1f1c range of frequenc1es. For th1s example problem, the 

s1 nuso1 dal steady-state response over 0.01 < w < 150.0 rad1 ans/ seconds 

1s tabulated 1n Table V. 



Frequency 
(Rad./Sec.) 

1.00000E-02 
1 27961E-02 
1.63741E-02 
2.09526E-02 
2 68113E-02 
3 43081E-02 
4.39011E-02 
5 61765E-02 
7.18843E-02 
9.19843E-02 
0.11770 
0 15062 
0.19273 
0.24662 
0.31558 
0 40382 
0.51674 
0.66122 
0.84611 
1 0827 
1 3854 
1 7728 
2 2685 
2 9028 
3 7145 
4 7532 
6 0822 
7 7829 
9.9591 

12 744 
16 307 
20 867 
26 702 
34 168 
43.722 
55.947 
71.590 
91 608 

117.22 
150.00 

TABLE V 

FREQUENCY RESPONSE DATA OF TRANSFER 
FUNCTION W1(S) 

Real Part 

5.4996 
5.4993 
5.4988 
5 4980 
5.4968 
5 4947 
5 4913 
5 4858 
5 4769 
5 4622 
5.4385 
5 4002 
5.3388 
5.2420 
5 0924 
4 8691 
4.5517 
4.1311 
3.6225 
3.0716 
2 5414 
2.0862 
1. 7322 
1.4774 
1.3041 
1.1907 
1.1184 
1 0731 
1 0449 
1.0275 
1.0169 
1 0103 
1.0063 
1 0039 
1.0024 
1 0014 
1.0009 
1.0005 
1.0003 
1 0002 
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Imag1nary Part 

-500 04 
-390 80 
-305.43 
-238.73 
-186 61 
-145 89 
-114.09 
-89 257 
-69.878 
-54 768 
-43 002 
-33 860 
-26 779 
-21 320 
-17 135 
-13 944 
-11.511 
-9 6321 
-8 1283 
-6 8610 
-5 7445 
-4.7460 
-3 8650 
-3.1082 
-2 4757 
-1 9585 
-1.5425 
-1 2112 
-0 94939 
-0 74330 
-0 58153 
-0.45477 
-0.35555 
-0 27793 
-0 21723 
-0 16978 
-0.13269 
-0 10370 
-8.10393E-02 
-6.33318E-02 
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Problem Statement and the Method of Solut1on 

I dent1 fy a transfer funct1 on whose frequency response 1 s as close 

to the frequency response data g1Ven 1n Table Vas poss1ble. The 

fall ow1 ng 1 s a step-by-step gu1 de wh1 ch waul d y1 el d 1 dent1 f1 cat1 on of 

such a transfer funct1on. All 1nput/output data f1les res1de 1n 

0001DATA Harr1s-800 qual1f1er. 

1. Create a data f1le whose f1rst column 1s the frequency 1n 

rad1ans/seconds, second column 1s the real part of the frequency 

response, and the th1rd column 1s the 1mag1nary part of the 

frequency response 

0001DATA*TEST1 

In th1s example, the data f1le 1s named 

2 Enter the follow1ng command from Harr1s-800 Job Control 

lSYID*SYSID 

Th1 s command executes the computer-a1 ded SYStem 1Dent1 f1 cat1 on 

(SYSID) software ut1l1ty A l1st of val1d commands along w1th a 

short descr1 pt1 on of the1 r funct1 ons 1 s d1 splayed (See F1 gure 

(26)). The user w1ll exerc1se all commands by the end of th1s 

tutor1al. Refer to Table VI for a complete l1st of commands and 

the1r assoc1ated funct1ons and syntaxes. 

3. Use the G command to read 1 n the frequency response data from 

the hard d1sc In th1s case, enter the follow1ng command. 

G/TESTl/ 

4 In th1s example problem, the system type, the number of transfer 

funct1 on poles, and the number of transfer funct1 on zeros are 

known (see Equat1on (e 1)). Enter the follow1ng command 

K2,2 



G ==> G/XXXXXXXX/ READ DATA FILE XXXXXXXX 
R ==> SET THE CONSTANT TERM OF THE DENOMINATOR POLYNOMIAL TO 1 
K ==> SET THE CONSTANT TERM OF THE NUMERATOR POLYNOMIAL TO 1 
D ==> DISPLAY THE STATUS OF THE IDENTIFIED TRANSFER FUNCTION 
F ==> FIX (FREEZE) TRANSFER FUNCTION COEFFICIENT(S) 
P ==> VIEW BODE PLOTS (MAGNITUDE AND PHASE) 
N ==> VIEW NYQUIST PLOT 
E ==> VIEW ERROR PLOTS 
I ==> TOGGLE PLOT OVERLAY OPTION 
S ==> S.BNE/XXXXXX/ SAVE PLOT DATA FILES 
W ==> SET WEIGHING COEFFICIENTS 
0 ==> ACTIVATE THE PATER~ OPTIMIZATION ROUTINE 
Q==> QUIT SESSION 

F1gure 26 SYSID Ma1n Command L1st 
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Command 

G 

R 

K 

D 

F 

TABLE VI 

SYSID COMMAND DEFINITION 

Subcommand Funct1on 

None To read a data f1le from d1sc 

None To Ident1fy a Type zero system 

None To 1dent1fy a type one system 

None To d1splay the status of the 
1dent1f1ed transfer funct1on, 
1.e, transfer funct1on coef
f1c1ents, zero locat1on(s), and 
pole locat1on(s) 

NUM 

To f1x (Freeze) transfer funct1on 
coeff1c1ent 

To f1x numerator polynom1al co
eff1c1ents 

Syntax/Remarks Command Example 

G/xxxxxxxx/ 

Rz,p 
z 1s the number of zeros 
p 1s the number of poles 

Kz,p 

D 

F 

NUM, b0, b1, , bm, 
b0, b1, ••• , bm are num
erator polynom1al coeff1c1ents 
1n ascend1ng powers of s 

NUM, D, b1, • , bm, 
To use the present (default) 
value of a part1cular coef
f1c1ent enter a D 1n the 
proper locat1on 

G/TESTl/ 

R1,2 

K1,2 

D 

F 

NUM,l 0,2.0, 

NUM,D,l.0,2.0, 

__, 
__, 
N 



Command 

p 

N 

I 

E 

Subsommand 

DEN 

None 

None 

None 

None 

-----

TABLE VI (Contlnued) 

Funct1on 

To f1x denom1nator polynom1al 
coeff1c1ents 

To v1ew Bode plots 

To v1ew Nyqu1st plots 

To toggle plot overlay opt1on 
from ON mode to OFF mode and 
v1ce versa. Command I only 
affects the P and the N commands 

To v1ew error plots. Four sets 
of plots are d1splayed 
(1) The percent error 1n mag

nltude 
(2) The percent error 1n phase 
(3) The relat1ve error 1n mag

nltude 
(4) The relat1ve error 1n phase 

Syntax/Remarks Command Example 

DEN, a0, a1, •• , an DEN,5.0,6.0, 
ao, a1, • , a0 are denom-
lnator polynom1al coeff1c1ents 
1n ascend1ng powers of s 

DEN, a0, D, ••• , D 
To use the present (default) 
value of a par1cular coef
flclent enter a D 1n the 
proper locat1on 

p 

N 

I 

E 

DEN, 5 5, D, D, 

p 

N 

I 

E 

_. 
_. 
w 



Command 

s 

TABLE VI (Contlnued) 

Subsommand Funct1on 

None To save Bode, Nyqu1st, and error 
data plot f1les for future hard
copy reproduct1on. 

Syntax/Remarks Command Example 

S B/xxxxxx/ S B/BODE/ 
Data f1les xxxxx MP and 
xxxxx PP, wh1ch correspond 
to magn1tude and phase plot 
data f1les, are created. 

S N/xxxxx/ 
Data F1le xxxxx NP, wh1ch 
corresponds to Nyqu1st plot 
data f1le, 1s created. 

S E/xxxxx/ 
The follow1ng data f1les 
are created 
(1) xxxxxlOD 

(2) xxxxx20D 

(3)-(6) xxxxx30P-xxxxx60P 
These are plot data f1les 

correspond1ng to the percent 
error 1n magn1tude, percent 
error 1n phase, relat1ve error 
1n magn1tude, and relat1ve 
error 1n phase, respect1vely 
Opt1ons of the S command 
(N,B and E) may be comb1ned 
1 n any order 

S.N/NYQUI/ 

S.E/ERROR/ 

S.EB/OUTPT/ 
S BNE/OUTPT/ 

__, 
__, 
-1=:> 



Command Subsommand 

w None 

0 None 

Q None 

TABLE VI (Contlnued) 

Funct1on Syntax/Remarks Command Example 

To enter the we1gh1ng coef- W(l,x 1 ,y 1 ),W(J,X~,y~), W(1,2.0,3.0), 
f1c1ents 1 and J refer t t e 1th W(25,1.5,4.0) 

and Jth frequency reponse 
datum 

x1 (y~) refer to the we1ght1ng 
coeff1 1ent of the real 
(1mag1nary) part of the frequency 
response datum 

To Act1vate the PATRN opt1- 0 0 
m1zat1on rout1ne 

To Qu1t Sess1on 

__, 
__, 
tTl 
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5. To v1 ew the status of the 1 dent1 f1 ed transfer funct1 on, enter 

the 0 command. F1gure (27} 1s d1splayed on the screen, and 

w1 ( s} 1 s 1 dent1 f1 ed. H1 t the enter key to return to the ma1 n 

command l1st. 

6. Enter the N command to exam1ne the qual1ty of f1t by v1ew1ng the 

Nyqu1st plot. F1gure (28} 1s d1splayed. The user 1s 1nstructed 

to h1t the return key to return to the ma1n command l1st. 

7 Enter the P command to v1 ew the Bode plots. F1 gures (29} and 

(30} are d1splayed. The user 1s 1nstructed to h1t the return 

key to return to the ma1n command l1st. 

8 The system 1dent1f1cat1on problem 1s solved 

command to qu1t 

Example 2 

Enter the Q 

In Chapter IV, transfer funct1on G0(s} was 1dent1f1ed to be a 

1 1 near approx1 mat1 on to the dynam1 c behav1 or of the open-1 oop system 

(nonl1near plant shown 1n F1gure (10}} when 1t was exc1ted by a 

s1nuso1dal 1nput s1gnal w1th an ampl1tude of 0 8 volts. There1n, 1t was 

stated that G0(s} was 1dent1f1ed v1a the SYSID software ut1l1ty, and 1t 

was g1Ven by Equat1on (4 6} The deta1ls of 1dent1fy1ng G0(s} v1a the 

SYSID software ut1l1ty 1s g1ven below. 

Problem Statement and the Method of Solut1on 

Ident1fy a transfer funct1on, G0(s}, whose frequency response 1s as 

close to the frequency response data g1ven 1n Table II as poss1ble. The 

foll ow1 ng 1 s a step-by-step gu1 de wh1 ch would y1 el d 1 dent1 f1 cat1 on of 

such a G0(s) 



FITTED TRANSFER FUNCTION 

1.000 + 2.100 s + 0.200 s A 2 
G = o.I482E-o9 + o.2oo s + o.2oo s A 2 

THE ZEROS ARE 

Zl (-0.500, O.OOOJ) Z2 (-10.000, O.OOOJ) 

THE POLES ARE 

P1 (-0.741E-08, O.OUOJ) Pl (-1.000, O.OOOJ) 

F1gure 27 Example 1 CRT Screen After the Execut1on of the 
D command 
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1 Create a data f1le, w1th the same format as that created 1n 

Example 1 above, whose contents are the frequency response 

1nformat1on of Table I. In th1s example, the data f1le 1s named 

TEST2. 

2 Enter the follow1ng command from Harr1s-800 Job Control. 

lSYID*SYSID 

A 11 st of val1 d SYSID commands w1ll be d1 splayed (See F1 gure 

(26)). 

3. Enter the follow1ng command to read 1n data f1le TEST2 from the 

hard d1sc 

G/TEST2/ 

4. At th1s t1me, the user may start the system 1dent1f1cat1on 

task. In general, the user may not know the system type, the 

number of system poles, and/or the number of system zeros In 

that case, Algor1thm a.1, wh1ch 1s g1ven 1n Append1x A, may be 

appl1ed 1n conJunctlon w1th both R and K commands to securely 

1dent1fy transfer funct1on Go(s). However, for th1s example 

problem, F1gure (10) may be exam1ned to make the follow1ng 

observat1ons. 

(1) It 1s apparent that the open-loop nonl1near system 1s a 

rate-type system. Therefore, the 11 near approx1mat1 on to 

th1s nonl1near plant w1ll most l1kely be a type-one 

transfer funct1on 

( 11) There ex1 sts two 1 ntegra 1 act1 ons Therefore, the 

approx1mat1ng transfer funct1on w1ll at least (or most 

l1kely) be a second-order one 
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Hence, 1 t 1 s safe to start the system 1 dent1 f1 cat1 on task by 

1dent1fy1ng a type-one transfer funct1on w1th two poles and two 

zeros whose frequency response approx1mates the frequency 

response data g1ven 1n Table I 1n a near-opt1mum fash1on. Enter 

the follow1ng command 

K2,2 

To Vl ew the status of the 1 dent1 f1 ed transfer funct1 on, enter 

the 0 command. F1gure (31) 1s d1splayed. Enter the subcommand 

C to d1splay funct1on coeff1c1ent w1th free format. F1gure (32) 

1 s d1 splayed H1 t the return key tw1 ce to return to the ma1 n 

command l1st. 

5. Exam1ne the qual1ty of f1t by v1ew1ng the Nyqu1st plot Enter 

the N command. F1gure (33) 1s d1splayed. The user 1s 

1nstructed to h1t the return key to cont1nue 

6 The user must be certa1n that there does not ex1st a th1rd-order 

transfer funct1 on whose frequency response 1 s a 11 better 11 

approx1mat1 on to the frequency response data of Table II than 

that of the 1dent1f1ed second-order transfer funct1on. To 

1nvest1gate th1s matter, enter the follow1ng command 

K3,3 

7 Exam1 ne the ga1 n 1 n the qual1 ty of f1 t by v1 ew1 ng the Nyqu1 st 

plot Enter the N command F1gure (34) 1s d1splayed. The user 

w1ll be 1nstructed to h1t the return key to cont1nue 

Exam1nat1on of F1gure (34) suggests that the ga1n 1n the 

qual1 ty of f1 t by 1 ncreas1 ng the order of the transfer 

funct1on from two to three 1s qu1te small The user may 



FITTED TRANSFER FUNCTION 

THE ZEROS ARE 

G - 1.000 + 0.011 s + 0.000 s A 2 
- -0.010 + 0.043 s + 0.003 s A 2 

Z1 (-163.451, O.OOOJ) Z2 (-216.073, 0 OOOJ) 

THE POLES ARE 

P1 (0.221, O.OOOJ) P~ (-1~.995, O.OOOJ) 

F1 gure 31. Example 2/Task 4 - CRT Screen After the Execut1on 
of the F1rst D Command (See 1tem 4 of Example 2) 

THE NUMERATOR COEFFICIENTS IN ASCENDING POWERS OF S 

1.0000 1.07461E-02 2.83147E-05 

THE DENOMINATOR COEFFICIENTS IN ASCENDING POWERS OF S 

-9.66395E-02 4.29180E-02 3.35998E-03 

F1gure 32. Example 2/Task 4- CRT Screen After the Execut1on 
of the C Subcommand 
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conclude that, the approx1mat1 ng transfer funct1 on 1 s a 

second-order transfer funct1on 

8. Enter the I command to toggle the plot overlay opt1on (plot 

overlay opt1on 1s off}. At th1s t1me, the user must determ1ne 

1f he or she can 1dent1fy a second-order transfer funct1on w1th 

only one zero or even w1 th no zero whose frequency response 

would adequately represent the 1 nput frequency response data. 

Enter the follow1ng command 

K2,2 

Enter the N command to v1 ew the Nyqu1 st plot, enter the P 

command to v1ew the Bode plots. Ident1fy a second-order 

transfer funct1 on w1 th only one zero by enter1 ng the foll ow1 ng 

command 

Kl,2 

Enter the I command to toggle the plot overlay opt1on (plot 

overlay opt1on 1s on} Enter the N command to v1ew the Nyqu1st 

plot, enter the P command to v1ew the Bode plots Ident1fy a 

second-order transfer funct1 on w1 th no zeros by enter1 ng the 

follow1ng command 

K0,2 

Enter the N command to v1ew the Nyqu1st plot, F1gure (35} 1s 

d1splayed Enter the P command to v1ew the Bode plots. F1gures 

(36} and (37} are d1splayed From the exam1nat1on of these 

f1gures, 1t 1s apparent that unl1ke the 1dent1f1ed second-order 

transfer funct1on w1th no zeros, the loss 1n the qual1ty of f1t 

by 1dent1fy1ng a second-order transfer funct1on w1th one zero 1n 

compar1 son to the transfer funct1 on w1 th two zeros 1 s 
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negl1g1ble. Therefore, the 1dent1f1ed second-order transfer 

funct1on w1th one zero 1s selected Enter the follow1ng 

command. 

Kl,2 

9. Enter the F subcommand to f1x the constant term of the 

denom1 nator to a zero to secure a type-one transfer funct1 on. 

F1gure (38) 1s d1splayed Enter the follow1ng subcommand. 

DEN,O.,D,D, 

Enter the RE subcommand to return to the ma1 n command 11 st 

Enter the D command to d1splay the status of the 1dent1f1ed 

transfer funct1on. F1gure (39) 1s d1splayed Enter the C 

subcommand to d1 sp 1 ay trans fer funct1 on coeff1 c1 ents w1 th free 

format F1gure (40) 1s d1splayed. 

10 From exam1 nat1 on of the phase p 1 ot shown 1 n F1 gure ( 37) , the 

user may des1re to sacr1f1ce the qual1ty of f1t at lower 

frequenc1es to 1mprove on the qual1ty of f1t at h1gher 

frequenc1es. For example, enter the follow1ng 11 We1ght 11 

commands (refer to Table VI for def1mt1on of the command 

syntax). 

W(10,20.,20.),V(ll,20.,20.),W(l2,20.,20.) 

Then, enter the 0 command F1 gure ( 41) 1 s d1 splayed Enter 

the R subcommand to return to the ma1n command l1st Enter the 

D command, and then enter the C subcommand, F1gures (42) and 

(43) are d1splayed. H1t the return key tw1ce to return to the 

SYSID ma1n command l1st. 

11 Exam1ne the qual1ty of f1t by the v1ew1ng the Nyqu1st plot, 

Bode p 1 ots, and error p 1 ots by enter1 ng the N, P, and the E 



FITTED TRANSFER FUNCTION 

1.000 + 0.011 s 
G = -0.009 + 0.043 s + 0.003 s A 2 

NUM == > MODIFIES THE NUMERATOR COEFFICIENTS, 
NUM, 0., D, 1., WILL SET THE CONSTANT TERM TO 0.0, 

WILL NOT MODIFY THE S1 COEFFICIENT, 
WILL SET THE S2 COEFFICIENT TU 1.0, 

DEN ==> MODIFIES THE DENOMINATOR COEFFICIENTS 

131 

DEN, 0., D, 1., WILL MODIFY DENOMINATOR COEFFICIENT~ LIKE ABOVE 

RET ==> RETURN TO THE CALLING ROUTINE 

ENTER SUBCOMMAND 

F1gure 38. Example 2/Task 9 - CRT Screen After the Execut1on of the 
F command 



FITTED TRANSFER FUNCTION 

- 1.000 + 0.011 s 
G - 0.000 + 0.043 s + 0.003 s A 2 

THE ZEROS ARE 

Z1 (-87.435, O.OOOJ) 

THE POLES ARE 

P1 (0.000, O.OOOJ) P2 (-12.544, O.OOOJ) 

F1gure 39. Example 2/Task 9 - CRT Screen After the Execut1on 
of the D Command 

THE NUMERATOR COEFFICIENTS IN ASCENDING POWERS OF S ARE 

1.0000 1.14371E-02 

THE DENOMINATOR COEFFICIENTS IN ASCENDING POWERS OF S ARE 

0.0000 4.28745E-02 3.41800E-03 

F1gure 40. Example 2/Task9 - CRT Screen After the Execut1on of 
the C Subcommand 
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TOTAL NUMBER OF FUNCTION EVALUATIONS 35 

- 1.000 + 0.011 s 
Gs - o.ooo + o.o43 s + o.oo3 s A 2 

b - 1.231 + 0.004 s - o.uo4 - o.oss s + o.ou4 s A 2 

THE VALUE UF THE OBJECTIVE FUNCTION 0.5351302E+OO 

HIT THE RETURN KEY TO CONTINUE WITH THE OPTIMIZATION ROUTINE 

ENTER R TO RETURN TO THE CALLING ROUTINE 

F1gure 41. Example 2/Task 10 - CRT Screen After the 
Execut1on of the 0 Command 

133 



FITTED TRANSFER FUNCTION 

- 1.231 + 0.004 s 
G - 0.000 + 0.055 s + 0.003 s A 2 

THE ZEROS ARE 

Z1 {-308.629, O.OOOJ) 

THE POLES ARE 

P1 {0.000, O.OOOJ) P2 {-14.557, O.OOOJ) 

F1gure 42. Example 2/Task 10 - CRT Screen After the Execut1on 
of the D Command 

THE NUMERATOR COEFFICIENTS IN ASCENDINu POWERS OF S ARE 

1.2312 3.98925E-03 

THE DENOMINATOR COEFFICIENTS IN ASLENDINu POWERS OF S ARE 

0.00000 5.47508E-02 3. 76117E-03 

F1gure 43. Example 2/Task 10 - CRT Screen After The Execut1on 
of the C Subcommand 

134 
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commands, respect1vely. F1gures (44)-(50) are d1splayed 

12 The transfer funct1on whose frequency response approx1mates the 

frequency response data glVen 1 n Table II 1 s 1 dent1 f1 ed (See 

F1 gures ( 42) and ( 43)) Th1 s transfer funct1 on 1 s des1 gnated 

by the symbol G0(s), and the system 1dent1f1cat1on of th1s 

example problem 1s solved. Enter the Q command to qu1t. 

Example 3 

In Chapter IV, transfer funct1 on G1 ( s) was 1 dent1 f1 ed to be a 

11 near approx1mat1 on to the dynam1 c behav1 or of the open-1 oop system 

(nonllnear plant shown 1n F1gure (10)) when 1t was exc1ted by a 

s1nus01dal 1nput w1th an ampl1tude of 0.2 m1l1-volts. There1n, 1t was 

stated that G1(s) was 1dent1f1ed v1a the SYSID software ut1l1ty, and 1t 

was glVen by Equat1 on ( 4 7). The deta 1 1 s of 1 dent1 fy1 ng G1 ( s) v1 a the 

SYSID software ut1l1ty 1s g1ven below 

Problem Statement and the Method of Solut1on 

Ident1fy a transfer funct1on, G1(s), whose frequency response 1s as 

close to the frequency response data g1ven 1n Table II as poss1ble The 

foll ow1 ng 1 s a step-by-step gu1 de wh1 ch would y1 el d 1 dent1 f1 cat1 on of 

such a G1(s) 

1. Create a data f1 1 e, w1 th the same format as that created 1 n 

step 1 of Example 2 above, whose contents are the frequency 

response 1 nformat1 on of Table I I 

f1le 1s named 0001DATA*TEST3. 

In th1s example, the data 

2 Enter the follow1ng command from Harr1s-800 Job Control. 

lSYID*SYSID 
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3. Enter the foll ow1 ng command to read the data f1 1 e TEST3 from 

the hard d1sc. 

G/TEST3/ 

4. The user must go through a s1m1lar exerc1se as that g1Ven 1n 

tasks 4-8 of Example 2 above to ver1fy that (1) the ga1n 1n the 

qual 1 ty of f1 t by 1 ncreas1 ng the transfer funct1 on order from 

two to three 1s negl1g1ble, and (n) a second-order transfer 

funct1on w1th one zero 1s to be 1dent1f1ed. Enter the 

follow1ng command. 

K1,2 

5. W1th reference to the task done 1n step 9 of Example 2 above, 

use the F command to f1 x the constant term of the transfer 

funct1 on denom1 nator to a zero to secure a type-one system 

Enter the D command, and then enter the C subcommand, F1gures 

(51) and (52) are d1splayed. H1t the return key tw1ce to 

return to SYSID ma1n command l1st 

6 Exam1ne the qual1ty of f1t by v1ew1ng the Nyqu1st plot, Bode 

plots, and error plots by enter1ng the N, 8, and the E 

commands, respect1vely F1gure (53)-(59) are d1splayed 

7 The transfer funct1on whose frequency response approx1mates the 

frequency response data g1 ven 1 n Tab 1 e I I 1 s 1 dent1 f1 ed (see 

F1gure (51) and (52)) Th1s transfer funct1on 1s des1gnated by 

the symbol G1 ( s), and the system 1 dent1 f1 cat1 on task of th1 s 

example problem 1s solved. Enter the Q command to qu1t. 



FITTED TRANSFER FUNCTION 

1.000 + 0.040 s 
G = o.ooo + 0.225 s + 0.024 s A 2 

THE ZEROS ARE 

Z1 (-24.806, O.OOOJ) 

THE POLES ARE 

Pl (0.000, O.OOOJ) P2 (-9.526, O.OOOJ) 

F1gure 51. Example 3/Task 5 - CRT Screen After the Execut1on 
of the D Command 

THE NUMERATOR COEFFICIENTS IN ASCENDING POWERS OF S ARE 

1.0000 4.03136E-02 

THE DENOMINATOR COEFFICIENTS IN ASCENDING POWERS OF S ARE 

0.0000 0.22521 2.36410E-02 

F1gure 52 Example 3/Task 5 - CRT Screen After the Execut1on 
of the C Subcommand 
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The obJeCtlve of th1s append1x 1s to tutor the reader 1n us1ng the 

Dual-Range L1near Controller Des1gn (DRLCD) software ut1l1ty wh1ch was 

developed 1n th1s thes1s effort. The obJeCtlve 1s fulf1lled by solv1ng 

one ex amp 1 e prob 1 em It 1 s assumed that the user has access to the 

Oklahoma State Umverslty•s College of Eng1neer1ng, Arch1tecture, and 

Technology (CEAT) Computer-A1ded Des1gn (CAD) and Graph1cs Research 

Fac1l1ty. The f1rst-t1me user of the CEAT CAD lab must consult w1th the 

s1te manager to ga1n access to the Harr1s-800 m1n1computer. Select one 

of the ava1lable Tektron1x 41158 color graph1cs work stat1ons, and slgn

on to the Harr1s-800 m1n1computer. 

In Step 5 (See F1gure 2), the search for the near-opt1mum l1near 

controller must never f1nd 1tself outs1de of the user-def1ned algebra1c 

r1ng H, therefore, the set of all stab1l1z1ng controllers belong1ng to 

the algebra1c r1ng H must be def1ned and ava1lable to the search 

rout1 ne. Once the search 1 s completed, the user must val 1 date des1 gn 

v1a a d1g1tal s1mulat1on (Step 6). Hence, the command dr1ven DRLCD 

software ut1 11 ty was des1 gned to automate Steps 4-6 of the developed 

systemat1c controller synthes1s procedure. 

Example 

Problem Statement 

Des1 gn a cantrall er for the nonl 1 near plant shown 1 n F1 gure 8 to 

form a closed-loop feedback system whose structure 1s def1ned by F1gure 

10, the closed-loop feedback system must (1) be as 1nsens1t1ve to the 

level of the command s1gnal and (11) behave s1m1larly to the reference 

l1near model, Gr(s), g1ven by Equat1on (4 5). 
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Method of Solut1on 

The requ1rements (1) and (11) above are both outcomes of the 

controller synthes1 s procedure whose techm cal deta1 1 s are g1Ven 1 n 

Chapter III. Th1s procedure 1dent1f1es a near-opt1mum l1near controller 

through the use of the s1mul taneous stab1 l1Zat1 on theory and based on 

two s1nuso1dal-1nput descr1b1ng funct1on models of the plant It 1s 

assumed that the user has successfully accompl1shed the tasks def1ned 1n 

Steps 1-3 or the controller synthes1s procedure, and the follow1ng 

pr1mary 1nformat1on 1s ava1lable. 

(1) Subrout1ne MOTLD g1ven by F1gure 18 

( 11) Two 11 near approx1mat1 ng models of the nonl 1 near plant 91 ven 

by Equat1ons (4 6) and (4 7). 

(11) The user-def1ned reference l1near model Gr(s) g1ven by 

Equat1on (4.5). 

The follow1ng 1s a step-by-step gu1de 1n us1ng the DRLCD software 

ut1l1ty to des1gn the near-opt1mum l1near controller 

1 Create a text f1le, and type the subrout1ne that descr1bes the 

nonl1near plant (motor and load) The subrout1ne name must 

spec1f1cally be MOTLD, but the text f1le name 1s arb1trary. In th1s 

example, the text f1le name 1s MOTLD·SF, and 1t 1s shown 1n F1gure 

18 Consult w1th the s1te manager, and obta1n the necessary 

1 nformat1 on wh1 ch 1 s requ1 red to comp1l e the FORTRAN text f1l e 

MOTLD:SF, to add the result1ng obJect module to the OOOliNST*INSTAL 

l1brary, and f1nally l1nk the OOOlDRLC*DRLCD:O obJect module to the 

OOliNST*INSTAL, OOOO*RGL, and OOOO*LIBRARY 1 1brar1 es to create the 

executable module DRLCD 
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2. Enter the follow1ng command from the Harr1s-800 Job Control 

DRLCD 

Th1 s command executes the command-dr1 ven computer-a1 ded Dual-Range 

L1near Controller Des1gn software ut1l1ty A l1st of val1d commands 

along w1th a short descr1pt1on of the1r funct1ons 1s d1splayed (see 

F1 gure ( 60)) • The user w1 11 exerc1 se the pr1 mary commands by the 

end of th1 s tutor1 al. The commands and the1r proper syntaxes and 

funct1 ons are g1Ven bel ow. The syntax of all commands 1 s of the 

follow1ng gener1c form. 

where, 

command opt1on <requ1red parameter> <opt1onal parameter> 

command 1 s a one 1 etter asc1 1 symbol whose funct1 on 1 s to 

execute a gener1c task, 

opt1 on 1 s a one or two 1 etter asc1 1 symbol wh1 ch executes a 

spec1 f1 c task, 

requ1red parameter 1s the requ1red 1nformat1on before the task 

def1ned by the command can be executed, and 

opt1onal parameter spec1f1es a task to be completed 1n a user

def1ned (non standard) format 

Due to the 11 Compl ex1 ty 11 of the command syntaxes, a help command 1 s 

prov1ded to rem1nd the user of the proper syntax of each command. Enter 

the H command, F1gure (61) 1s d1splayed At the prompt, h1t the return 

key to return to the ma1 n command 11 st Enter the commands H.R, H.S, 

H.I, H.C, H.D, H.T, H.O, H.Y, and H.Q to become fam1l1ar w1th the syntax 

of each command (see F1gures (62)-(70)) 

The user must prov1de the DRLCD 1nput data us1ng the R command 1f 

there ex1sts a data f1le w1th the requ1red DRLCD format. If such a data 



R ==> TO READ DATA FROM DISC 
S ==> TO SAVE DATA ON DISC 
I ==> TO GET STARTING SOLUTION 
C ==> TO CHANGE/MODIFY DATA 
D ==> TO DISPLAY STATUS 
T ==> TO MANIPULATE TRANSFER FUNCTION 
0 ==> TO SYNTHESIZE 
V ==> TO VALIDATE DESIGN 
Q ==> TO QUIT SESSION 
H ==> TO GET HELP 

ENTER COMMAND 

F1gure 60 DRLCD Ma1n Command L1st 

H 

PURPOSED TO HELP THE USER WITH DRLCD COMMANDS 

SYNTAX H<.RIDPOS> 

REQUIRED PARAMETERS NONE 

OPTIONAL PARAMETERS NONE 

OPTIONS R DISPLAY R HELP PANNEL 
S DISPLAY S HELP PANNEL 

.I DISPLAY I HELP PANNEL 
C DISPLAY C HELP PANNEL 
D DISPLAY D HELP PANNEL 
T DISPLAY T HELP PANNEL 
0 DISPLAY 0 HELP PANNEL 
V DISPLAY V HELP PANNEL 
Q DISPLAY Q HELP PANNEL 

COMMAND H ACCEPTS ONE OPTIO~, ONLY 

F1gure 61 CRT Screen After the Execut1on of 
the H Command 
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R 

PURPOSE TO READ DATA FROM DISC 

SYNTAX R<.IS> NAME 

REQUIRED PARAMETERS NAME 

OPTIONAL PARAMETERS NONE 

OPTIONS I TO READ ORLCO INPUT DATA 
S TO READ STARTING SOLUTION 

F1gure 62 CRT Screen After the Execut1on 
of the H.R Command 

s 

PURPOSE TO SAVE ORLCO INPUT DATA ON DISC 

SYNTAX S< OS> NAME 

REQUIRED PARAMETERS NAME 

OPTIONAL PARAMETERS NONE 

OPTIONS 0 TO SAVE ORLCO INPUT DATA 
.S TO SAVE STARTING SOLUTION 

F1gure 63. CRT Screen After the Execut1on 
of the H.S Command 
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I 

PURPOSE TO OBTAIN STARTING SOLUTION 

SYNTAX I 

REQUIRED PARAMETERS NONE 

OPTIONAL PARAMETERS NONE 

OPTIONS NONE 

COMMAND I USES ALGORITHM 1 1 TO GET STARTING 

F1gure 64 CRT Screen After the Execut1on 
of the H.I Command 

c 

PURPOSE TO CHANGE/MODIFY INPUT DATA 

SYNTAX C< I> NAME 

REQUIRED PARAMETERS NONE 

OPTIONAL PARAMETERS NONE 

OPTIONS I TO CHANGE DRLCD INPUT DATA 

F1gure 65. CRT Screen After the Execut1on 
of the H.C Command 
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D 

PURPOSE TO DISPLAY/VIEW DRLCD STATUS 

SYNTAX D<.DS> 

REQUIRED PARAMETERS NONE 

OPTIONAL PARAMETERS NONE 

OPTIONS .D TO DRLCD INPUT DATA 
.S TO DISPLAY DRLCD STARTING SOLUTION 

F1gure 66. CRT Screen After the Execut1on of 
the H.D Command 

T 

PURPOSE TO MANIPULATE A SPECIFIC TRANSFER FUNCTION 

SYNTAX T< BCRDSF> TRANSFER-FUNCTION-NAME 

REQUIRED PARAMETERS TRANSFER-FUNCTION-NAME 
VALID REQUIRED PARAMETERS ARE 
GO,Gl,GCLD,CS,RS,C,AND R 

OPTIONAL PARAMETERS OV (OVERLAYS PLOTS) 

OPTIONS .B TO BUILD A TRANSFER FUNCTION 
.C TO CHANGE/MODIFY TRANSFER FUNCTION COEFF 
R TO REMOVE POLES AND ZEROS 

.D TO DISPLAY TRANSFER FUNCTION STATUS 

.S TO VIEW STEP RESPONSE PLOT 
F TO VIEW FREQUENCY RESPONSE PLOTS 

F1gure 67. CRT Screen After the Execut1on of the 
H.T Command 
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PURPOSE TO SYNTHESIZE THE NEAR-OPTIMUM CONTROLLER 

SYNTAX O<.S> 

REQUIRED PARAMETERS NONE 

OPTIONAL PARAMETERS NONE 

OPTIONS S 

F1gure 68 CRT Screen After the Execut1on of the 
H.O Command 

v 

PURPOSE TO VALIDATE DESIGN 

SYNTAX V 

REQUIRED PARAMETERS 

OPTIONAL PARAMETERS 

OPTIONS NONE 

ONE OF THE FOLLOWING 
(C,GO) (CS,GO) (C,Gl) (CS,Gl) 
( C, Nl) ( CS, NL) 

QU 
DIVIDES THE GRAPHICS SCREEN INTO 
FOUR QUADRANTS 

OV OVERLAYS PLOTS 

F1gure 69. CRT Screen After the Execut1on of the 
H.V Command 
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Q 

PURPOSE TO QUIT THE DRLCE SESSION 

SYNTAX Q 

REQUIRED PARAMETERS NONE 

OPTIONAL PARAMETERS NONE 

OPTIONS NONE 

F1gure 70 CRT Screen After the Execut1on 
of the H.Q Command 
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f1le does not ex1st, the follow1ng procedure should be used to 

1nteract1v1ely create the DRLCD 1nput data f1le The T command may be 

used to 1nput the two l1near approx1mat1ng models of the nonl1near plant 

wh1ch are des1gnated by symbols G0(s) and G1(s) as well as the user

def1 ned reference 11 near model Gr( s). W1 th reference to F1 gure 67, 

enter the foll ow1 ng command to 1 nput the f1 rst approx1mat1 ng 11 near 

model. 

F1gure 71 1s d1splayed 

4 6) 

T.C GO 

Enter the follow1ng subcommands (see Equat1on 

NUM,1.2312,0.00398925 

DEN,0.00547508,0.00376117 

RET 

The DRLCD ma1n command l1st should be d1splayed S1m1larly, enter the 

follow1ng command to 1nput the second approx1mat1ng l1near model 

T.C Gl 

F1gure 72 1s d1splayed 

4. 7) 

Enter the follow1ng subcommands (see Equat1on 

NUM,l.00,0.0403136 

DEN,0.0,0.22521,0.0236410 

RET 

S1m1larly, 1nput the reference l1near model, wh1ch 1s g1ven by 

Equat1on (4 5), us1ng the T.C GCLD command 

There are other flags and parameters that have to DRLCD W1 th 

reference to F1gure 65, enter the follow1ng command. 

C. I 



THE NOMINAL TRANSFER FUNCTION 

GO _ 0.000 
- 0.000 

NUM ==> MODIFIES THE NUMERATOR COEFFICIENTS 
NUM, O.,D,1., WILL SET THE CONSTANT TERM TO 0 0, 

WILL NOT MODIFY THE 51 COEFFICIENT, 
WILL SET THE 52 COEFFICIENT TO 1.0, 

DEN ==> MODIFIES THE DENOMINATOR COEFFICIENTS 
DEN,O.,D,1., WILL MODIFY DENOMINATOR COEFFICIENTS LIKE ABOVE 

RET ==> RETURN TO THE CALLING ROUTINE 

ENTER SUBCOMMAND 

F1gure 71. CRT ~creen After the Execut1on of the T.C GO Command 

THE NOMINAL TRANSFER FUNCTION 
G1 _ u.OOO 

- 0.000 

NUM ==> MODIFIES THE NUMERATOR COEFFICIENTS 
NUM, 0 ,D,1 , WILL SEr THE CONSTANT TERM TO 0.0, 

WILL NOT MODIFY THE 51 COEFFICIENT, 
WILL SET THE 52 COEFFICIENT TO 1 0, 

DEN ==> MODIFIES THE DENOMINATOR COEFFICIENTS 
DEN,O.,D,1., WILL MODIFY DENOMINATOR COEFFICIENTS LIKE ABOVE 

RET ==> RETURN TO THE CALLING ROUTINE 

ENTER SUBCOMMAND 

F1gure 72. CRT Screen After the Execut1on of the T.C Gl Command 
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F1 gure 73 1 s d1 splayed. To change the 1 ntegrat1 on step SlZe from zero 

seconds to 0.05 seonds, enter the follow1ng subcommand. 

TSTEP(0.05) 

S1m1larly, f1nal s1mulat1on t1me, magn1tude of test step 1nputs, or 

other var1ables shown 1n F1gure 73 may be changed accord1ngly. For 

example, the follow1ng command sets the f1nal s1mulat1on t1me to 8.0 

seconds. 

TFINAL(S.O) 

Several commands may be comb1ned. For example, the follow1ny command 

may be used to mod1ty obJect1ve funct1on we1ght1ng coetf1c1ent, m1n1mum 

frequency of 1nterest, max1mum frequency of 1nterest, number of 

frequency response data po1nts to be generated for opt1m1zat1on 

purposes, and max1mum number of funct1on evaluat1ons to be made by the 

opt1m1zat1on rout1ne. 

ALPHA(0.5),WMIN(0.05),WMAX(600),NOMEG(120),MAXEV(300) 

The value of NOMEG should not exceed 120. Enter the follow1ng command 

to set the magn1tude of the test step 1nputs. 

USTP(0.25,0.32,0.65,0.80,5.10,10.20) 

No more than s1x values for USTP 1s allowed. Enter the R subcommand to 

return to the DRLCD ma1n command l1st. 

Controller Synthes1s 

At th1s staye, 1t 1s assumed that all ORLCD 1nput 1nformat1on 1s 

furn1shed. The user may start the task of controller synthes1s. The 

controller synthes1s procedure 1s to search the class of all controllers 

that stab1l1ze l1near plants G0(s) and G1(s) for the near-opt1mum l1near 

controller - the controller that forces the dynam1c behav1or of r(C,G0) 



INTEGRATION STEP SIZE, TSTEP = 0.000 
INITIAL SIMULATION TIME, TZERO = 0.000 
FINAL SIMULATION TIME, TFINAL = 0.000 
MAGNITUDE OF THE TEST STEP INPUTS, USTP = 

MINIMUM FREQUENCY OF INTEREST WMIN = 0 000 
MAXIMUM FREQUENCY OF INTEREST WMAX = 0.000 
NUMBER OF FREQUENCY RESPONSE DATA POINTS 

TO BE GENERATED FOR OPTIMIZATION NOMEG = 0 
OBJECTIVE FUNCTION WEIGHING COEFF. #1 ALPHA= 0 00 
MAXIMUM NUMBER OF FUNCTION EVALUATIONS MAXEV = 300 

F1gure 73. CRT Screen After the Execut1on of the 
C.I Command 
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and r(C,G1) to be as close to Gr(s) as poss1ble. The class of all 

stab1l1z1ng controllers 1s g1evn by Equat1on (4.8} subJect to 

constra1nts (4.9} and (4.10}. W1th reference to Equat1on (4.8} and 

constra1nts (4.9} and {4.10}, the obJeCtlve 1s to select that r•(s) from 

the algebra1c r1ng H wh1ch would m1n1m1ze the ObJeCtlVe funct1on glVen 

by Equat1on {3.22). The search for the opt1mum r• (s) 1s done v1a a 

s1mplex algor1thm {58). Enter the I command to obta1n the start1ng 

solut1on. Command I uses Algor1thm 1.1, wh1ch was g1ven 1n Chapter III, 

to compute the start1ng solut1on. Enter the T.D CS command to v1ew the 

status of the start1ng controller. F1gure 74 1s d1splayed. The 

start1ng controller has a h1gh-order dynam1c term wh1ch may be 

removed. The start1ng controller would be g1ven by the follow1ng 

equat1on. 

C (s) = 59.970 + 4.119 s 
s 27.750 + 1.000 s (f.1) 

Use the T.C CS command to mod1fy the start1ng solut1on controller as 

above. Enter the T .D RS command to v1 ew the status of the start 1 ny 

solut1on for parameter r•(s), F1gure 75 1s dlsplayed. Enter the 

V (CS,NL) command to v1ew the normal1zed step responses of the closed-

loop system (start1ng controller and the nonl1near plant) F19ure 7o 1 s 

dlsplayed. From the exam1nat1on of th1s f1gure 1t 1s concluded that the 

closed-loop system sat1sf1es the spec1f1ed performance measures, 1.e., 

percent overshoot 1s less than 37 and the 2% settl1ng t1me 1s 0.3 

seconds. In th1s case, no opt1m1zat1on 1s requ1red. In order to 

exerc1se the opt1m1zat1on algor1thm, a d1fferent start1ng solut1on 1s 

selected. Let the correspond1ng start1ng solut1on for Cs(s) be of the 

fall owl ng form 



THE STRATING CONTROLLER 

0.000 + 74.954 s + 5.149 s A 2 
cs = 0.000 + 34.166 s + 1.342 s A 2 + 0.004 s A 3 

THE ZEROS ARE 

Z1 (0.000, O.OOOJ) Z2 (-14.557, O.OOOJ) 

THE POLES ARE 

P1 (0.000, O.OOOJ) P2 (-27.750, O.OOOJ) 

P3 (-308.629, O.OOOJ) 

F1gure 74. The CRT Screen After the Execut1on 
of the T.D CS Command 
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STARTING SOLUTION 

RS - 0.000 + 13.506 s + 2.345 s A 2 + 0 97 s A 3 
- 59.970 + 12.786 s + 1.047 s A 2 + 0.024 s A 3 

THE ZEROS ARE 

Zl (0.000, O.OOOJ) Z2 (-9.b26, O.OOUJ) 

Z3 (-14.559, O.OOOJ) 

THE POLES ARE 

P1 (-7.949, 5.112J) P2 (-7.949, -5.112J) 

P3 (-28.402, -0.299E-12J) 

F1gure 75 The CRT Screen After the Execut1on 
of the T.D RS Command 
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C (s) = 4 119s + 59.970 (f 2) 
s s + 1.0 

Exam1ne the relat1ve closeness of I(Cs,Go) and I(Cs,Gl) w1th respect to 

the reference l1near model by enter1ng the follow1ng commands. 

T.FS GCLD QU 

V.FS (CS,GO) QU OV 

V.FS (CS,Gl) QU OV 

F1gure 77 1s d1splayed. Enter the O.S command to start the opt1m1zat1on 

algor1thm. Once the ma1n DRLCD command l1st 1s d1splayed, the task of 

controller synthes1s 1s completed Enter the T.O C command to v1ew the 

status of the synthes1zed controller, F1gure 78 1s d1splayed Enter the 

T .0 R command to v1 ew the status of the correspond1 ng r• ( s), F1 gure 79 

1s d1splayed. Enter the follow1ng commands 

T.FS GCLD QU 

V.FS (C,GO) QU OV 

V.FS (C,Gl) QU OV 

F1gure 80 1s d1splayed. From the companson of F1gures 77 and 80, 1t 

may be concluded that the controller synthes1s algor1thm had 1dent1f1ed 

a controller that forces I(C,G0) and I(C,G1) to be as close to GCLD 

(Gr(s)) as poss1ble. In order to compare the performance of the 

start1ng controller 1n controll1ng the nonl1near plant output w1th that 

of the opt1m1zed controller enter the follow1ng command 

V (CS,Nl) (C,Nl) QU 

F1gure 81 w1ll be d1splayed The plot on the left-hand s1de of the 

f1 gure 1 s the s1mul at1 on of the start1 ng controller w1 th that of the 

nonl1near plant, and the plot on the r1ght-hand s1de of the f1gure 1s 

the s1mulat1on of the synthes1zed controller w1th that of the nonl1near 

plant. From the exam1nat1on of th1s f1gure, 1t may be concluded that 
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THE CONTROLLER 

c- 0.789 + 17.626 s 
- 8.495 + 4.133 s 

THE ZEROS ARE 

Zl (-0.045, O.OOOJ) 

THE POLES ARE 

Pl (-,.056, O.OOOJ) 

F1gure 78. The CKT Screen After the Execut1on of the 
T.D C Command (Status of the Synthes1sed 
Controller) 
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PARAMETER R(S) 

R _ 0.000 + 0.178 S + 3.988 S "2 + 0.417 S "3 
- 0.789 + 19.571 s + 1.842 s "2 + 0.098 s "3 

THE ZEROS ARE 

Z1 (0.000, O.OOOJ) Z2 (-0.045, O.OOOJ) 

Z3 (-9.5~6, O.OOOJ) 

THE POLES ARE 

P1 (-0.040, O.OOOJ) 

P3 (-9.407, -10.539J) 

P2 (-9.407, -10.b39J) 

F1gure 79. The CRT Screen After the Execut1on of the 
T.D R Command (Status of the Synthes1sed 
Parameter r• ( s)) 
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the controller synthesis algorithm has identified a controller which 

controls the nonlinear plant output better than that of the starting 

controller. 


