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CHAPTER 1

INTRODUCT ION

Central-station solar photovoitaic (PV) generators have now been
successfully supplying power to utilities for several years [1-5]. |If
the vcost of PV systems continues to decrease, and their efficiency
continues to increase [6, 71, individual utility customers may begin to
install smali{ residential PV systems in increasing numbers. Such a
system could provide all or part of the owner’s electric energy needs.
A necessary part of a residential PV system is a backup energy system to

provide energy when the sun is not shining.

Backup energy can be provided by energy storage, such as
batteries, or by simply drawing energy from the electric utility grid
when needed. Energy storage systems, however, are not expected to drop
in price as rapidly as the rest of the PV system components [8], Many
residential PV systems will therefore be connected to the electric
utility grid as allowed by the Public Utilities Regulatory Policies Act

CPURPA) [9]).

These small systems will be dispersed throughout the utility's
service area, and most will be connected to the distribution system at
240 volts, the low voltage side of a residential step-down transformer.

when a PV system‘“is not supplying enough energy to meet the owner’s



ioads, the lcads will draw energy from the utility. Similariy, the PV
system will supply energy to the utility when it is generating more than

the owner needs.

This work discusses in detail one aspect of the interaction
between the utility and these small PV generators. When clouds move
over a PV array, its power output is reduced. it resumes full
production when the ciouds move away. The utility must follow these
changes with its own generation and energy imports just as it now

follows the normal variations in customer loads.

To determine what the fluctuations in dispersed PV generation can
be, and what PV penetrations might be noticeable by the utiiity, a
computer simutation of PV systems dispersed throughout a service area
was developed. It simulates actual cloud patterns and their effects on
the output of each PV system located within the area. The PV generation
is then aggregated as needed to estimate the effects on the utiiity.
The effects of various weather patterns over service areas of several
sizes were intialiy assessed. The worst weather patterns were then
similated over the Public Service Company of Oklahoma (PSO) service area

and power flow studies were performed. The results of this study are

presented.

This work begins with a jiterature survey of utitity-interactive
PY systems in Chapter . Chapter 1[Il then describes the important
differences between PV generation and conventional utility generators.

Chapter {11 then describes the problem addressed in detail and presents



the approach used in this research. Modeling and simulation development
are discussed in the next four chapters} insolation modeling in Chapter
IV, distribution feeder modeling in Chapter V, and model verification in
Chapter VI.- The final simulation programs and their use is then
outtined in Chapter VII. Chapter VIl contains the results of the
project. Conclusions drawn from these results are presented and further

work identified is described in Chapter IX.

Literature Survey on Utility-Interactive

Photovoltaic Generation

The photovoltaic effect, through which light is converted directly
to electricity, was first observed by Edmond Becquerel in 1839. |In 1954
a solar cell with efficiency of 6X was developed at Bell Laboratories,
and these cells saw their first application on Vanguard I, a U.S.
satellite launched in 1958. The Vanguard | cells were made by hand
and cost over $1000 per watt [10). 1in 1986 the cost of mass-produced
cells bhas dropped to $4-5 per watt [6]1, and they are now economical for

a number of terrestrial applications.

until the mid-1970s there was very littte talk of wusing
photovoitaic (PV) generation outside the gpace program. However, with
the rapidly rising cost of fossil fuels, as well as the increasing
environmental concerns about their use, interest developed in
terrestrial uses of PV, The first mention of grid-connected PV
generation in the IEEE Iransactions on Power Apparatus and Systems
CIEEE-TPAS) came in 1974 [11]. This general discussion of possible

utility use of PV cited rapidly accelerated fossil fuel costs, concern



over environmental quality, and U.S. Government support as reasons for
coﬁsidering PV. It predicted, however, that there would be no
central-station solar power generators before the year 2000. Subsequent
events have proved otherwise. Several such generators are operating in

the U.S. and around the worid in 1986 [1-61.

A design for a central-station solar thermal generator was
published in 1975 [12]. Concentrated sunlight heats boilers to produce
steam, which then powers a convent%onal steam turbine/rotating generator
unit. Although there was no mention of PV in this paper, it did, along
with another paper out of Oklahoma State University [13], confirm the
prospects for large-scale use of solar energy. National Science
Foundation interest was also formaliy discussed in 1975 [14]1, and at the
University of Delaware an experimental residential application of PV was

documented [15].

The University of Delaware "Solar One" home had a very small array
of PV cells that were used to study the correlation of solar energy with
typical daily residential electrical loads. Energy from the PV array
was used to charge batteries that suppiied energy to dc loads within the
home. When battery charge levels dropped too Iow, or when the PV
generation was not sufficient, a transfer switch allowed charging by the
electric utility. while this was not a true utility-interactive PV
application, it seems to be the first major experimental study of the

interaction between PV generation and an electric utility.



Battery charging was again the topic in a 1976 paper [16]
discussing battery charge controllers. PV technology was covered in
detait for an electric utility audience in an 1EEE tutorial that same
year [17]). Neither of these, however, mentioned the possibility of

utility-interactive PV operation.

utility-interactive operation was first described in IEEE-~TPAS in
1978 (181. The authors discussed PV and solar thermal generation in
both wutitity-interactive and stand-alone applications, but even the
utility-interactive systems still included some energy storage. The
analysis was mainly economic, and did not discuss possible technical

problems of the utility interconnection.

Another economic analysis was also published in 1978 [19). Simple

designs and economic analyses of several utility-interactive solar

energy systems, including residential, intermediate, and central-station
PV, were included. Interconnection problems were not discussed,
although the authors did recognize that "in the case of utility
connection, issues relating to the customer/utility interface such as

rate structure, ownership, energy feedback to the utility, and safety
and control require further definition [19]." This further definition
began in a reliability assessment that Ilooked at the load carrying
capability of PV [20], and how the utility might see PV generation in

terms of its conventional generators.

Discussion of interconnection issues continued in a detailed 1979
assessment of using PV generation to reduce utility peak generation

needs (211. The system studied, however, was not a true



\

utility-interactive system. The authors envisioned battery energy
storage and a transfer switch to the utility, so no PV power actually
flowed to the wutility. It was, however, a useful discussion of
correlation between utility and PV peaks. It also recognized the
“trade-off between maximizing efficiency of the dc array for the user
and minimizing the generation capacity requirements of the utility.
[21]1," an early indication of the impending debate over "avoided cost."
The fact that some terrestrial remote-power applications of PV were then
economical was pointed out in another 1979 paper [22], and an overall

strategy of solar energy development was outlined [23].

Details of interconnection issues began to come out at the 1980 PV
Specialists Conference [24]. The general concerns of personnel safety,
"equipment and utility system protection, and power quality were
discussed. One specific problem mentioned was the possibility of

distribution transformer overloads caused by residential PV generation.

In the early 1980s the interconnection of PVs to the electric
utility began to receive a great amount of attention. The debate over
buy/sell rates and avoided cost grew. A detailed production cost model
of an electric utility with intermittent dispersed generation was used
to "calculate the rates for buying and selling power so that ... neither
the utility or any customer gains or loses with the inclusion of
distributed generators" [25]. This study contributed greatly to the
know| edge of tﬁe utility effects of uncontrolied, intermittent

generation. It did not address the effects of short-term,



minute-to-minute power changes of such generation. It used a
probabalistic model for PV availability and implicitly assumed that the

swings in PV generation would be no greater than normal load changes.

Another study addressed the issues of load reduction, harmonic
distortion, and protection coordination with dispersed PV generation
f261]. in another, the authors performed power flow studies on utility

systems with simulted dispersed generation and concluded [27]:

1. Power generated by dispersed PV generation may overioad distribution

equipment and |ines under |light load conditions.

2. PV energy may interfere with voltage regulators and load tap

changers under |ight load conditions.

3. Reactive power consumed by |ine-conmutated PV system inverters
increases as voltage decreases.  This reactive power will reduce the

capacity of the distribution lines.

4. Residential PV systems may cause unbalanced conditions on

three-phase systems.
5. PV generation may interfere with fault clearing.
6. Personne! safety problems may arise from dispersed PV generation.

The short-term changes in dispersed generation, such as those
caused by cloud shadows moving over PV systems, and the resulting
utility load following and spinning reserve requirements were first

addressed in a 1981 paper by S.T. Lee and Z.A. Yamayee [28]. 1In this



paper the authors provided a detailed model for calculating the load
following and spinning reserve requirements of a wutility with
intermittent generation. This established a framework for calculating
production costs once the data on dispersed generation power changes are
available. However, the authors noted that "the lack of data on
short-term variation of the intermittent resources and their spatial
diversity is especially notable [28)." This lack of data still exists

today, and is specifically addressed in this work.

Load following and spinning reserve were also addressed in two
other papers [29,30), although neither included any quantitative
analysis. Both confirmed, however, that these costs would be important

to a utility with dispersed PV generation.

In 1982 the intermittent, unpredictable nature of PV and other
dispersed generation was again recognized, but this time in a long-term
sense. Three papers discussed such "non-dispatchable” generation as
decision variables in generation expansion modeis [31], general utility
planning modeis [321, and distribution planning modeis [33). Standards
development began with a 1Ilist of functional dispersed storage and

generation requirements for effective utility integration [(341]:

Control and Monitoring

Power Flow and Quality

Communications and Data Handling
Operations: Normal, Abnormal, Emergency
Failure Detection and Correction

Special Control Functions



Under the power quality heading, an experimental study of harmonic
distortion and reactive power consumption by line commutated PV
inverters was published [35). The author concluded that the one
isolated inverter studied would not have noticeable effects on the
utility. The effects noted, however, were significant enough to suggest
further study of high penetrations of such inverters. But at the same
time new inverter designs were becoming available that had none of the

power quality problems of the line commutated inverter [36].

Power quality of a line commutated inverter was studied further in
a computer simulation of an inverter connected to a distribution feeder
[37]. The results correlated well with the previous experimental
results [35]. The power quality effects of high penetrations of tine
commutated inverters were then simulated [38]. A proposed subdivision
with close to 100% penetration of residential PV systems was studied.
The results indicated that if the PV designers and the utility were
careful to avoid harmonic ampltification, there should be no significant

harmonic distortion or reactive power problems for this subdivision.

Utility interest in central-station PV generation was growing and
two conceptual designs were published. The first of these was to use
thin-film amorphous silicon cells [39], which have only recently become
commercially availabie. The other used conventional cells and
concentrated on the balance-of-system costs, such as site purchase and

preparation, installation, and utility interface equipment [40],
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PV reliability was the focus of two other studies published in
1983. In one, hourly insolation data were used to determine how much PV
capacity is needed to replace one kW of conventional capacity [41].
This study implicitly includes all interface and other costs in the PV
capital cost. There is no discussion of the technical effects or their
costs. A combined PV-hydroelectric system with energy storage was the
subject of the other reliability study. The conclusion here was that
very small generation reserves are needed with such a system. The
short-term PV power changes, however, were not considered in reaching

this conclusion [42].

Research into reducing the cost of PV power conditioners resulted
in the design of a conditioner that needs no isolation transformer [43],
Such a transformer has been necessary for grounding and protection, and

is a significant part of the cost and weight of the utility interface

equipment.

The I|ine commutated inverter continued to receive attention.
Harmonic distortion and reactive power consumption were addressed in
three studies [44-46]. These power quality issues, however, were shown
to be "completely alleviated with self-commutated high frequency
switching converters (471" that are now commercially available. In
addition, these new inverters were shown to provide "appropriate
response to utility disconnects and faults."” Voltage flicker caused by
sudden changes in PV generation due to moving clouds was ruted out in

this study. The changes were said to be too gradual to cause such



11

visible changes in voltage. The authors did not address the effects of

such changes on utility power flows or system protection.

This optimism over technical issues continued into 1985 with the
publication of performance data from the 1 MW central-station PV
generator located on the Southern California Edison Co. Lugo Substation
in Hesperia, California 1[3]. The plant was termed "reliable,” with
capacity factors ranging from 12% in a "very overcast" January 1983 to
37% in July 1983. Low operation and maintenance costs and no water
usage contributed to the conclusion that the limits to future PV use

would be strictly economic, and not technical.

This same conclusion was echoed in a panel discussion (7] that
concluded reduced PV module cost would be the key to increased use of
PV. The panelists also agreed that increased module efficiency is also
necessary to allow lower balance-of-system costs. A description of the
Tennessee Valley Authority’s PV projects confirmed these conclusions by
focusing exclusively on economics, with Ilittle mention of technical

issues [481].

The issue of short-term changes in PV generation caused by moving
clouds, however, arose again in a study of central-station PV generatiqn
f49}. The authors Ilooked at the possible changes, caused by moving
cioud shadows, in the output of a central-station PV generator. An
automatic generation control (AGC) simulation was then used to find PV
penetrations and weather conditions that would cause area control error
(ACE) in excess of National Electric Reliability Council (NERC)

guidelines.
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General conclusions of this study were:

* "As PV penetrations exceed the range of 5% or greater of the system
toad, the conventional generation has difficulty in tracking rapid PV

changes."

* "when PV generation changes are made there is a possibility that NERC

guidelines will be exceeded temporarily.”

x "“A wutility that has an uncontolled large PV plant may wish to make
accommodations in the dispatch of requiating units to assure adequate

positive and negative reguiating margins, distributions, and rates."

* "The system operator would benefit by having metered information from
concentrated PV generators as well as good forecasts of cloud location,

type, and movement."

The literature seems to indicate that these problems, which are
caused by the unpredictable changes in PV generation as cloud shadows
pass over the arrays, may be the only remaining technical limitations to
large-scale use of utility-interactive PV generation. These are

addressed in detail in the following chapters of this work.



CHAPTER 11

EFFECTS OF SMALL UTILITY-INTERACTIVE

PHOTOVOLTAIC SYSTEMS ON A UTILITY

Small dispersed PV generators represent a significant change in
the way electric utility systems have operated in the past. This
chapter discusses the major differences between PV and conventional

utility generation and the relevance of these differences to the

utility.
Dispersed Generation

Conventional central-station generation feeds very large amounts
of power, up to 2000 MW or more at a single point, to a few points on
the high voltage transmission system. Residential PV systems, in
contrast, feed relatively small amounts of power, for example 5 to 10 kW
at one interconnection point, to many points on the Ilow-voltage

distribution system.

Operating a utility that receives a significant part of its energy
from residential PV systems will be quite different from operating one
with only qentral—station generation. The interactions of many small
generators on the distribution system with the rest of the utility

system will be quite different from that of a few large generators.

13
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Interactions among the many dispersed generators must also be

considered.

Power flows throughout the system will certainly change. Because
the power flows change, existing system protection practices may no
longer be appropriate I[50], Personnel safety procedures may have to
change because it will be much more difficult to guarantee that a line
is dead before servicing. While these issues have been addressed in
proposed standards 1[51,52] for low penetrations, any probliems will be
muitiplied for high penetrations, and the solutions for low penetration

may not be practical, sufficient, or appropriate.
Inertialess Generation

The second difference between PV and rotating generators is in the
type of generation. Utilities have almost exclusively used rotating
generators to supply electric energy to the utility grid. These
rotating machines have mechanical inertia, which allows the utility
system to continue operating through changes in load and other
disturbances. The energy stored in the rotating generator mass provides
instantaneous response to the continuous changes in load connected to
the system. When additional load is connected the needed energy comes
from the generator inertia until the generator controls can adjust to
the new load. The system frequency decreases slightly. Similarly, when
system load decreases, the excess energy is absorbed by the generator
mass, increasing its speed and the system frequency. This ability to
adjust to continuous Jload changes is an inherent characteristic of

rotating generators.
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Electronic power converters, which convert the dc output of a PV
array to ac, have no moving parts and thus no inertia. They cannot
contribute to the support of continuous load changes in the way rotating
generators do 11531, or help compensate for the loss of another PV
system. The response of an electronic converter, if any, to changes in

the utility system, will depend on how the converter is controlled.

Electronic converters, however, are highiy controllable. A
converter's power output can be adjusted almost instantaneously. Thus,
for example, a PV converter might be controlled to reduce power output
when utility frequency increases, and to increase outputAwhen frequency
decreases. PV generation can also be reduced to zero within a few
cycles of a major Iloss of load on the utility. Power might also be
moduliated rapidly during transients to improve stability. Proper
control may therefore overcome the problems caused by inertialess

generation.

Economics, however, may |imit the available control methods for
dispersed PV systems. Economics of residential PV systems are usually
evaluated assuming that all possible PV power is output at all times
[10). |f converter controls force the PV system to operate at less than

full possiblie output, the PV economics will be degraded.

Other philosophical issues may also influence the control
question. Customer resistance to utility control of their systems must

be weighed against the wutility's need and desire for control. The



16

importance of proper maintenance must also be considered. It may be
simpler, albeit more costly, for the utility to adjust its system, for
example by increasing spinning reserves, to account for the inertialess
generation. These issues must all be considered when choosing a control

method.
Variable Generation

. Possibly the most important difference between PV and conventional
generation is the uncontrollability and variability of the PV generation
power output. Present wutility practices assume controllable and
extremely retiable generation. PV generation, however, can vary
continuously, and may be very difficult to predict days, hours, and even

minutes in advance [53].

This wvariability resuits from the variable nature of sunshine.
First, of course, the sun will shine only during a certain number of
daylight hours, which are entirely predictable. Second, however, during
those potential daylight hours, the sun may or may not shine because of
cloud cover. Ciouds may entirely block the sun, or may only reduce the
available sunliéht. Partial cloud cover moving across the sky will
cause the sunlight, and therefore the PV generation, to wvary

continually.

The lack of PV generation on cloudy days may affect utility
economics. Maintaining capacity to use only on cloudy days could be

very costly. The minute-to-minute power variations caused by broken,
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moving clouds can have a variety of effects on the utility. Mentioned
earlier was the need for the utility to follow the changes in PV
generation with its own generation, as it now follows changes in loads.
Large swings in PV generation may force changes in existing operating

procedures [54,551].

Because the PV output can disappear abruptly at any time,
transient and dynamic stability may be degraded. Sufficient spinning
reserve and load shedding capability must be available to offset the
loss of PV generation. Voltage control becomes more difficult when
power flows swing wildly. System protection can also be affected.
Various utility system controls, including Automatic Load Frequency
Control (ALFC, or Automatic Generation Control, AGC) and tie |line power
flow controls may not function well. The magnituqe of these effects
will depend on how much PV generation is operating on a utility system,

and how much it can change over time.
Consequences for the Electric Utility

Much work has been done to determine the effects. of
utility-interactive PV generation on a utility (32,33,38,50,56,571. A
preliminary standard for connecting residential PV systems to the
utility grid has been issued by the Institute of Electrical and
Electronics Engineers (IEEE) [51). Public Service Company of Oklahoma
(PSO) has also proposed standards for small PV interconnection [(521].
The purpose of these standards is to protect both the customers and the
utility, and to minimize the effects of interconnected PV systems on the

utilities.
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These standards address the performance of the dc-to-ac power
converter used to connect the dc PV modules to the ac utility system.
Rules about the quality of the converter output waveform, the amount of
reactive power the converter can consume, and the protection and safety
functions it will have are examples of the issues addressed. |nverters
are available now that can meet all the requirements [361, so the
standards are intended to guarantee compatibility with the utility

systems, and not to limit the use of residential PV systems.

These existing standards, however, may be sufficient only for a
small number of dispersed PV systems, or for a low "penetration" of PV
connected to the utility. "Penetration” is the ratio of PV capacity to
the total generating capacity on the utility system. A low penetration
of residential PV systems, with each meeting the proposed standard,
should have insignificant effects on the utility. As the penetration
increases, however, any detrimental effects of PV generation will also
increase. At some point, these effects will have significant

operational or economic consequences to the utility.

Two different definitions of penetration are important in
discussing at what penetration the problems discussed above may occur.
“Installed penetration” is the ratio of installed PV capacity to total
installed generating capacity on a utility system. Instal led
penetration changes only when new conventional or PV generation is

instalied or when generation is removed from service. "Operating
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penetration” is the ratio of installed PV capacity to total capacity in
operation at a specific time. This therefore changes continuousiy as
load and insolation change. Also note that because the utility’'s load
is wusually much lower in spring and fall than in summer, the operating

penetration of PV generation will be much higher in the spring and fall.

At the penetration where PV generation becomes significant, the PV
systems can no longer be thought of as small, individual generators.
Instead, their comb i ned effects must be considered. This is
particularly important on those partly cloudy days when broken, moving
clouds cause the output of each PV system to vary unpredictably over
time. Following the power fluctuations of a few small PV generators is
equivalent to normai load following, and will be unnoticed by the
utility. As the number of small PV generators increases, however, the
fluctuations in power become more significant. At some penetration they
will exceed the normal load fluctuations and the utility will then have
to consider their effects. The effects may appear in several ways.
Larger than normal variations in generation or in tie line flows into an
area may be seen. The utility may also experience unusual power flows
throughout its system as PV generation changes., Over-and undervoltages
and currents may occur, and control and protection equipment may

mal function.

A utitity should Ilook at the possible technical and economic
consequences of fluctuating PV generation. It might be possible to have
swings in PV generation so large that the utility simply cannot folliow

them, causing loss of service to some loads. Before this occurs,
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however, the utility will most likely notice the economic effects of the

power fluctuations. Iincreased generation ramping and changes in tie
line and other power flows can all increase operating costs for the
utility.

These effects would be the worst if all PV generation in a service
area were lost simultaneously. The wutility would then need to have
spinning reserves equal \to the total PV capacity. Fortunately, this
does not occur because of the diversity that arises from the
geographical separation of the smali PV systems. A cloud that reduces
the insolation on one PV system will affect one at a different location
at another time or not at all. The filuctuations a utility should
consider will therefore be only that fraction of the PV generation that

can be lost or added in a given time.



CHAPTER 111
STUDY METHODOLOGY

To determine what fluctuations moving cioud shadows can cause in
dispersed PV generation and how PV systems dispersed throughout a large
geographical area interact, time-varying incident solar radiation
(insolation) data at many points within that area are needed. A source
for such data was not found during this study. To provide this
information a physically-based computer simulation of insolation over a
large geographical area was developed. The simulation accounts for day
of the vyear, time of day, location, and moving clouds. It simulates
actual cloud patterns aﬁd their effects on the output of each PV system

located within the area.
Interaction of Dispersed PV Systems

This simulation was initially wused to study two factors that
influence the cumulative effects of dispersed PV systems within an area.
First, as the area increases more PV systems can be located within it,
and the PV capacity that can be Ilost or added becomes greater.
Mitigating this, however, is the fact that the geographical diversity
increases as the size of the area increases; in other words, a PV

system’'s output will correlate much better with one that is a few meters

21
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away than with one a few kilometers away. One isolated PV system can be
lost entirely as clouds move over, buf because one system represents
such a small penetration on the utility grid, its loss will not be
noticed. As more systems are added, the penetration increases, but
because of the physical distance between them, they cannot all be lost

or regained at once.

For a given geographical area, then, only a certain percentage of
the PV generation within that area can be lost or added during a certain
period. To provide an estimate of these values, five service areas of
size ranging from 10 to 100,000 square kilometers, all square in shape,
were simulated. PV systems were uniformly dispersed throughout the
areas and cloud patterns were passed overhead. The outputs of the PV
systems were summed and recorded. This resulted in estimates, presented
in Chapter VIIIl, of the possible changes in PV generation for a service

area of a given size.
Effects on the Electric Utility

Once the‘possible changes in PV generation were known, the effects
of these changes on the electric utility were studied. One of the main
tools of wutility system analysis, the power flow (load flow) program,
was used for this. The power flow study begins with modeis of the
utitity's generation, transmission, and distribution systems and load
and generator data. Loads are estimated from historical load data and
forecasts of future load. The utility's own generation and energy

purchases from other utilities are set to meet the load demand in the
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most economical way. The output of the power flow program estimates
voltages, currents, and real and reactive power flows at various

locations throughout the utility system.

For steady-state analysis the power flow program is run once, with
the input and output data corresponding to one instant. For analyses of
slowly-varying system parameters over time the program can be run
repeatediy, with the appropriate changes made to the system model for
each time increment. The results then describe changes in the system
over the period of the simulation. Such a time-varying power flow study

was used in this study.

Power flow studies, however, assume that all generators are
controlled by the utility. Small dispersed PV generators, however, are
not wi£hin the utility's control. Their outputs will be determined
primarily by the amount of solar radiation (insolation) falling on the
PV arrays at any time. To estimate these outputs for power flow
studies, therefore, the insolation simulation is used to compute the

output of each PV generator.

Because the power flow program models only the utility system
between the generators and the distribution substations, the PV
generation on each feeder had to be aggregated to the distribution
substation. A study described in Chapter V revealed that the “"negative
load" model was most appropriate for this. The power generation of all
PVs on each feeder were summed and subtracted from the normal feeder

foad. This was then used as load data for the power flow program. The
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power flow results then describe the operation of the utility system

with dispersed PV.

PV Distributions and Insotation Patterns

The penetration and location of PV systems, the time of day and
season, and the cloud patterns used in these simulations were chosen to
provide the worst realistic cases for the utility. The location of the
Pv systems was chosen through discussions with PSO personnel and study
of other wutilities’ experience with dispersed generation. Realistic
cioud patterns were identified through the verification process,
described in Chapter Vill, of the insolation mode!l, and by a literature
study of cloud patterns. The worst cases were then identified in the PV
interaction study described above. The PV interaction results also
aliowed estimates of what penetrations can be considered significant to
the wutitity. Season and time of day were chosen to provide the worst

case for the utility.

Location af BV Generatian

Because of its present high cost, almost all existing dispersed PV
in the U.S. is located in affluent urban or suburban areas. As
noticable penetrations begin to come on-line they will almost certainly
follow this pattern until the technology is better known and costs
become significantiy lower. For this reason the PV generation is

simulated in southeast Tulsa, PSO’'s most affluent area.
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Seasons

The wutility will be most affected by dispersed PV generation
during spring and fall, the light load seasons. A given capacity of
instal led PV generation will represent a much higher operating

penetration during these |light load periods. PSO's peak daily load
during these seasons can drop to as low as 40% of its peak summer load.
The tight toad model will therefore receive the most detailed study.
Planners at PSO made available a light load mode! for Spring 1988 for

this study.

The other important season for study is the peak summer season.
PV generation, as well as PSO's load, are at their peaks in the summer.
PSO's planning power fliow model for Summer 1989 was used for peak f{oad

study.
lnsalation Patterns

During the verification of the insolation model several actual
cioud patterns from the recorded insolation data were studied. These
patterns were employed during the PV interaction study to determine the
worst cases for the utility in terms of changes in PV generation.
Others not verified but which are known to occur, such as a squall line
that totally obscures the sun, were also studied. The worst cases were

then used in the power flow studies of southeast Tulsa.

The worst case patterns turned out to be one cumulus cloud

pattern, fast-moving, broken, well-defined clouds with clear sky between
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the clouds, and the squall line, a solid line of dark clouds that moves
across a clear sky. These cases were therefore used in the power flow
studies. However, the results of the PV interaction study indicated
that the cumulus pattern would probably not be significant during summer
because of 1low operating PV penetration, so the cumulus pattern was

simuliated only for spring.

Penetration of PV Generation

The PV interaction study indicated that significant effects from
dispersed PV generation might be noticed by the utility when operating
penetrations reach the 30% - 50% levels, This corresponds to installed
penetrations of 10% - 15% in the spring, and 30% - 50% in the summer.
For the power flow study, then, spring installed penetrations of 15% and
30%, and summer Iinstalled penetrations of 30X and 50% were used. The

results indicate that these were good choices.

Iime of Day

Because insolation peaks at solar noon, the greatest possibile
changes in PV generation also occur at this time. To provide worst case

analysis all simulations were run for solar noon conditions.



CHAPTER 1V

INSOLATION MODEL ING FOR DISPERSED

PHOTOVOLTAIC SYSTEMS SIMULATION

The insolation modei used in this study provides simulated
insolation data over a large utility service area for a specified
period. The insolation data will depend on the location of the service
area, time of the year, time of day, and on the characteristics of the
clouds passing overhead. The model is based on actual meteorological

data.
The Effects of Clouds on PV
Descriptions of Clouds

Meteorologists have identified ten main types of clouds. They are
described in the lInternational Cloud Atias [58] in the foliowing

way.

1. cirrus Detached <c¢louds in the form of whité, delicate

filaments or white or mostly white patches or narrow bands. These

clouds have a fibrous (hair-like) appearance, or a silky sheen, or both.

2. Cicrocumutus: Thin, white patch, sheet or layer of cloud
without shading , composed of very small elements in the form of grains,
ripples, etc., merged or separate, and more or less reqularly arranged;

most of the elements have an apparent width of less than one degree.

27
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3. Cirrostratugs: Transparent, .whitish cloud veil of fibrous
(hair-like) or smooth appearance totally or partly covering the sky,

and generally producing halo phenomema.

4. Altocumulus: white or grey, or both white and grey, patch sheet

or layer of cloud, generally with shading, composed of laminae, rounded
masses, rolls, etc., which are sometimes partly fibrous or diffuse and
which may or may not be merged; most of the regularly arranged small

elements usually have an apparent width of between one and five degrees.

5. Altostratus: Greyish or bluish cloud sheet or layer of
striated, fibrous or uniform appearance, totally or partly covering the
sky, and having parts thin enough to reveal the sun at least vaguely, as

through ground glass. Altostratus does not show halo phenomena.

6. Nimbostratus: Grey cloud layer, often dark, the appearance of

which is rendered diffuse by more or tess continuously falling rain or
snow, which _ in most cases reaches the ground. It is thick enough
throughout to blot out the sun. Low ragged clouds frequently occur below

the layer, with which they may or may not merge.

7. Stratocumulus: Grey or whitish, or both grey‘and whitish,

patch, sheet, or layer of cloud which aimost always has dark parts,
composed of tessellations, rounded masses, rolls, etc., which are
non-fibrous (except for virga) and which may or may ﬁot be merged; most
of the regulariy arranged small elements have an apparent width of more

than five degrees.
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8. Stratug: Generally grey cloud ]ayer with a fairly uniform base

which may give drizzle, ice prisms or snow grains. Wwhen the sun is
visible through the cloud, its outline is clearly discernible. Stratus
does not produce halo phenomena except, possibly, at very low

temperatures.
Sometimes Stratus appears in the form of ragged patches.

9. Cumulus: Detached clouds, dgenerally dense and with sharp

outlines, developing vertically in the form of ;ising mounds, domes or
towers, of which the bulging upper part often resembles a cauliflower.
The sunlit parts of these clouds are mostly brilliant white; their base

is relatively dark and nearly horizontal.
Sometimes Cumulus is ragged.

10. Cumulonimbus: Heavy and dense cloud, with a considerable

vertical extent, in the form of a mountain or huge towers. At least
part of its upper portion is usually smooth, or fibrous or striated,
and nearly always flattened; this part often spreads out in the shape of

an anvil or vast plume.

Cloud Characteristics of lmportance to the Utility

Any of these ten different clouds will reduce the output of a PV
system when they pass between the sun and the PV system. While the

physical descriptions of the clouds are important to understanding how
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they affect the PV output, the specific characteristics of the
variations in PV generation are more important to the utility. The
severity of the effects on the utility can be described by the following

four characteristics of the insolation pattern:

1. Frequency of variation: How often does the suniight vary?

2. Magnitude of variation: How large is the variation in sunilight?

3. Duration of each variation.

4. Retlative variations among dispersed PV systems.

Each of these changes the way the utility is affected by the

interconnected PV systems.

Erequency of Mariation

Each time the incident sunlight, and thus the PV systems' output,
varies, the utility system must adjust for the changing energy input.
The more frequent ghe variations, the more often the utitity must
adjust, so more frequent variations are not good for the utility.
Frequency of variation depends on the size of the clouds in the cloud
pattern, the percentage of the sky covered by the pattern, and the speed
of the cloud movement. Smaller clouds, greater percentage cover, and

higher speed all contribute to greater frequency of variation.

Magnitude of Variation

The effects on the utility increase also with increasing
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magnitude of wvariation in insolation. The magnitude of variation
depends on the optical transmission properties of the clouds. A greater
amount of Iight'transmitted through the cloud means a smatller variation.

The wutility must adjust more for a greater variation, so greater
variation is worse than smaller for the utility. The amount of light
transmitted is determined by the thickness and density of the clouds,
and whether the cloud is made of water vapor, ice crystals, or other

material.
Duration of Variatiob

How quickly the insolation changes from full sun to the minimum
magnitude for a particular cloud is determined by how the ciloud's
optical properties vary from the edge to the center of the cloud. There
will usually be a gradual change from the cloud’s maximum density at its
center to a minimum density at the edge. This will result in a slower,
less abrupt change in insolation when the cloud passes between the sun
and the PV system. How gradual the change is will depend on the optical

properties and how fast the cloud is moving.
Belative Variations Among PV Systems

The final cloud pattern characteristic of importance to the
PV/utility interconnection is the relative variation in power generated
among PV systems dispersed throughout the utility service area. The
worst case for the utility would be for the outputs of all PV systems to
change simultaneously. However, because of the geographic separation

among the PV systems and the finite rate of cloud movements, this worst
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case cannot occur. There will always be some diversity; the variations
in the output will occur for each system when a cloud passes between
that PV array and the sun, and this will be at a different time for each
PV system. This diversity will reduce the effects of the variations on
the utility. The relative variations among the dispersed PV systems are
determined by the relative locations of the PV systems and the relative

locations and movements of the clouds in the sky.
5 ific Cloud Gt teristi

in the previous discussion of the four insolation pattern

characteristics, six specific features of clouds have been mentioned:
1. Size of individual clouds.

2. Shape of individual clouds.

3. Percent of sky covered by clouds.

4. Speed and direction of cloud movement.

5. Opticai transmission of clouds.

6. Changes in optical transmission from the center to the edge of

clouds.

These six cloud characteristics completely define the four insolation
parameters, and fully describe the clouds from the utility point of

view.
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For the simulation of dispersed PV systems within a utility
service area an insolation model is therefore needed that provides
realistic simulated data for alil six of thesé cloud characteristics.
These characteristics have been studied for various reasons by others.
The next section will review existing |literature on rejevant models and

characteristics of clouds.
Literature Review of Cloud Models

The most relevant cloud modeling work is modeling that has been
done specifically for the simulation of PV systems. Unfortunately, very
little has been done for this purpose. However, much work has been done
for other purposes, such as weather forecasting and aviation, and some
of this work is appliicable to PV simulation. This review will therefore
cover both types of cloud research. An enormous amount of work has been
done on clouds. Only the work that is relevant to this study will be

discussed.
Generai Cloud Madels

The only cloud modeil specifically designed for simulation of PV
systems was developed at Arizona State University [59). The model! was
used to study the effects of central-station PV generators on the
automatic generation control (AGC) systems of an electric utitity. Area
Control Error (ACE) was obtained from a model of the AGC system, and the
ACE values were compared with Ilimits established by the National
Electric Reliability Council (NERC) to estimate maximum allowable

penetrations of central-station PV generators.
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The cloud model wused in this study modeled only cumulus and
cumulonimbus, or cumuliform clouds. These sharply-defined, dark clouds
produce the worst effects on the utility. The shape of the clouds was
assumed to be rectangutlar, and the size was determined stochastically
from models developed in another study [60]. Constant speed of cloud

movement was assumed.

The cloud model was based on the more general mode! developed by
the Aerospace Corporation [601. The complicated trigonometric
relationships that determine the relations between the ciouds and their
shadows are developed in this model. The stochastic models for size and

distribution of clouds are obtained from cloud observations [61-63].

These two models provide much wuseful information for modeling
cumul iform clouds for this study. Neither model, however, considers the
optical transmission properties of the clouds. Both assume a complete
shadow, or no insolation, beneath the cloud. Nor is information about
modeling clouds other than cumuliform provided. Because these may be
important iﬁ this study, other research was reviewed for the needed

data.
Cloud Size and Shape

There is some information available on size and shape of clouds
other than cumuliform. Such clouds have been studied extensively for
meteorological purposes, For example, data on Cirrus clouds are
available in the literature [64]1. Stochastic descriptions suitable for

computer modeling would have to be developed from the available data.
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optical T ission P ]

To provide a realistic simultation of clouds the optical
transmission characteristics should be modeled. There are several ways

to do this.

In the 1940s an attempt was made [65) to relate the insolation
reaching earth through a cloudy sky to the type of clouds present. A

simple exponential formula,

T = (a/m) exp(-bm)

relates insolation T to airmass m, a function of the distance the
sunlight passes through air, and two constants "a" and "b", which are
empirically determined for various cloud types. The paper provides
values for "a* and "b" for several types of clouds. Lack of data forced
omission of several cloud types, inciuding cumuliform, which are most

important for the simulations of this study.

Another study 1[66]) relates the insolation to the amount and type
of clouds present. This study used hourly insolation and cloud data for
a ten-year period at Hamburg, Germany, to derive the necessary
constants. These constants and graphs relating insolation to the amount
and type of clouds are presented, but again, certain types of cumuliform

clouds are omitted.

Two other papers [67,68] take this same approach of relating

insolation to cloud type. The model developed in these papers, however,
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presents cloud transmittance coefficients for all important cioud types.

The coefficients in these papers were also determined empirically.

One other study employed a different method to estimate the
optical transmission of a cloud pattern [69). These estimates use
values of cloud base height and percent coverage, which are commonly
reported hourly for aviation purposes. Transmission coefficients are
given for a number of cloud base heights and for overcast and
broken-clioud patterns. This provides an alternative to estimating

optical transmission as a function of cloud type.

Cloud Speed

Cloud movement was studied near Saporro, Japan, from 1969 to 1971
{701. Two cameras were used in a “"stereophotogrammetric" analysis of
cumuliform clouds. The results indicated that for cumuliform clouds at
heights greater than 700 meters, the direction of cloud movement was the
same as the direction of the prevailing wind at the height of the
clouds. The speed of movement was somewhat slower than that of the
prevailing winds, with speeds becoming increasingly slower as the height
of the clouds decreased. However, the resuits of this study showed the
assumption that the moving velocity of cumuliform clouds is equal to the

velocity of the prevailing winds at the cloud height to be reasonable.

Studies performed at the Goddard Space Flight Center [71]) extended
these results to other types of clouds. Using High Resolution Infrared
Radiometer recordings from two Nimbus satellites, cloud direction and

speed were compared at various heights for various types of clouds. The
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results showed that the direction of movement and the speed of movement
for any clouds can be assumed to be the same as that of the prevailing

winds at the cloud base height.
Cloud Model Development

In order to arrive at a model that most accurately addresses the
important cloud characteristics for the PV/utility interconnection
studies, portions of several of these models will be assembled and used.

This is discussed in more detail in this section.

The six cloud pattern characteristics previously discussed will

be used to describe a cloud formation in this model:
1. Size of individual clouds.

2. Shape of individual clouds.

3. Percent of sky covered by clouds.

4, Speed and direction of cloud movement.

5. Optical transmission of clouds.

6. Vvariations in optical properties from the center to the edge of

ciouds.

These six are sufficient to completely describe the clouds’ effects on

PV systems and, in turn, on the utility.
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Only cumuliform clouds will be addressed, although at a tater
time, the model and simulations developed as a result of this project
may be used to simulate other types of clouds. The justification for
this is that cumuliform ciouds will cause the greatest variations in
power output from PV systems, and are thus the worst case for the

electric utility. Therefore, cumuliform clouds will be simulated first.

Cloud Size and Shape

To estimate the size of individual clouds, a stochastic model is
developed. This model is based on cloud size statistics derived by the
Aerospace Corporation (601 from observed data on cumuliform clouds
[61-63]. Cloud sizes and their frequencies of occurrence in the total
cioud pattern were observed and recorded for small, large, and
stormy-weather cumuliform clouds. Regression analysis was then

performed on this data, resulting in the following equations.

p = 16.086 - 16.256 In A; 0.100 ¢ A < 2.690 4-1
p = 14.764 - 6.363 In A; 0.100 < A < 10.163 (4-2)
p = 10.500 - 3.061 In A; 0.100 < A < 30.884 (4-3)

These equations are plotted in Figures 1 and 2.

Equations 4-1, 4-2, and 4-3 represent the discrete probability
"p", in percent, of a cloud of area "A" square nautical miles occuring
for, respectively, small, large, and stormy-weather cumuliform clouds,
They are valid only over the range of areas noted. Outside this range

the probability is zero.
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In the stochastic cloud size model a cloud area will be generated
for each cloud simulated. To do this a cumulative distribution function
(cdf) 1is needed for each cloud type. This can be obtained by
integrating equations 4-1, 4-2, and 4-3 over their applicable ranges and
normalizing the resulting functions to range from zero to one.
Mathematically, this is stated in equation 4-4, which gives the

probability F(a) of a clioud of size equal to or liess than a.

Al
p dA .
0.1
F(A') = —o————mm (4-4)
2.69
p dA
0.1

For small cumuliform clouds, represented by equation 1, the derivation
of the cdf proceeds as follows.
A’ A’

p dA 16.086 A - 16.256 .(A In A - A)
0.1 0.1

Al
A (32.342 - 16.256 In A)

0.1

A’ (32.342 - 16.256 In A’') - 6.977

2.69
p dA = 43.729 - 6.977 = 36.752
0.1
A' (32.342 - 16.256 In A’) - 6.977
FCA") @ mmm oo o

36.752

F(a) = a (0.880 - 0.442 In a) - 0.180; 0.100 < a < 2.690 (4-5)
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Equation 4-5 is the cdf for small cumulus clouds. This function is
plotted in Figure 1. Similar derivations provide the cumulative
distribution functiong for large and stormy cumulus clouds, equations

4-6 and 4-7, respectively. These are shown in Figure 2.

F(a) = a (0.346 - 0.104 In a) - 0.059; 0.100 < a < 10.163 (4-6)

Fca) = a (0.147 - 0.033 In a) - 0.022; 0.100 < & < 30.884 4-7)

A random number generator will provide a random value between 0
and 1 that will be substituted for F(a) in the appropriate equation,
either 4-5, 4-6, or 4-7, for each cloud. The equation will be solved
iteratively for the area a, which will be the size of the cloud
simulated. The cloud sizes generated will thus conform to the

probabilities represented by equations 4-1, 4-2, and 4-3.

Once the cloud area is defined, the shape of the cloud must be
chosen. All clouds in this modet will be assumed to have rectangular
shape. The purpose of the model is to produce representative power
output distributions for small PV systems dispersed throughout a utility
service area. For this purpose the assumption of rectangular cloud
shape should have very little effect on the power output distribution,
and on how the PV systems affect the utility. Rectangular clouds will
be much simpler to simulate by computer. Rectangular clouds were

assumed in the studies of references [(59,60) also. The equation

W =0.582 L

will determine the length to width ratio for each cloud [60].
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Percent of Sky Cowvered

The percent of sky covered by clouds in the model will be varied
from very Ilow - a few broken clouds - to 100% - completely overcast.
Any value can occur in nature. The desired percent coverage will be
input to the simulation program and will |imit the generation of clouds

described above.

Cloud Speed
Speed of cloud movement will also be varied over the range of
possible values. This range will be estimated from data on wind speed

at cloud height, as suggested in references [70,71]. Such data have
been obtained from the Oklahoma Climatological Survey, which records

wind speed at various altitudes twice daily for the Okiahoma City area.
Optical T e

The optical transmission properties of the clouds will be
estimated from the data in references [67,68]. This will provide a
range of possible insolation available in the shadow area of a certain

type of cloud. The mean transmittance of clouds of type i is given as
Transmittance = x(i)>' + y(id)'m

where x(i)' and y(i)' are given in Table |, taken from reference [67],
and m is the airmass, which is determined by the angle of the sun at the

time of the simulation.
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The airmass m is given by:

M= ——mm e (4-8>
(1224 cos2 Z + 1)1s=2
*Z" is the zenith angle of the sun. The clear sky insoiation is then
multiplied by the transmittance to give a value of insolation within

the shadow area.

The final cloud characteristic, the wvariation in optical
properties from the edge of the cloud to its center seems to have
received little attention. There are no data available on how this
transition shouid be modelied. The conservative assumption of
instantaneous transition from full sun to full cloud attenuation at the
edge of the clouds will therefore be made. This assumption is
conservative and will produce homogeneous clouds. This should have

little effect, if any, on the usefulness of the model.

Sunmary of the Insolation Model

The model developed in this study will simulate the insolation on
a number of small PV systems geographically dispersed throughout a
utility service area [72]). It will do this by providing a realistic

simulation of cloud patterns passing over the service area. Combining
this with conventionai models of clear-sky insolation will provide a

two-dimensional time-domain model of insolation for the service area.

Only cumuliform clouds will be modeled in this study. Cumuliform
clouds are distinct, sharply-defined clouds that can be quite dark and

fast-moving. They therefore will cause the greatest variation in PV
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TABLE |

CLOUD TRANSMITTANCE COEFFICIENTS

Cloud Type X'’ y'

Fog 0.163 0.005
Stratus Nimbostratus 0.268 0.101
Stratocumulus 0.366 0.015
Cumulus 0.366 0.015
Cumulonimbus 0.236 0.015
Altostratus 0.413 0.001
Altocumulus 0.546 0.024
cirrostratus 0.905 0.064

Cirrus 0.872 0.018
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system output and represent the worst case for the utility receiving the

PV energy.

The model will completely define the cloud pattern in terms of the

following five characteristics.

(1) Size of individual clouds. This will be generated stochastically

from data obtained from cloud observations.

(2) Shape of individual clouds. For ease of programming, and because
it should have very little effeét on the usefulness of the final

results, all clouds are assumed to be rectanguiar.

(3) Percent of sky covered by clouds. This will vary from very Ilow to

completely overcast, because any value can realistically occur.

(4) Speed and direction of cloud movement. The clouds will be assumed
to be moving at the prevailing wind speed and direction at the cloud

altitude. This has been shown to be accurate for cumuliform clouds.

(5) Optical transmission of cliouds. Typical values will be used for

each cloud type.

A sixth characteristic, the change in optical transmission from
the edge of the cloud to the center, will not be modeled. The cloud
transmission will be assumed to be homogeneous. This is a conservative

assumption, and should have little effect on the accuracy of the model.

The five characteristics of the cloud pattern will provide the

necessary information to determine the following four insolation
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characteristics, which will determine how much the variations in PV

output will affect the utility:

(1) Frequency of variation.

(2) Magnitude of variation.

(3) Duration of the variation.

(4) Relative variations among dispersed PV systems.

The output of the insolation program will be the time-varying
insolation at each PV system site within the service area. This data
will be wused to generate PV energy output data, which will be used in
the analysis of dispersed PV interaction and utility effects. In the
latter case the PVs on each feeder within the study area must be

aggregated. This is discussed in Chapter V.



CHAPTER V

DISTRIBUTION FEEDER MODELING FOR

UTILITY SYSTEM POWER FLOW ANALYSIS

when electric utility engineers perform a power flow analysis of a
utility system, it is impractical to use an exact model of the system.
Most wutility systems consist of many generators, transmission and
distribution lines and equipment, and thousands of customers.
Furthermore, aimost ali parts of the U.S. power grid east of the Rocky
Mountains are interconnected, as are all parts west. An exact model

would be impossibly and unneccesarily targe and complex.

Approximate equivaient models are therefore used to represent
parts of the utility system that are not under direct study. External
equivalents at a utiiity's ties to other systems are almost always
employed to model the interconnected system outside the one being
studied. Moreover, instead of modeling each individual customer, lumped
equivalents of the Ilow voltage parts of the distribution system are
used. where these models begin and end and what form they take, are
decided by the utility engineers based on the problem under study and

the nature of their system.

48
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The Public Service Company of Oklahoma (PSO)> power flow
distribution equivalents begin at the high voltage (transmission) side
of each distribution substation. They include all feeder and
distribution lines and aill loads connected to that substation. The
model consists of real and reactive power flows through the substation.
Values for these are obtained by recording currents and power factors at
the substation. In this way different equivalents for various l|oad

levels can be easily obtained for existing lines and loads.

One of the objectives of power flow analysis, however, is to
evaluate the effects of changes to the existing system. To do this, it
is necessary to develop appropriate models for the changes. Wwhen
changes are small, simply adding or subtracting the changes in load from
the known values at the substation may suffice. For more significant
changes, however, the addition of a new feeder, for example, more

detailed models may be needed for accurate simulations.

The addition _of customer-owned dispersed PV generation represents
another significant change that can occur in an eiectric utility system,.
One of the problems in inciuding this change in power flow studies is
that much of this type of generation is expected to be connected to that
part of the system that is now represented only by aggregate

equivalents.

Iin the few studies of dispersed generation that have already been
done, the dispersed generation is usually modeied as a "negative load";
it is simply subtracted from the load existing on the feeder. This

impties that the effects of intervening distribution lines,
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transformers, and other equipment are negligible. In other words, all
the dispersed generators are assumed to be connected directly to the

high voitage side of the substation.

No documented effort s availabie verifying the accuracy of this
negative l|oad model. Similarly, there is very little documented study
of appropriate models for adding new feeders or other similar changes in
the utility system. As is shown in the next section, however, there are

several models that may be used.

Feeder Models

The terminology to be wused in discussing feeder models is
illustrated in Figure 3. The feeder is assumed to be radial, with the
substation considered an infinite bus. Node 0 is the point of feeder
connection to the substation. Nodes 1 through n represent locations of
either loads or generators connected directly to the feeder, or a feeder
lateral containing multiple loads and generators. The complex voltage

at node i is assumed to be V,.

At node i the complex power flow (P, + jQ;) is defined
positive for lagging power factor |oads. Generator real power and
capacitor reactive power flows will therefore be negative. The sum of
load, generation, and capacitor complex powers is the total power

leaving the feeder at each node:

Py + jQi = (Pyy + Pgid + j(Qisv + Qo1 + Qat) 5-1)
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variables with double subscripts represent line sections between
nodes. Line 12, for example, connects nodes 1 and 2. 1142 is the
compliex current, and (P.2 + jQ.=2) the compiex power, flowing into

node 2 through line section 12.

Figure 4 shows how parallel feeder sections can be represented.
Instead of only being connected to node i+1, node i is now connected
also to node j+1. Such a parallel connection could exist at any node,

and more than two parallel sections can emanate from any node.

The four feeder models considered in this work are actually
different only in their representations of the line sections. The most
exact of the four models is shown in Figure 5. Each line section
consists of series inductance and resistance and shunt admittance and
capacitance. Note that C includes only line capacitance, not capaitors
connected to supply reactive power. While this model is usefui for
representing transmission systems, the values of G and C for a
distribution feeder section are negligible. This model is therefore

more detailed than necessary.

The shunt elements can therefore be neglected, resulting in three
possible series models. The first, shown in Figure 6, inciudes both

resistance and inductance. Neglecting the series resistance results in

the model of Figqure 7. Finally, the simplest model of all is that of
Figure 8, an "ideal" feeder section. This means that the section has
zero series impedance and infinite shunt impedance. This will be called

the "zero impedance” model .
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The negative load model mentioned earlier is equivalent to the
zero impedance model of Figure 8. Because this is the most widely-used
model, it was studied. Because the shunt model of Figure 5 is
unnecessarily complicated it was not considered further. The series L,
R, however, is a more accurate model than the zero impedance model, so
it was analyzed. Neglecting the resistance reduces the complexity of
this model only slightly because of the similarities between series L
and series R analysis, so the resistance term remains. The rest of this
analysis focuses on the series impedance model of Figure 6 and the zero

impedance model of Figure 8.

Series Impedance Model

The analysis of feeder models will be done in terms of real and
reactive power because the models are needed for power flow analysis.
The simplest feeder that can be represented by the series impedance

model is the one bus system shown in Figure 9.

The voltages of buses 0 and 1 are related by:

Mo = M4 + Rosdos + jXoalos

Because this is a simple series system,

los = o = 14
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Figure 9. One-bus Feeder.

56



57

The complex power flow from the substation is therefore

VYolo®™ =

Po + jQo

(M1 + Roals + jXoald) L4™ = . (5-2)

P| + R°1|12 + j(01 + x°1'12)
Separating this into real and reactive power results in:

Po = Py + Roq142
(5-3)

Qo = Q1 + Xoala2

This same method of analysis can be extended to the 2-bus system of

Figure 10.

The objective again is to define the substation complex power, (Po +
jQo), in terms of the powers leaving the two nodes and the current

magni tudes along the |ines.

Po

Pe + P2 + Roa (14 + 12) 2 + Rqi2122

(56-4)

Qo = Q1 + Qa + Xoa (Ly + L2) 2 + X4212°
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The pattern is how becoming obvious, and the equations for a

three-bus system can be written:

Po = Py + P2+ Ps + Roqa (Ly + L2 + La) 2
+ Rz (La + La) 2 + Ryya2
(5-5)
Qo = Q4 + Qa + Qa + Xoq1 (Ly + 12 + 1ad) 2
+ Xa2 (La + La) 2 + %4152
Finally, for an n-bus system, the power equations are:
Po =Py +Pa+ ... + Pnt+ Ros (Ly + Lo +
vee +ln) 2+ Raz (lat lat+ ... + 10 2+ ...
ees * Rn—1.nlﬂ2
(5-6)
o°=o1+Qg+ PR +Q"+x°1 Ly + 12 +

cee + Uln) 24+ Xaz2 Lzt dlat oo + 1ln) 24+ ...
cee * Xpn—4.nln®
Shunt capacitors are often used on distribution feeders for
voltage support. These are therefore included in the final model shown

in Figure 11,

The addition of capacitors affects only the reactive power equation:
Qo=Q1+Qz+ cae +Qn + Xo1 Ly + L2 +
...+ln)z+X1z (Ll + 1la + ... + 1lp) 2+ ...
evs + Xr-|--1,r|||-|z - %1 - ch = sas = mn

The amount of reactive power supplied by a capacitor depends on the bus

voltage to which it is connected:

Qe = C,V,=
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The final equations for the most general n-bus model of Figure 11 are:

Po = P4 + P2+ ... + Pn + Roy (L4 + 1a +
eee + 1n) 2+ Rea (Ua+ Lla+ ... + Lp) 2+
eee * Ram1,nln?

5-7
Qo =2 Q1+ Qza+ ... + Qn + Xos (L4 + 1la +

cee +ln) 2+ X4z (Ua+ la+ ... +10) 2+ ...
vee * Xn—1,nln® - Qo — Qez - ... - Qon

Zero Impedance Mode!

The zero impedance model is much simpler than the series impedance
model . Calculating the complex power flow at the substation involves
only summing all real and reactive powers on the feeder. For the n-bus

feeder, then:

Po

Pea + P2+ ... + Pn

(5-8)
Qo

Q1+ Qa2+ ... +Qn - Qc1 - Qe2z- ... - Qan

Comparison of Series Impedance and

Zero Impedance Feeder Models

A modified powef flow program was developed to compare the series
impedance and zero impedance feeder models. The program uses the
equations for the models to determine power flows and voltages along a
feeder. Beginning with an assumed voltage at the far end of the feeder,

it calculates iteratively the complex power flowing into the bus, the
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current flowing into the bus, and then the voltage at the previous bus.
when it reaches the 'substation bus, the voltage is compared with the
nominal feeder voltage, the starting voitage at the end of the feeder is

adjusted accordingly, and the iterative process is repeated.

Inputs to the program are nominal substation feeder voltage,
loads, generation, and capacitors at each feeder bus, and resistance and
inductance of each feeder |ine section. Program output includes the
feeder voltage profile and complex power flow at the substation. To
obtain realistic results a typical PSO distribution feeder was used in

the simulation.

The PSO feeder known as ZM-6 serves about 2 MVA of load in south

Tulsa at 7620 V. The primary feeder is 6.5 miles long, with iaterals

about every one-half mile. Loads served inciude single- and
muiti-family residences and some commercial customers. Table Il lists
the characteristics of the primary feeder. Table |11}l provides recorded

data on peak power flows at the substation.

Only the feeder primary was simulated using the power flow
program. The model is shown in Figure 12. Loads and generation were
distributed evenly along the |Iine at one-half mile intervals. Power
flow analysis was done at peak, haif-peak, and zero load, with
generation beginning at zero and increasing until either 100X dispersed

generation penetration or the feeder MVA |imit was reached.
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TABLE |1

PRIMARY FEEDER DATA FOR PSO FEEDER ZM-6

Beginning location Length Canductor
Substation (S. 76th St.) 158 feet 1000AX
1813-11-9948 (S. 76th St.) 4.5 miles 477AS
1713-02-9999 (S. 121st St.) 1.0 miles 4/0AS
1713-12-0199 (S. 131st St.) 1.0 miles 2AS

1713-12-0106 (S. 141st St.) (end of feeder primary)

TABLE 111

CONDUCTOR DATA FOR PSO FEEDER ZM-6

Conductor R (ohms/Mft> X(ohms/MFft)
477A5 0.037 0.082
4/0AS 0.084 0.110



NORTH
-

TULSA
STREET —»76th  81st 91st 101st 111th 121st 131st 1415t
(SOUTH)

MILES FROM—> 0 1 1 2 2% 3 3 4 4 5 5 6 6

SUBSTATION l T I l% ’ ‘2 , l% l l‘} l l* | ‘%
MODEL

BUS —» 1 2 3 4 5 6 7 8 9 10 N 12 13
NoMBER  (~
CONDUGTOR —+ l
- 477 AS —t=-4/0 AS 2 AS

Figure 12. PSO Feeder ZM-6.

v¥9



65

Results of Model Comparisons

The results of the model comparisons are shown in Figures 13
through 18. Figures 13 to 15 represent the feeder at no load, one-half
peak toad, and peak load, respectively. The PV generation power factor
at each feeder bus is assumed to be 1.0. The same feeder loads are used
in Figures 16 to 18, but the dispersed generation is now assumed to be

operating at a power factor of 0.707 lagging. The curves shown are:

Ps1 — Real power calculated by the series impedance model.
Qu1 - Reactive power calculated by the series impedance model.
Qui.with o - Reactive power calculated by the series impedance

model . The dispersed generators in this case operate at a power factor
of 0.707, but shunt capacitors are used to correct the power factor to

approximately 1.0. (Figures 13 to 15 only).

Qx1 - Reactive power calcuilated by the zero impedance model.

Q. - Another model! of reactive power, which is discussed in the

next section.

MVA - The MvA loading of the feeder at the substation, as

calculated by the series impedance model.

Visual inspection of all 6 figures indicates that the values for
real and reactive power calcuiated by the zero impedance model fol low

closely those of the more exact series impedance model. To quantify the
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accuracy of the zero impedance model, an error value is calculated:

MVA Loading

This gives the percentage difference between the zero impedance model
and the more exact series impedance model in relation to the MVA loading
of the feeder. The worst-case values for the six different feeder

loadings are presented in Table IV,

The values in the third column of Table IV confirm the visual
inspection results that the =zero Iimpedance model 1is a very good
approximation to the more exact series impedance model. In a power flow
simulation of a smalil part of a utility system in which only one or a
few feeders are modeled, the more exact series impedance model may be
useful. Simulation of a large utility system, however, must include
hundreds or even thousands of feeders. In this case it is not necessary
or even realistic to model each feeder with the series impedance

representation.
Voltage Drop Madel

Another possible simple feeder model relies on the fact that the
voltage drop along the feeder is limited to a certain value. PSO uses a
limit of <+ 5%. When the load and generation on the feeder are known,
and the voitage drop is assumed equal to the maximum allowable drop, the

power flow from the substation can be computed.



TABLE 1V

MODEL COMPAR | SONS
BASE CASE: SERIES IMPEDANCE MODEL

Eeeder lLoading Ecror (Z)
Dispersed
Generation
Load Power Factor Zero Impedance Model Vol tage Drop Model

0 1.0 3.6 16.8

0 0.7 3.9 3.9
Half Peak 1.0 2.2 7.2
Half Peak 0.7 3.6 0.7
Peak 1.0 1.3 1.8

Peak 0.7 4.0 1.4
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This "voltage drop" model is demonstrated for a one-bus system in

Figure 19. Xo4 iS UNKNown, and for the purposes of this example

resistance is neglected. P« + jQ. is the feeder load minus any

generation on the feeder. V, is assumed equail to 95X of the voltage

at the substation. The voltage equations can then be written:

Psa + jQ4 = V4{0 Los™

Pa + jQa
do1® = =momm—eee-
velo
Pi - jQa
do4 = ———=——mme-
V,
) Py = jQa
Yo = Val0 + jXorlor = Vi + jXoq ====-—-—--
Vi
Xo1P 4 Xo1Qa Xo1Qa Xo4P 4
Yo = Vi + jo———r=- + —————— = (Vg + ===———- ) + jo—-m——-
Va Vi Va Va
Xo1Qa Xo1P 4
Vo = (Vg 4 =—=m—em )2 ¢ (mmmmmme y2 (5-9)
Va Vs

The only unknown value in this equation is Xo4. Solving for Xoa

gives:

012 + P42
~2Q4 + 4Q42 - 4(——--——-—==- (V42 - Vo2)
Va2
. S ——— (5-10)
Q12 + Po2
2(=mmmmmmmmm e )
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Figure 19. Voltage Drop Model.
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This value of reactance is then used to compute the power flow from the

substation:

Qo = Q1 - Xo1lo® (5-11)
Py = jQa
- loq1 & mwmmmcvee- (5-12)
Ve=

The advantage of this analysis over the series impedance model is
that, just as in the zero impedance model, the only change from feeder
to feeder is the 1load and generation. The necessary assumption,

however, is that the voltage drop is the same for all |ines.

This analysis can be used in the same type of iterative procedure
used in the load flow analysis done previously. A computer program was
written to do this, and an approximate model of the PSO feeder ZM-6 was
created. The results of this analysis are shown as Q. in Figures

13-18. The corresponding error values are listed in Table IV.

Referring to the figures and Table IV it is seen that the voltage
drop approximation is in some cases better than the short circuit modei,
but in others it is not as good. The zero impedance model is
consistent!ly closer to the series impedance model. The problem with the
voltage drop approximation is in the assumption that the voltage drop is
always the same, 5% in this case. This is only correct when the feeder
is loaded to near its 2 MVA limit. This is a poor assumption, and it
results in large errors in the computed reactive power under light ioad

conditions.
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Summary of Feeder Models

The zero impedance model is the best model to use in power flow
simulation of a Jlarge system. For the feeder and the loading cases
studied, the worst error between this mode! and the more accurate series
impedance model is only 4%. To simulate each feeder of a large system
using the series impedance mode! would require enormous amount of
information and time to develop the individual feeder models. This
extra cost and effort are simply not necessary. The voltage drop model,

while more accurate in some cases, is not consistent.

The =zero impedance model works well because of the required
voltage drop constraint on a distribution feeder. The PSO limit of 5%
voltage drop from the substation to the end of the feeder is common in
the utility industry. To limit the drop to this value, relatively large
conductors are needed. The conductors needed to maintain the voltage
are larger than are needed to efficiently transmit the power. This
results in the conductor impedances having very little effect on the
power flow. Neglecting the conductor impedance, as in the zero

impedance model, changes the power flow values very little.

The voltage drop model fails to provide a reliable estimate of
power flow because of the assumption that the voltage drop is always
exactly b5%. This is oniy a good assumption when the feeder is heavily
loaded. This explains why the error values in Table |V decrease as
feeder loading increases. when the voltage drop is not near 5%,

however, this model is inaccurate.
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The feeder loading cases in which the dispersed generation power
factor is assumed to be 0.7 are probably not realistic. Ailthough line
commutated inverters do operate at about this power factor, a utility
will certainly require that power factor correction capacitors be used
to supply the reactive power. This case was also simulated, and Figures
13-18 indicate that the zero impedance model, with power factor of 1.0

assumed, is again a good mode! for this case.

Finally, the popular "negative load" model for dispersed
generation is confirmed for large system power flow analysis by this
study. The negative load model and zero impedance model are equivalent.

As the number of feeders included in a power flow simulation decreases,
however, the accuracy of this model will also decrease. At some point,
or for certain types of simulations, it may be necessary to use the

series impedance feeder model.



CHAPTER VI
DISPERSED PV SIMULATION PROGRAMS

The insolation and wutility distribution feeder simulations
described in Chapters IV and V were combined to constitute a final
simulation of dispersed PV systems. The insolation simulation provided
insolation data for each PV system dispersed throughout a geographical
area. The feeder model then aggregates all the PV systems on each

feeder.

To wuse the insolation model, the service area is first defined as
shown in Figure 20. The area must be rectangular in shape, and its four
borders are defined in terms of latitude and longitude. PV systems are

tocated within the area in terms of latitude and longitude also.

The simuiation is demonstrated using the city of Stillwater,
Ok lahoma. This provides a service area of just over 100 km2, as
shown in Figure 21. The rectangular area shown encompasses the entire

city.

The northern and southern borders are at latitudes of 36.17° N
and 36.08° N, respectively. These borders are divided into 100 equal
increments of distance and time for the simulation. Choosing equal

numbers of distance and time increments simplifies the simulations by
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allowing the cloud pattern to move exactly one distance increment at
each time step. For a cloud speed of 20 m/s, 100 increments give a time
increment of 5.63 s and a distance increment of 112.53 m. The number of
increments can be changed depending on the size of the service area and

the speed of cloud movement.

The eastern and western borders, with latitudes of 97.00° W and

97.13° W, respectively, were divided by the program into 23 distance

increments of 414 m each. This is the width of the smallest cloud
simulated by the insolation model, and is therefore the smallest
increment needed. Keeping all increments as large as possible minimizes

simulation costs.

Six locations, shown in Figure 21, were chosen within the service
area for dispersed PV systems. Twenty-four minutes of insolation data,
beginning at solar noon on April 24, were generated for these six
locations. The cloud pattern, consisting of small cumuliform clouds
moving. west to east at 20 m/s produced the shadows depicted in Figure
22. This shadow pattern, represented by the shaded areas, covers about
50X of the service area. The time at which the increment reaches the
western border 1is shown at the bottom. It was later learned that
cumulus clouds of this type wusually move south to north, and the

simulation was thus corrected.

Insotation at each PV system location varies because of these
moving shadows. Plots of the insolation at three locations (1, 3, and 6

in Figure 21) are provided in Figure 23. Notice the correlation between
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the insolation on systems 1 and 3, which are geographically close
together. System 6, however, has a significantly different insolation
characteristic. It is this constantly varying PV systems' output that
may cause problems for the electric utility to which these are

connected.

Figure 24 shows another cloud pattern over Stillwater that covers
90% of the service area. The resulting insolation for PV systems 1, 3,
and 6 is shown in Figure 25. Notice again the correlation between
systems 1 and 3. Also, the periods of full insotation are shorter and

less frequent because of the greater cloud cover.

Versions of the Simulation Program

The output of the insolation and feeder simulations are processed
in one of several ways to provide the needed output for each
application. There are therefore several versions of the main program
for different aplications. They are all written in FORTRAN and run on
the Ok lahoma State University School of Electrical and Computer
Engineering VAX Computer, The five existing versions, included in

Appendix |, are described below.

Insolation only

This 1is the original program that provides insolation at each PV
system Jocation for each simulation time increment. The insolation on
each PV array is output for each time increment. This program was used
to verify the insolation models. It could also be used as the basis for

other simulations needing dispersed insolation data.
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Cloud Diagrams

This program version generates a graphic display of the simulated
cloud pattern. It was used to generate figures, such as Figures 22 and
24 for publications describing the simulation programs. It also was

used to demonstrate the simulation.
lnsoiation lntegrated Quer 2.8 Minute Periad

This program was used to verify the simulation results with the
insotation data recorded by the OSU/PSO insolation monitoring station.
The output of this version is incident solar energy (kWh/m?) for 7.5

minute periods. The output is for one PV location only.
Aggregated PV Generatiaon

Output of this version is the aggregated PV generation on each
feeder for any time increment specified by the user. This was used to
study the interactions of dispersed PV systems. |t could also be the
basis for other studies needing aggregated energy produced by dispersed

PV systems.
Power Elow loput

This is the final wversion that provides the net load at each
substation for power flow program input. The program computes the sum
of the power generated by all PV systems on each substation and
subtracts this from the normal load at the substation. This output is

provided for up to 10 time increments specified by the user.
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Data Preparation

Simulation input data is contained in several data files.

Service Area Data (SERVARFA.DAT)

This contains latitude and Ilongitude data for the four sides of

the service area. Data are on one line, four real F15.11 values:

<Northern lat.> <Southern lat.> (Eastern long.> <Western long.>

PV Systems locatiop (PVI.OC.DAT)

Describes the Ilocation of each PV system. There is one line of
data for each system, 3 real F15.11 values followed by one integer 115

value:

<Latitude> <Longitude> <Size> <Substation number>

The size 1is in rated kwWw at 1000 W/m® insolation. Substation number

is the substation to which the PV system is connected.

Simulation Description (SIMULATE.DAT)

Simulation time and cloud descriptions are contained in this file.

There are two lines. The first has 4 real F15.4 values:

<Date> <Begin time> <End time> <Output time increment>
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The date is a number from 1 - 365 which represents the day of the year,
with January 1 being day 1. Beginning and ending times for the
simulation are in decimal hours. The output time increment, also in
decimal hours, is the increment at which the "aggregated PV generation”

and "power flow input” versions will output PV generation data.
The second line contains cloud data:

<Percent cover> <speed> <transmissivity>

These are real F15.2 values. Percent cover is the percentage of sky
covered by clouds. Speed is the spéed of cioud movement in m/s, and
transmissivity is the percentage of full sunlight that passes through

the clouds.
ttility Laoad Data (LQAD.DATY

Normal wutility bus load data is contained in this file. There is
one line for each substation to which PV systems are connected. Data is

one integer (10 value and one real F15.5 value:
<Bus number> <Load data (kw)>
This file is needed only for the "power fiow input" version.

Not all wversions of the simulation program require all the data
described here. However, al! versions will operate properly with the

data files as described.



CHAPTER VI
VERIFICATION OF INSOLATION SIMULATION

The insolation simulation was verified by comparing its output
with data recorded at the Oklahoma State University/Public Service
Company of Oklahoma (PSO)> Iinsolation Monitoring Station at OSU in
Stillwater, Oklahoma. Recording of data began at this station in August
1985. Total solar energy, direct and diffuse, collected on a horizontal
surface over 7.5 minute integration periods are recorded in wWh/ma,
The insolation simulation program was modified to provide energy data in
these units. Both clear-sky and clioudy-sky models were verified, and
results indicated that the clear-sky insolation and the cloud shadow

models are valid and realistic.

Verification of clear-sky results was done by simulating
insolation for entire days in September, October, December, January,
February, and March. These were then compared with data recorded on
clear days in each of those months. The results for January are shown
in Figure 26. Statistics were calculated for the comparison and are
shown in Table V. The residuals calculated are the actual value of
energy collected at each increment minus the simulated value. The mean

and standard deviation of this series are shown in Table V.

91



Energy (Wh/m2-7.5 min.)

January 20

60.0

48.0 -

24.0-1

18.0 -

—meat RN

o’ Twew, v

' g -y ) g —

9.1 11.0 13.0 14.9
Time of Day

Figure 26. Clear Sky Insolation for January 20.

Z6



93

TABLE V

INSOLATION STATISTICS FOR JANUARY 1986

Total Energy Peak Energy Residuals
(Wh/m2-day) (Wh/m=2-7.5 min) (Actual - Simulated)
Mean Standard Deviation

Actual 2732 57
Simulated 2678 60

Difference 2.0% 5.3% 0.68 2.63
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These results were typical; for some months the actual and
simulated insolation curves matched aimost exactly, while for others the
corretation was not quite as good as January's. The insolation
collected, however, is very sensitive to atmospheric conditions, and
with only one year’'s recorded data to use for comparison the clear-sky
simulation correlates very well with recorded data.

Cloudy-sky verification was done in the same way, except that the
cloud pattern characteristics had first to be estimated. These were
input to the insolation program and the results were compared with the
recorded data. Residuals were computed by subtracting simulated
clear-sky data from both simulated and actual cloud-sky data.
Statistics were computed for the residuals. Several cloudy days were

verified in this way.

An example of this process uses recorded data from February 27,
1986, which had fast-moving, broken clouds moving across a relatively
clear sky. This was simulated with 50X cloud cover of small cumuliform
clouds with 50X optical transmittance moving at 20 m/s. Actual and

simulated insolation data and residuals are plotted in Figure 27,

Comparison of the curves indicates the simutation is good from the
time shown as 10.0 on the graph, which is 10:00 am solar time, until
about the time 14.0, or 2:00 pm solar time. Before 10:00 am the sky was
clear, resulting in the monotonically increasing actual insolation. At
2:00 pm some thin high clouds appeared, causing the actual insofation to

drop.
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Statistics were therefore calculated for the period over which the
simulation might be expected to be vatid, 10:00 am to 2:00 pm. The
resuits are shown in Table VI. Negative values for residual means were
expected because the residuals represent the difference in cloudy- and
clear-sky insolation. The Ilower value for the simulated mean results
from higher values of actual simulation just after 10:00 am. When the
ciouds first appeared, the coverage was probably not yet 50%. This also
explains higher standard deviation and lower total insolation for the

simulated data.

The cloud patterns verified with recorded insolation data are
listed in Table Vil. These were used in the later simuiations. Also
listed in Table VII is a weather pattern known as a squal!l line, which
is also used in the PV simulations. A squall line is a solid line of
dark clouds which moves across a clear sky. Each PV system in the area
stops generating as the shadow moves across its array. The squall line
will therefore cause the total PV generation in an area to go from full
output to zero output in a relatively short time. As this may be a

worst case, it is included in the simulations.
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TABLE Vi

STATISTICS FOR FEBRUARY 27, 1986

Total Energy Residuals
(wh/m2-day) (Actual - Simulated)
Mean Standard Deviation
Actual 1632 -24.9 11.4
Simulated 1247 -35.1 15.3
TABLE VI I

CLOUD PATTERNS SIMULATED

Type of Clouds Cover Speed Direction Traansmittance
%) m/s) (%)
Cumulus 50 20 south to north 50
Cumuius 30 10 south to north 40
Cumulus 10 10 south to north 50

Squall line 100 30 east to west 20



CHAPTER VI I
RESULTS AND DISCUSSION-
Interaction of Dispersed PV Generators

As discussed in Chapter 1I, to study the interaction of dispersed
Pv generators, five service areas of size ranging from 10 to 100,000
square kilometers, all square in shape, were used in simulations. Up to
1000 PV systems were uniformly dispersed throughout the areas and the
worst case cloud patterns listed in Table VI| were passed overhead. The
outputs of the PV systems were aggregated and recorded every six seconds
for an entire day. Thié was done five times for each cloud pattern to

provide multiple cases for comparison.

The resulting power output data were analyzed for the greatest
possible losses in PV generation during periods ranging from 6 seconds
to 5 minutes. Consistentiy, two cases provided the greatest possible
loss: i the squall line, and (ii> 50X cover, 20 m/s, 50%

transmittance cumulus clouds.
Sguall Line

The squall Iline was expected to provide the worst loss of PV

generation because as it moves across the area, it causes complete loss
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of PV generation. How fast this occurs is simply a function of the
speed of cloud movement and the size of the service area. The time for

100X loss is shown in Table VII| for each service area studied.

The squall 1line, however, although it causes complete loss of PV
generation, may not be the worst case for the utility. There are
several reasons for this. First, the loss is a one-time loss. The PV
generation shuts down as the squall |line moves over and it does not
resume generation untit the sun comes back out. This loss is fairly
predictable, because the system operators of a large utility monitor the
weather conditions constantiy and adjust the system accordingly. When a
squall line is expected they could prepare for the impending loss of PV

generation.

Further mitigating the squall {ine effects is the reduction in
cooling load as the squall line passes through. While no records are
kept at PSO, one operator at PSO recalls a load reduction of 200 MW out
of & system load of 2700 MW during one hour as a squall |ine passed
through the PSO service area [73). This may substantially reduce the
effects of losing PV generation during summer . During light load

seasons, however, when cooling load is very low, this will not help.

Cumulus Clouds

The worst case cumulus clouds, while causing a much lower loss of
PV generation than the squail line, may actually pose a more difficult
problem for the wutility. while the squall line is a one-time,

predictable occurrence, PV generation will be continually fost and added
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TABLE VI

LOSS OF PV GENERATION DUE TO A SQUALL LINE

Service area size Time for loss of all PV generation
(square kilometers) (minutes)
10 1.8
100 5.5
1,000 17.6
10,000 55.3
100, 000 ’ 175.7
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under the cumulus pattern. The utility will have to continuousiy adjust

for the changing PV generation. . There is no mitigation for these
changes, as load will be practically unaffected by the cumulus cloud
pattern.

The possible loss of PV generation for each service area size,
expressed as a percentage of total PV capacity in the area, is shown in
Table IX for time intervals of 1-4 minutes. These worst cases all
occurred durng the peak insolation time of day, around noon. Thus for
the 10 square kilometer area, the table shows that 15.9% of the total PV
generation can be Iost'during any one-minute period, and 19.1% during a
two-minute interval. If, for example, there is 1 MW of dispersed PV
generation Jlocated in a square area of 10 square kilometers, 159 kW of
it can be lbst in one minute. The utility must therefore be prepared at
any time to increase its power into the area at a rate equal to 15.9% of
the total PV generation in the area during a one-mihute time interval.
In addition, this PV generation can be regained during another

one-minute interval.

The geographical diversity causes the possible percentage loss in
PV generation to decrease as the size of the service area increases.
wWhile 15.9% of the PV generation could be lost during one minute in a 10
square kilometer area, only 5.5X% can be lost in the 100 square kilometer
area. As the service area size increases to 10,000 and 100,000

kilometers, the maximum loss is about 3X%X.
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TABLE IX

LOSS OF PV GENERATION DUE TO CUMULUS CLOUDS

' Service area size Maximum loss of PV generation for time interval
(square kilometers) (X of total PV capacity)

10 156.9 19.1 19.6 19.6

100 5.5 7.5 7.5 7.5
1,000 2.8 3.1 3.1 3.1
10,000 2.7 2.7 2.7 2.7
100,000 2.7 2.7 2.7 2.7
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Simuiatrion of Jwo PSO Substations

The smallest service area normally of interest to a utility is the
area served by one distribution substation. The study performed on the
square service areas was therefore repeated on two PSO substation
service areas. The substations were chosen by PSO because they serve
mostly residential! load in southeast Tulsa, Oklahoma, the area that will

likely see the first residential PV systems in the PSO service area.

The two service areas are outlined in Figure 28. Area 1 covers
about 70 square Kkilometers, while area 2 covers about 18. Area 2 is
oriented in an east-west direction, while area 1 runs about the same

distance in each direction.

The corresponding simulation resuits are presented in Tables X and

Xl. The squall Iline results are again a simple function of the
east-west length of the service area, because the squall line was
simulated as moving west to east, the usual direction of such a pattern.
For the cumulus pattern, the possible loss of 6.4X in one minute for
area 1 correlates well with the resuits of the 100 square kilometer area
studied previousiy. The results for area 2, however, are higher than
those for the 10 square kilometer area. This is probably because of the
area’'s east-west orientation, with the cumulus cloud pattern moving from
south to north. In addition to the service area's geographic location,
then, its shape and orientation may also be important in estimating the

possible changes in PV generation.



SERVICE AREA 2

—

1 MILE

SERVICE AREA 1

Figure 28. PSO Substation Service Areas.

voi



105

TABLE X

LOSS OF PV GENERATION DUE TO A SQUALL LINE

Substation Time for loss of all PV generation
(minutes)
1 8.0
2 4.5
TABLE XI

LOSS OF PV GENERATION DUE TO CUMULUS CLOUDS

Substation Maximum {oss of PV generation for time interval
(% of total PV capacity)
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Simulation of Southeast JTulsa

Next, the simulation service area was expanded to cover all of
southeast Tulsa. This area is the first Jlarge area where residential PV
generators might appear on the PSO system. Covering about 470 square
kilometers, it is slightly Ilonger east-west than north-south. The

simulation results are presented in Table Xil.

These results again correlate fairly well with the earlier values.
The one minute value falls between the 100 and 1000 square kilometer
areas as expected. The 2-4 minute values are somewhat higher, however,
than the 100 square kilometer area values. This is again because of the
longer east-west dimension, confirming the importance of service area

shape and orientation.
Power Flow Simulation Results

The results of the PV interaction study were used to shape the
final power flow studies. The worst case cumulus cloud péttern, 50%
cover, 20 m/s speed, and 50X transmittance, and the squall |line were
simulated. Because operating penetration is much higher in the spring,
both the cumutus pattern and squall line were simulated for two values
of installed penetration, 15% and 30%. In the sumnmer, only the squall

line was simulated, at installed penetrations of 30X and 50%X.

Power Flow Reversals

An unexpected change in direction of power flow on a transmission
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LOSS OF PV GENERATION IN SOUTHEAST TULSA
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Squall line:
Time for toss of all PV
(minutes)

Cumulus clouds:
Maximum loss of PV generation
(X of total PV capacity)
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or subtransmission line can cause problems with system protection
devices. Reverse power relays are the most obvious example of this, but
other relay and fuse coordination can aiso be affected. Tables XIIl1-Xv
immediately reveal that the probability of power flow reversal for
either the area, tie lines, or transmission or subtransmission |ines
within the area increases as the operating penetration increases. There
are no reversals below 30X penetration for the area or the tie lines
analyzed. In the summer, when operating penetration is lower, there are

no reversals at all.

Power flow into the southeast Tuilsa area reverses once during the
simulation period at 30% penetration for both spring cloud patterns. In
the cumulus case, however, none of the tie |ine power flows reverse.
This is possible because some tie lines initially carry power out of the
area. Under the squall line, however, the direction of flow on three
tie lines does reverse. It is reasonable to assume that flows could
reverse in some circumstances under the cumulus pattern as well,
although these results indicate it is not as likely as under the squall

line.

Because of the great number of transmission and subtransmission
lines in southeast Tulsa it was necessary to limit the number analyzed
in this study. As indicated in the tables there were no changes in
power flow direction on any of these lines. However, because of the
reversals of power into the area and on some tie lines, it was felt that
this might be misleading. Further detailed investigation of every line

in the southeast Tulsa area revealed that power flow did indeed reverse
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POWER FLOW STATISTICS FOR SPRING CUMULUS CLOUD PATTERN

Over loads

Power flows
above
nominal

Max imum Max imum
difference change in
from nominal power flow

(X of nominal power flow)

110% 8% / 1 min.

TABLE XIiV

POWER FLOW STATISTICS FOR SPRING SQUALL LINE PATTERN

Over loads

Power fiows

above
nominal

Max imum Max imum
difference change in
from nominal power f)ow

(% of nominal power flow)

Case Power
flow
reversals
Area, 15% 0
Ties, 15% 0
Lines, 15% 0
Area, 30% 1
Ties, 30% 0
Lines, 30% 0
Case Power
f low
reversals
Area, 15% 0
Ties, 15% 0
Lines, 15% 0
Area, 30% 1
Ties, 30% 3
Lines, 30% 0

66% 31X / 2 min.
51% / 2 min.
140% / 2 min.

134% 62% / 2 min.
97% / 2 min.
260% / 2 min.
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TABLE XV

POWER FLOW STATISTICS FOR SUMMER SQUALL LINE PATTERN

Case Power Over |oads Power flows Max imum Max imum
flow above difference change in
reversals nominal from nominal power flow

(X of nominal power flow)

Area, 30% 0 0 43% 21% / 2 min.
Ties, 30% 0 0 ) 66% / 2 min.
Lines, 30% 0 0 3 792% / 2 min.
Area, 50% 0 0 73% 35% / 2 min.
Ties, 50% 0 0 0 - 109% / 2 min.
Lines, 50% 0 0 3 1323% / 2 min.
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on at least one Iine in every simulation at each penetration. Power
flow reversals may therefore be expected on transmission and

subtransmission |ines at penetrations as low as 156%.
Differences from Mormal Pawer Elows

As PV generation decreases in any area the power flow on |ines
into that area must increase, leading to the possibility of line
overloads. Tables XII1I-XV show that there were no line overlioads in any
of the simulations. In the cases where lines did go over their nominal
power filow values, however, they somefimes went many times over the
nominal values. The PSO Jlines in question were normally operating
significantiy below their ratings, so overioads did not occur, but if
the Ilines had been operating near rated values, the lines would have

been overloaded.

Because much of the normal load is being supplied by PV
generation, many of the lines are operating at less than their normal
power flow values. Such significant reductions in power flow on a line
may cause reactive power, voltage control, and protection probiems.
Tables X11I-Xv indicate that severe underloading can occur when
dispersed PV is operating. With 15% penetration in the spring the flow
into southeast Tulsa is 66% below normal with all PV systems operating.
when penetration reaches 30% power flow into southeast Tulsa reverses
and reaches 34% of the normal flow magnitude, but in the opposite
direction. Summer underloadings are not as severe, but are still quite

significant.
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Changes ip Power Flows

Continuously changing power flows raise two questions for PSO.
The first of these is whether the utility can maintain the necessary
power flow into the southeast Tulsa area as the PV generation changes,
and how much this will cost. The second question is what the tié line

and distribution line swings will do to system operation and protection.

Under the cumulus cloud pattern the greatest swing in power into
the area is 4% of the nominal 250 MW flow, or 10 MW, in one minute when
penetration is 15%. This dpubles when penetration is 30%, becoming 8%,
or 20 MW, in one minute. This change can occur at any time, can be an

increase or decrease in power, and is unpredictable.

when the squall line moves over, the swings are much greater, but
they are also predictable. When penetration is 15%, power flow into the
southeast Tulsa area .can increase by as much as 78 MW in 2 minutes.
when penetration increases to 30%, the maximum swing becomes 155 MW in 2
minutes in spring and 165 MW (21X of the nominal 789 MW) in 2 minutes in

the summer.

As predicted by the studies of areas of various sizes in the
previous chapter, the swings on transmission and subtransmission lines
within southeast Tulsa are greater in percentage than those for the area
or on the tie lines. what was not expected, however, is that the
greatest swings occur in the summer. The flows on one fine increased by

more than 7 times in 2 minutes when penetration was 30%, and by more
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than 13 times under 50X penetration. It is very important to note that,
atthough they occur during the movement of a squall !ine, these swings,
uniike the changes in flow into the area, are not at all predictable.
The changes apparently are greater in the summer because the loads are

greater, the |lines are more heavily loaded, and the output of the PV

systems is higher.



CHAPTER IX
CONCLUS IONS
Interaction of Dispersed PV Systems

The most important conclusions of the PV interaction study are the
quantitative relationships between the size of the service area
throughout which PV generation is dispersed and the maximum possible
change in PV generation during a certain time period. The change is
expressed as a percentage of the total PV generation in the area. These
results are presented in Tables VIiIl and |IX in Chapter Viil. The
percentage amount of possible change drops as the area increases because
of geographical diversity among the dispersed PV systems. The farther

apart the systems are, the less their outputs correlate.
Other important points regarding these results are:

* For the larger areas, the maximum changes in PV output usually
occur within 1-2 minutes. Longer intervals result in no greater changes

in PV generation.

* While the squall [line causes 100X loss of PV generation, it may
not be as important as the cumulus cloud pattern because is is a

one-time occurrence that can be predicted fairly accurately. The

114
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cumulus pattern causes continuous changes as long as it is present. The
loss of PV generation caused by the squal!l lIine are also mitigated in
the summer by a reduction in cooling load as the line passes through.
Furthermore, for large areas the squall line is not important because of

the time it takes to move across the area.

* The maximum PV changes always occur during peak insolation times
around solar noon, while the system peaks (for most summer-peaking
utilities) occur in Jlate afternoon or early evening. The maximum PV
change therefore occurs during off-peak times, when operating PV
penetration (the ratio of installed PV capacity to operating system

capacity) is greater.

when two actual PSO substation service areas and then the entire
southeast Tulsa area are simulated, the results agree well with the five
previous service area cases. Small differences point out the importance
of service area shape and orientation. The maximum PV change seems to
be greater for a service area of non-uniform shape oriented in an

east~west direction, when clouds are moving south to north.

All the results indicate that the effects of PV generation changes
will be greatest at the substation level. This means that the power
flows among substations may change significantly from those normally
expected. This may have important .implications for transmission,
subtransmission, and distribution system protection and control. It
also indicates, however, that system-wide problems such as generation

ramping and changes in tie-line fiows may be minimal.
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The season, and the resulting load on the utility system, greatly
influences the effects of PV generation changes. For a certain
instatled penetration (the ratio of installed PV capacity to total
installed system capacity)> the operating penetration varies widely as
the seasons change. fFor the PSO system, for example, the light load
case studied has a peak load of only about 30X of the summer peak load.
The 1|light season operating penetration is therefore more than three
times that of thé summer case. An operating penetration of 30% in July
therefore becomes 100X in March., Wwhile the PV generation is lower in
the spring and fall than in the summer, it is still about 75% of the
summer value. The effects will therefore be much more pronounced in

spring and fall.

The relatively small changes in PV generation caused by the
cumulus cloud pattern will have very little effect during summer times
at any foreseeable penetration of residential PvV. The squall line or

similar pattern is therefore the most important for the summer. This
is, however, when the effects of the squall line afe best mitiéated by
the resuiting drop in cooling load. The 1light load seasons will
therefore determine the significant penetration at which the utility

begins to notice the variable PV generation.

The point at which PV penetration becomes significant will be the
point where the maximum possible change in PV generation forces the
utility to change its operating practicés. This point can be estimated
by comparing the maximum PV change with normal variations of load on the

system. The swings in PV generation may cause operating problems on the
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system, but more likely the utility will simply see increased operating

costs.
Power Flow Studies

Power flow reversals on distribution, subtransmission, and
transmission lines can cause problems for system protection equipment.
On transmission lines carrying power into the southeast Tulsa area
reversals occur at 30X penetration of PV systems, but not at 15%.

Reversails occur at 15X penetration, however, on lines within the area.

The potential for reversals increases as PV penetration increases,
and 1is therefore greater in the spring anq fall, when operating
penetrations are higher, than in the summer. The potential is also
greater during a squall line than under cumulus clouds. It is, however,
extremely dependent on the configuration and loading of the system, so
it should be considered a possibility under any pattern and during any

season.

As the cloud pattern moves, its shadows cause the PV generation in
southeast Tulsa to wvary. The power flows within the area therefore
change to compensate for varying PV generation. Because of this
transmission tie lines and transmission and subtransmission lines within
southeast Tulsa may be loaded at many times under or over their normal
loading for a given Iload configuration. This occurs at 15% and 30%
penetration, but seems to become worse as penetration increases.

Overloading damages equipment and underloading can cause reactive power
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and voltage control problems. Although it seems worse during the squall
line, it s again highly dependent on configuration and loading, so it

must be assumed to be possible during any season and any pattern.

As expected, the changes in power flow over time are worst during
the squall line pattern. At 15% instailed penetration in the spring the
power flow into southeast Tulsa increased by 78 MJ in a 2-minute
interval. when the penetration was 30% the increase was 1565 MW in the
spring and 165 MW, higher because of higher insolation, during the
summer . This is predictable by the PSO operators, who monitor weather

conditions constantly.

Unpredictable changes, however, occur during the cumulus cloud
pattern. At 15X installed penetration in the spring swings of 10 MW per
minute occurred during the simulation. At 30X these doubled to 20 Mw
per minute, These swings can occur continuousiy during the cumulus

pattern.

As predicted by the previous simulations, the power swings on
transmission and subtransmission lines within southeast Tulsa are worse
than on external transmission tie lines. The worst swings are in the
summer, probably because the system is more heavily Joaded and the PV
generators are producing more power. The power flow on one line changed
by almost 8 times its nominal value in 2 minutes at 30X installed
penetration. Although this occurred during the squall line, and the
system operators could anticipate the swings, it is very unltikely the
operators could predict their magnitude or on which lines such swings

will occur, or do anything to mitigate the effects.
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Scope for Further Work

This research has identified several issues relating to the
effects of dispersed PV generation on an electric utility that should be

studied further. These are outlined below.

Mathematical Modeling of Aggregated

Dispersed BV Generation

To study the effects of dispersed PV generation on one utility

:"GSihg' the methods described in this work, a detailed two-dimensional

simulation of insofation is needed. The results of this work, however,
indicate that some much simpler models of the aggregate generation of
dispersed PV systems might be developed. These models should be

investigated.

Protect i of Distributi Syst itl

High Pepetrations of Dispersed BV

Large power swings and power reversals on the PSO distribution
system indicates there will be problems with existing protection
practices. A detailed study of the distribution system should be done
to determine how the PV generation will affect fuse and relay

coordination, fault detection and clearing, and emergency operation.

System Stability

The effects of power swings and reversals on the transmission
system should also be investigated. Detailed stability analyses will be

needed to assess this.
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lncreasing the Limits of PV EBepetratjion

The factors |Iimiting the penetration of dispersed PV and the
possibility of ameliorating some of these should be addressed. A list
of wutility actions to increase allowable penetrations, with emphasis on

low cost actions, would result.
Ontimal E ic Q i

Optimal economic operation of a utility system is now determined
by the generation fuels and efficiency, transmission losses, and the
level and location of loads on the system. Dispersed PV systems outside
utility control will force changes in this. These changes should be

studied.

Finally, during the work pn this project some additional work was
identified. During insolation model verification, for example, it was
observed from the data recorded at the OSU/PSO insolation monitoring
station that peak insolation actually occurs on partly cloudy days.
This has been observed by others before, and one proposed explianation is
that the clouds reflect additional suniight to the earth. This should

be investigated further.

A lack of research on distribution feeder modeling was also
noticed during this portion of the study. The possibility of improving
existing models should be investigated. Some of the research in this

project is quite applicable to this.
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while there are now no areas in which PV penetration has reached

the levels described as significant 1in this work, there will be such
areas in the future. Such areas will at first be isolated, such as a PV
housing development. The fact that such an area may be small and

isolated, however, only increases its importance, because the greatest
potential changes in PV generation occur in small areas. The projects

discussed here should therefore be pursued.
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APPENDIX A
LISTING OF INSOLATION SIMULATION PROGRAMS

Two-dimensional time-domain insolation model.
ward Jewell. May 1985.

This program simulates time-domain insolation over a
large geographical area. The model includes the effects
of time of year, time of day, and of moving clouds
passing over the area.

Output is the insolation at each defined location within
the area at each time increment for the period of the
simulation.

REVISION: FEBRUARY 1986.

Input to the model now includes a group (substation) number
for each PV system, and one value of efficiency for
all PV systems simulated. The arrays are dimensioned for
up to 1000 PV systems and 300 substations.

Output is now the sum of the power generated by all PV
systems on each substation for up to 10 output time
increments specified in the input data.

The variable PV_KW_SIZE is used in this revision. It is
assumed that this is the output of the PV system at
insolation of 1000 watts per square meter. This is
a common way of rating PV systems.

REAL*8 N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,

N_S_INCREMENT_LENGTH,

LENGTH_DEGREE_LAT, LENGTH_DEGREE_LONG,
PV_LATITUDE (1000), PV_LONGITUDE (1000),

PV_KW, PV_KW_SIZE (1000), BEGIN_TIME, END_TIME,
PERCENT_COVER, SPEED, TRANSMISSIVITY,

TIME, TIME_INCREMENT, CENTER_LAT, INSOLATION,
ALTITUDE, DATE, FILL_LEVEL, e_w_increment_count,
INCREMENT_NUMBER, SHADOW_EW

INTEGER*4 PV_SYSTEM_NUMBER,

PV_LOC_WEST (1000), PV_LOC_NORTH (1000),
MAX_PV, PV_LINK (0:1000)>, PRESENT,

129
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3 START_CLOUD (100>, SEED, shadow_ns

COMMON N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,
e_w_increment_count, N_S_INCREMENT_LENGTH,
LENGTH_DEGREE_LAT, LENGTH_DEGREE_LONG, PV_LINK,
PV_LOC_WEST, PV_LOC_NORTH, PV_SYSTEM_NUMBER,

DATE, PERCENT_COVER, SPEED,

TRANSMISSIVITY, TIME, TIME_INCREMENT, CENTER_LAT,
INSOLATION, ALTITUDE, INCREMENT_NUMBER, START_CLOUD,
FILL_LEVEL, SEED, shadow-ns, SHADOW_EW

NO O sae WND -

Set up the arrays for storing insolation data for the PV systems.

REAL*8 PV_INSOL (1000, 100>, SUB_POWER (300),

1 start_output_time
REAL*8 PSO_LOAD_DATA (300),
1 BUS_LOAD (10,300), OUTPUT_TIME_INCREMENT,
2 LOAD_DATA, OUTPUT_TIME (10),
3 peak._sub_power (300), load_factor (24)
INTEGER*4 PSO_BUS_NUMBER (300),
1 SUBSTATION (1000), SuB, NUMBER_OF_SUBS,

OUTPUT_INCREMENT, BUS_NUMBER
INTEGER I, 11, INDEX, J

Initialize the linked list.
PV_LINK ¢0) = 0

Open the output file.

OPEN (UNIT = 1, FILE = "MAIN.DAT’, STATUS = 'NEW’)
Call the service area subroutine.
Read the service area data.

OPEN C(UNIT = 2, FILE = 'SERVAREA.DAT', STATUS = 'OLD’)
READ (2, 50) N_LAT, S_LAT, E_LONG, W_LONG

CALL SERVICE_AREA

CLOSE (UNIT = 2)

Call the PV location subroutine.
WRITE ¢1,100)
PV_SYSTEM_NUMBER = O

OPEN (UNIT = 3, FILE 'PVLOC.DAT’, STATUS = 'OLD")>

DO MAX_PV = 1, 1000

READ (3, 150, END = 8000)> PV_LAT, PV_LONG, PV_Kw, SUB
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PV_SYSTEM_NUMBER = PV_SYSTEM_NUMBER + 1
PV_LATITUDE (PV_SYSTEM_NUMBER) = PV_LAT
PV_LONGITUDE (PV_SYSTEM_NUMBER) = PV_LONG
SUBSTATION (PV_SYSTEM_NUMBER) = SuB
PV_KW_SI|ZE (PV_SYSTEM_NUMBER) = PV_KW
CALL PV_LOCATION

END DO

8000 CLOSE (UNIT = 3)

N -

print pv location information.

DISABLED.

WRITE (1, 200)

DO I = 1, PV_SYSTEM_NUMBER

WRITE (1, 300) |, PV_LATITUDE (1), PV_LONGITUDE (),
PV_LOC_WEST (i), PV_LOC_NORTH (i),
PV_KW_SIZE (1), SUBSTATION (1)

END DO

Read from the input file SIMULATE.DAT the date, time, and
cloud pattern information:

DATE is a real number, 1 to 365, representing day of the vyear.

BEGIN_TIME and END_TIME are entered in decimal hours.

OUTPUT_TIME_INCREMENT, the time increment at which output data

is printed, is entered in decimal hours.

PERCENT_COVER is entered as a real number in percent (0-100).

SPEED is entered as a real number in meters per second.
TRANSMISSIVITY is entered as a real number in percent, the
percent of total sun that passes through the cloud.

OPEN C(UNIT = 4, FILE = 'SIMULATE.DAT', STATUS = 'OLD')
READ (4, 350) DATE, BEGIN_TIME, END_TIME, OUTPUT_TIME_INCREMENT,

1

start_output_time

READ (4, 450) PERCENT_COVER, SPEED, TRANSMISSIVITY
CLOSE (UNIT = 4)

Calculate the time increment. This will be the amount of
time it will take the clouds to move across one east-west
distance increment.

TIME_INCREMENT = (n_s_increment_length / SPEED) / 3600,

Print the data.

WRITE (1, 500> DATE, BEGIN.TIME, END_TIME, TIME_INCREMENT
write (1, 550) start_output_time, output_time_increment
WRITE (1, 600) PERCENT_COVER

WRITE (1, 700) SPEED
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WRITE (1, 800) TRANSMISSIVITY
Read the PSO load data for each substation.

OPEN (UNIT = 56, FILE = 'LOAD.DAT', STATUS = 'OLD")

NUMBER_OF_SUBS = 0

Do I = 1, 300
READ (5, 850, END = 9000) BUS_NUMBER, LOAD_DATA
NUMBER_OF_SUBS = NUMBER_OF_SUBS + 1
PSO_BUS_NUMBER (NUMBER_OF_SUBS) = BUS_NUMBER
PSO_LOAD_DATA (NUMBER_OF_SUBS) = LOAD_DATA
END DO

9000 CLOSE (UNIT = 5)

Sum the peak PV generation on each substation.

DO | = 1, NUMBER_OF_SuUBS
PEAK_SUB_POWER (1) = 0.D0O
END DO

DO | = 1, PV_SYSTEM_NUMBER
PEAK_SUB_POWER (SUBSTATION (1)) =
1 PEAK_SUB_POWER (SUBSTATION (1)) + PV_KW_SIZE (1)

END DO
C Print the bus and load data.

WRITE (1, 860)
DO | = 1, NUMBER_OF_SUBS
WRITE (1, 870> PSO_BUS_NUMBER (1), PSO_LOAD_DATA (i),

1 PEAK_SUB_POWER (1),
2 PEAK_SUB_POWER (1) / PSO_LOAD_DATA (1)

END DO

C Read in the load curve data.

OPEN (UNIT = 6, FILE = "CURVE.DAT', STATUS = 'OLD’>
DO | = 1, 24

READ (6, 880> LOAD_FACTOR (1)

END DO

CLOSE (UNIT = 6)

WRITE (1, 890)

DO ) =1, 24
WRITE (1, 895) |, LOAD_FACTOR (1)
END DO
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Begin the simulation.

OUTPUT_ INCREMENT = O
I NCREMENT_NUMBER = 0.
SEED = 457435643
FILL_LEVEL = 0.

DO TIME = BEGIN_TIME, END_TIME, TIME_INCREMENT

Calculate the insolation on a PV array in the center of the
service area. The array is fixed, facing due south, tilted
at an angie equal to its latitude. The subroutine INSOLATION
returns values of insolation and altitude angle.

CALL INSOLATION_SUB

Generate one increment of clouds. This is stored in the array
START_.CLOUD.

CALL FILL

Go through all the PV systems and store the insolation caused
by this cloud pattern. The value stored in the array PV_INSOL
will be 0, for full sun, or positive, for shadow.

The cloud pattern moves one increment in each time increment.
Consider a PV system located in the north-south grid at PV_LOC_NORTH.
A cloud pattern generated at time increment INCREMENT_NUMBER will
affect the PV system at time increment

INCREMENT_NUMBER + PV_LOC_NORTH.

DO | = 1, PV_SYSTEM_NUMBER
I INCREMENT_NUMBER + PV_LOC_NORTH (1) - 1
I o= ¢l /7 100> * 1000
IF ¢l .EQ. 0) 11 = 100
PV_INSOL ¢), 11> = START_CLOUD (PV_LOC_WEST (1))
END DO

At each specified output time increment
calculate the insolation data for the present time increment.

IF (TIME .GE. start_output_TIME + OUTPUT_TIME_INCREMENT *
OUTPUT_INCREMENT) THEN

11 = |INCREMENT_NUMBER

hr =11 - ¢ty 7 100> * 100D
IF 11 .EQ. 0> I = 100
DO | = 1, PV_SYSTEM_NUMBER
IF (PV_INSOL C1, 1) .GT. 0) PV_INSOL (I, 11> =

TRANSMISSIVITY / 100. * INSOLATION
IF (PV_INSOL Ci, I1) .EQ. 0) PV_INSOL (I, 1) =
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1 INSOLATION

END DO
] The array PV_INSOL now contains the insolation for PV
o] system | at time increment |NCREMENT_NUMBER.
o] Sum the power generated on each substation.

DO | = 1, NUMBER_OF_SUBS
SUB_POWER (1) = 0.DO
END DO
DO 1 = 1, PV_SYSTEM_NUMBER
SUB_POWER (SUBSTATION (1)) = SUB_POWER (SUBSTATION (1))
1 + CCPV_INSOL CI, 11> /7 1000.) * PV_KW_SIZE (1))

o] The array SUB_POWER now contains the total PV generation
c for each substation at TIME.
C I f power factor is not 1, reactive power can be computed
C here. Set up an array SUB_REACTIVE (300) to hoid the
C reactive power values. Read in the power factor as part
C of simulation data (SIMULATE.DAT). Then compute reactive
C power consumed by each PV system:
Cc
Cc S =P/ PF
Cc Q =85 x DSIN (DASIN (PF))
C Sum these for each substation and alter the write and
C format statements accordingly.

END DO

(0t 2222222222220 022322332222 223 2222322323203 2323322232233 3322 30282+ % 2
c

Cc This print loop is now set up for only 20 substations.
] Change this when more than 20 are included.
c

(03223222233 3322 2222233032233 2222223003233 322223332 2223223332222 2 ¢

At each specified output increment, store the TIME in
the array OUTPUT_TIME and the corresponding substation
load (nominal load - PV generation) in the array
BUS_LOAD.

o000

OUTPUT_INCREMENT = OUTPUT_INCREMENT + 1
OUTPUT_TIME (OUTPUT_INCREMENT) = TIME
DO | = 1, NUMBER_OF_SUBS
BUS_LOAD (OUTPUT_INCREMENT, !> = 0.001 *
((pso_LOAD_DATA (1) * load_factor (nint (time>))
2 - sub_power (i)
END DO

-
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END IF
END DO

The simulation is completed. Print out the substation
load summary. .

WRITE (1, 1300)
WRITE (1, 1400)

WRITE (1, 1500) (OUTPUT_TIME Ci>, 1 =1, 10
WRITE (1, 1600)
DO | = 1, NUMBER_OF_SUBS
Divide bus load by load factor so that when the PSO power
fiow program muitiplies by load factor the correct value
will be obtained.
WRITE (1, 1700) PSO_BUS_NUMBER (1),
1 (bus_load (j, i) / load_factor (nint C(output_time (j))),
2 j=1, 10
END DO

CLOSE C(UNIT = 1
STOP

Here are the format statements for the main program.

50 FORMAT (4 F15.11)
100 FORMAT (’1")
150 FORMAT (3 F15.11, 115)
200 FORMAT (' 1PV System Latitude Longitude
1 East-West North-South Size (kw) Substation’)
300 FORMAT (' ', 15, 7X, F6.2, 6X, F6.2, 3X, 17, 5X, 17, 8X, F6.2,
1 6X, 15)
350 FORMAT (4 F15.4, f15.8)
450 FORMAT (3 F15.2)
500 FORMAT ('1Simulation on day ', F4.0, ' from ', F7.4, ' to ', F7.4,

1 ' hours; increment ', F6.4, ' hours.’)
550 format (' Output begins at time ', F7.4,
1 ' with increment ', F12.8)

600 FORMAT (' Percentage of sky covered by clouds: ', F4.0)

700 FORMAT (' Speed of cloud movement: ', F4.0)

800 FORMAT (' Percentage of light transmitted by clouds: ’, F4.0)
850 FORMAT (110, F15.5)

860 FORMAT ('1 PSO Bus Number Nominal Load
1 PV Generation Penetration’)
870 FORMAT (' ',112, 10X, F10.0, 10X, F10.0, 10X, F10.5)
880 FORMAT (F10.5)
890 FORMAT ('1 HOUR ENDING LOAD FACTOR')
895 FORMAT (110, F18.3)
900 FORMAT ('1 Date Time

1 Altitude Angie Isolation’)



1000
1200
1300
1400
1500
1600
1700

FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
END

(4F15.4)

(4013)

'

('0Bus No.')

o
('
('

'

16, 4X,

', 10 F12.4)

10 F12.1)

Time')
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SUBROUTINE SERVICE_AREA

REAL*8 N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,
n_s_increment_length,
LENGTH_DEGREE_LAT, LENGTH_DEGREE_LONG,
PV_LATITUDE (1000>, PV_LONGITUDE (1000),
PV_KW, PV_KW_SIZE (1000), BEGIN_TIME, END_TIME,
PERCENT_COVER, SPEED, TRANSMISSIVITY,
TIME, TIME_INCREMENT, CENTER_LAT, INSOLATION,
ALTITUDE, DATE, FILL_LEVEL, e._w_increment_count,
I NCREMENT_NUMBER, SHADOW_EW

oO~NoOOa WN =

INTEGER*4 PV_SYSTEM_NUMBER,
PV_LOC_WEST (1000), PV_LOC_NORTH (1000),
MAX_PV, PV_LINK (0:1000), PRESENT,

3 START_CLOUD (100), SEED, SHADOW_NS

N =

COMMON N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,
e_w._increment_count, n_s_increment_length,
LENGTH_DEGREE_LAT, LENGTH.DEGREE_LONG, PV_LINK,
PV_LOC_WEST, PV_LOC_NORTH, PV_SYSTEM_NUMBER,

DATE, PERCENT.COVER, SPEED,

TRANSMISSIVITY, TIME, TIME_INCREMENT, CENTER_LAT,
INSOLATION, ALTITUDE, INCREMENT_NUMBER, START._CLOUD,
FILL_LEVEL, SEED, SHADOW_NS, SHADOW._EW

Nooae WN -

REAL*8 E_W_DISTANCE, N_S_DISTANCE

Find the latitude of the center of the service area.
CENTER_LAT = (N_LAT + S_LAT) / 2

Caiculate teh length of one degree of latitude at the center.
LENGTH_.DEGREE_LAT = 111132.09
1 - (566.05 * DCOSD (2 * CENTER_LAT))
2 + (1.20 * DCOSD (4 x CENTER_LAT))
3 - (0.002 * DCOSD (6 * CENTER_LAT))

Calculate the length of one degree of longitude at the center.
LENGTH_DEGREE_.LONG = (111415.13 = DCOSD (CENTER_LAT))
1 - (94.55 * DCOSD (3 * CENTER_LAT))
2 + €(0.12 *x DCOSD (5 * CENTER_LAT))

Calculate the distance between the north and south borders
of the service area.
N_S_DISTANCE = (N_LAT - S_LAT) * LENGTH_DEGREE_LAT

Calculate the distance between the east and west borders.
E_W_DISTANCE = (W_LONG - E_LONG) * LENGTH_DEGREE_LONG

Calculate the number of east-west increments of 414 meters.
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e_w_increment_count = E_W_DISTANCE / 414. + 1.

Catculate the length of the north-south increments.
n_s_increment_length = N_S_DISTANCE / 100

Print at!l variables.
WRITE (1, 1002
WRITE (1, 200) N_LAT
WRITE <1, 300) S_LAT
WRITE (1, 400) E_LONG
WRITE (1, 500) W_LONG
WRITE (1, 600> E_W_DISTANCE
WRITE (1, 700) N_S_DISTANCE
WRITE (1, 800) LENGTH_DEGREE_LONG
WRITE (1, 900) LENGTH_DEGREE_LAT
WRITE (1, 1000) n_s_increment_length
WRITE (1, 1100) e_w..increment_count
WRITE (1, 1200)

Return to the main program.
RETURN

Here are the format statements for the subroutine.

100 FORMAT (' 1Description of service area:')

200 FORMAT (' Latitude of northern border is ', F6.2,
1 ' degrees north.’')

300 FORMAT (' Latitude of southern border is ', F6.2,
1 ' degrees north.’)

400 FORMAT (' Longitude of eastern border is ', F6.2,
1 ’ degrees west.’)

500 FORMAT (' Longitude of western border is ', F6.2,
1 ' degrees west.’)

600 FORMAT (' The length of the northern and southern borders is ',
1 F9.2, ' meters.’)

700 FORMAT (' The length of the eastern and western borders is ',
1 F9.2, ' meters.’)

800 FORMAT (' The length of one degree of longitude is ', F9.2,
1 ' meters.')

900 FORMAT (' The length of one degree of latitude is ', F9.2,
1 ' meters.')

1000 FORMAT (' There are 100 north-south increments, each of length ',
1 F?.2, ' meters.’)

1100 FORMAT (' There are ', F6.0, ' east-west increments, each of
1 length 414 meters.’)

1200 FORMAT ('1')

END
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SUBROUTINE PV_LOCATION

REAL*8 N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,
n_s_increment_length,
LENGTH_DEGREE_LAT, LENGTH_DEGREE_LONG,
PV_LATITUDE (1000), PV_LONGITUDE (1000),
PV_KW, PV_KW_SIZE (1000), BEGIN_TIME, END_TIME,
PERCENT_COVER, SPEED, TRANSMISSIVITY,
TIME, TIME_INCREMENT, CENTER_LAT, INSOLATION,
ALTITUDE, DATE, FILL_LEVEL, e_w_increment_count,
INCREMENT_NUMBER, SHADOW_EW

OOt WN -

INTEGER*4 PV_SYSTEM_NUMBER,
PV_LOC_WEST (1000)>, PV_LOC_NORTH (1000),
MAX_PV, PV_LINK (0:1000), PRESENT,
START_CLOUD (100), SEED, SHADOW_NS

WN -

COMMON N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,
e_w_increment_count, n_s_increment_length,
LENGTH_DEGREE_LAT, LENGTH_DEGREE_LONG, PV_LINK,
PV_LOC_WEST, PV_LOC_NORTH, PV_SYSTEM_NUMBER,

DATE, PERCENT_COVER, SPEED,

TRANSMISSIVITY, TIME, TIME_INCREMENT, CENTER_LAT,
INSOLATION, ALTITUDE, INCREMENT_NUMBER, START_CLOUD,
FILL_LEVEL, SEED, SHADOW.NS, SHADOW_EW

NooaWwWwNn -

REAL*8 LONG_DIFFERENCE, LAT_DIFFERENCE,
1 PV_METERS_FROM_WEST, PV_METERS_FROM_NORTH

This subroutine accepts as input one value of latitude and one of

of longitude that identify the location within the service area.
It then calculates the PV system's position within the grid
set up by the subroutine SERVICE_AREA (SERVAREA.FOR).

The PV system grid locations are stored in the arrays PV_LOC_WEST

and PV_LOC_NORTH.

The PV location is received from the main program in the variables

PV_LAT and PV_LONG. These are in decimal form.
Check to see if the location is within the service area.

IF (PV_LAT .GT. N_LAT> THEN
WRITE (1, 200> PV_LAT, N_LAT
PV_SYSTEM_NUMBER = PV_SYSTEM_NUMBER - 1
RETURN
END IF

IF (PV_LAT .LT. S_LAT) THEN
WRITE (1, 300) PV_LAT, S_LAT
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PV_SYSTEM_NUMBER = PV_SYSTEM_NUMBER - 1
RETURN
END IF

IF (PV_LONG .GT. W_LONG)> THEN
WRITE (1, 400> PV_LONG, W_LONG
PV_SYSTEM_NUMBER = PV_SYSTEM_NUMBER - 1
RETURN
END IF

IF (PV_LONG .LT. E_LONG) THEN
WRITE (1, 500> PV_LONG, E_LONG
PV_SYSTEM_NUMBER = PV_SYSTEM_NUMBER - 1
RETURN
END IF

Determine where the PV system is located in the north-south
increments.

LONG_DIFFERENCE = W_LONG - PV_LONG
PV_METERS_FROM_WEST = LONG_DIFFERENCE * LENGTH_DEGREE_LONG
PV_LOC_WEST (PV_SYSTEM_NUMBER) = (PV_METERS_FROM_WEST / 414) + 1

Check again to be sure the PV system is within the area.

IF (PV_LOC_WEST (PV_SYSTEM_NUMBER) .GT. E_W_INCREMENT_COUNT> THEN
WRITE (1, 600) PV_LAT, PV_LONG,
1 PV_LOC_WEST (PV_SYSTEM_NUMBER), E_W_INCREMENT_COUNT
PV_SYSTEM_NUMBER = PV_SYSTEM_NUMBER - 1
RETURN
END IF

Determine where the PV system is located in the east-west
increments.

LAT_DIFFERENCE = N_LAT - PV_LAT

PV_METERS_FROM_NORTH = LAT_DIFFERENCE * LENGTH_DEGREE_LAT
PV_LOC_NORTH (PV_SYSTEM_NUMBER) =

1 (PV_METERS_FROM_NORTH / N_S_INCREMENT_LENGTH) + 1

Check again to be sure the PV system is within the area.

IF (PV_LOC_NORTH (PV_SYSTEM_NUMBER) .GT. 100) THEN
WRITE (1, 700) PV_LAT, PV_LONG,
1 PV_LOC_NORTH (PV_SYSTEM_NUMBER)
PV_SYSTEM_NUMBER = PV_SYSTEM_NUMBER - 1
RETURN
END IF

Sort the PV location arrays using a linked list.
The array is first sorted from east to west, then from north
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C to south.

PRESENT = PV_LINK (0D
PREVIOUS = 0

C Find the place in the east-west order.

DO WHILE (PRESENT .NE. 0 .AND.
1 PV_LOC_WEST (PV_SYSTEM_NUMBER) .GT.
2 PV_LOC_WEST (PRESENT))

PREVIOUS = PRESENT

PRESENT = PV_LINK (PRESENT)>

END DO

c Find the place in the north-south order.

DO WHILE (PRESENT. NE. O .AND.

PV_LOC_WEST (PV_SYSTEM_NUMBER) .EQ.
PV_LOC_WEST (PRESENT) .AND.
PV_LOC_NORTH (PV_SYSTEM_NUMBER) .GT.
PV_LOC_NORTH (PRESENT))

PREVIOUS = PRESENT

PRESENT = PV_LINK (PRESENT)

END DO

HWN =

Cc Adjust the links.
PV_LINK (PV_SYSTEM_NUMBER) = PV_LINK (PREVIOUS)
PV_LINK (PREVIOUS) = PV_SYSTEM_NUMBER

Cc Here are the format statements for the subroutine.

200 FORMAT (' The PV latitude ', F6.2, ' is north of the northern
1 border, latitude ', F6.2, '.")

300 FORMAT (' The PV latitude ', F6.2, ' is south of the southern
1 border, latitude ', F6.2, '.")

400 FORMAT (' The PV longitude ', F6.2, ' is west of the western
1 border, longitude ', F6.2, '.")

500 FORMAT (' The PV longitude ', F6.2, ' is east of the eastern

1 border, longitude ', F6.2, ’'.")
C 600 FORMAT (' The PV system located at latitude ', F6.2, ' and
C 1 longitude ', F6.2, ' has an east-west increment number of ',
c 2 15, ' which is greater than the allowable value of ’', 15)
C 700 FORMAT (' The PV system located at latitude ', F6.2, ' and
Cc 1 longitude ', F6.2, ' has a north-south increment number of ',
C 2 15, ' which is greater than the allowable value of 100.')

600 FORMAT (2F6.2, 215)
700 FORMAT (2F6.2, 15)

RETURN
END
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SUBROUT INE I NSOLAT ION_SUB

REAL*8 N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,
n_s_increment_length,
LENGTH_DEGREE_LAT, LENGTH_DEGREE_LONG,
PV_LATITUDE (1000), PV_LONGITUDE (1000),
PV_KW, PV_KW_SIZE (1000), BEGIN_TIME, END_TIME,
PERCENT_COVER, SPEED, TRANSMISSIVITY,
TIME, TIME_INCREMENT, CENTER._LAT, INSOLATION,
ALTITUDE, DATE, FILL_LEVEL, e_w_increment_count,
INCREMENT._NUMBER, SHADOW_EW

DN WN =

INTEGER*4 PV_SYSTEM_NUMBER,

1 PV_LOC_WEST (1000>, PV_LOC_NORTH (1000),
2 MAX_PV, PV_LINK (0:1000)>, PRESENT,
3 START_CLOUD (100>, SEED, SHADOW_NS

COMMON N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,
e_w_increment_count, n_s_increment_length,
LENGTH_DEGREE_LAT, LENGTH_DEGREE_LONG, PV_LINK,
PV_LOC_WEST, PV_LOC_NORTH, PV_SYSTEM_NUMBER,

DATE, PERCENT_COVER, SPEED,

TRANSMISSIVITY, TIME, TIME_INCREMENT, CENTER_LAT,
INSOLATION, ALTITUDE, INCREMENT_NUMBER, START_CLOUD,
FILL_LEVEL, SEED, SHADOW.NS, SHADOW_EW

NSNSooaWNn -

REAL*8 HOUR_ANGLE, DECLINATION, AIR_MASS, TRANSMITTANCE,
1 BEAM, COS_|

This subroutine calculates the clear sky insolation for a
Pv array tilted at an angle equal to its latitude located
at the center of the service area, denoted by CENTER_LAT.
The calculation is done for each time increment during
the simulation.

The main program provides the following variables.

CENTER_LAT: The center latitude of the service area.

E_LONG, W_LONG: The eastern and western service area borders.

DATE, TIME: The date and time at which the insolation is to be
caiculated.

The subroutine returns the following values.

INSOLATION: the clear sky insolation.
ALTITUDE: The altitude angle of the sun.
AZIMUTH: The azimuth angle of the sun,
DECLINATION: The declination of the sun.
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Calculate the declination of the sun.
DECLINATION = 23.5 * DSIND ((DATE - 80.)> x (360. / 365.))
Calculate the hour angle of the sun. (Assume time is solar time.)
HOUR_ANGLE = (12.0 - TIME) x 15.
Calculate the altitude angle of the sun.
ALTITUDE = DASIND ((DSIND (CENTER_LAT) * DSIND (DECLINATION)) +
1 . (DCOSD (CENTER_LAT) * DCOSD (DECLINATION) x

DCOSD (HOUR_ANGLE)Y))

Calculate the air mass at sea level. Assume this value for
the air mass at the service area.

AIR_MASS = (DSQRT (1229. + ((614. * DSIND (ALTITUDE)) *x 2 1)) -
1 (614. * DSIND (ALTITUDE)>

Calculate the atmospheric transmittance.

TRANSMITTANCE = 0.5 * (DEXP (-0.65 * AIR_MASS) +
1 DEXP (-0.095 * AIR_MASS))

Calculate the beam radiation on the earth’s surface.
BEAM = 1353, * TRANSMITTANCE

Calculate the cosine of the incidence angle for the PV array:
south facing, tilted at angle equal to latitude.

COS_.| = DCOSD (DECL INATION)> * DCOSD (HOUR._ANGLE)
IF ¢COS_}I .LT. 0.0) THEN

COoS_1 = 0.0

END IF

Calculate the clear-sky insolation incident on the array.
INSOLATION = BEAM * COS_|

Return to the main program.

RETURN
END
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SUBROUTINE FiILL

REAL*8 N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,
N__S_INCREMENT_LENGTH,
LENGTH_DEGREE_LAT, LENGTH_DEGREE_LONG,
PV_LATITUDE (1000), PV_LONGITUDE (1000),
PV_KW, PV_KW_SIZE (1000), BEGIN_TIME, END_TIME,
PERCENT_COVER, SPEED, TRANSMISSIVITY,
TIME, TIME_INCREMENT, CENTER_LAT, INSOLATION,
ALTITUDE, DATE, FILL_LEVEL, e_w_increment_count,
INCREMENT_NUMBER, SHADOW_EW

oONOOA W =

INTEGER*4 PV_SYSTEM_NUMBER,
PV_LOC_WEST (1000), PV_LOC_NORTH (1000),
MAX_PV, PV_LINK (0:1000), PRESENT,
START_CLOUD (100>, SEED, shadow_ns

W -

COMMON N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,
e_w_increment_count, N_S_INCREMENT_LENGTH,
LENGTH_DEGREE_LAT, LENGTH_DEGREE_LONG, PV_LINK,
PV_LOC_WEST, PV_LOC_NORTH, PV_SYSTEM_NUMBER,

DATE, PERCENT_COVER, SPEED,

TRANSMISSIVITY, TIME, TIME_INCREMENT, CENTER._LAT,
INSOLATION, ALTITUDE, INCREMENT_NUMBER, START_CLOUD,
FILL_LEVEL, SEED, shadow_ns, SHADOW_EW

NoomaWwWwNn =

This subroutine fills the starting cloud increment array with
a cloud pattern generated according to the input variables
PERCENT COVER and TRANSMISSIVITY.

The output is the array START_CLOUD, which represents clouds
in an east-west increment on the south end of the service area.

The array has size e_w_increment_count.

The values in the array represent the number of increments following

the present increment that will have portions of the same cloud.
A value of 0, to which the array is initialized, represents no cioud
(full sun).

REAL*8 CDF_AREA, AREA, NEW_AREA, CLOUD_LENGTH, CLOUD_WIDTH,
1 shadow_length, shadow_width, FILL_LEVEL_COUNT

INTEGER*4 COUNT

The variable FILL_LEVEL is the sum of the percentages to which each
previous increment was filled with clouds. This value is divided
by INCREMENT_NUMBER and the result is compared with PERCENT_COVER
to see if more clouds should be added to the starting increment.

FILL_LEVEL_COUNT = O.
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Update the previous starting increment. This continues the clouds
from the previous increment that have not yet reached their full
size.

INCREMENT_NUMBER = INCREMENT_NUMBER + 1.

DO COUNT = 1, e_w_increment_count
IF (START_CLOUD (COUNT> .GT. 0> THEN
START_CLOUD (COUNT)> = START_CLOUD (COUNT)> - 1
FILL_LEVEL.COUNT = FILL_LEVEL_COUNT + 1.
END IF
END DO

Calculate the new FILL_LEVEL.
FILL_LEVEL = FILL_LEVEL + (FILL_LEVEL_COUNT / e_w.increment_count)
Add clouds if the fill level is less than the required range.

DO WHILE C(C(FILL_LEVEL / INCREMENT_NUMBER) .LT.
(0.009 * PERCENT_COVER))

Generate a cloud size.
First get a random number.
CDF_AREA = RAN (SEED)

Now solve the cumulative distribution function of the cloud area
for the area that corresponds to this random number.

AREA = 0.0
NEW_AREA = 1.0

DO WHILE (DABS (AREA -~ NEW_AREA) .GT. 0.001)
AREA = NEW_AREA
NEW_AREA = (CDF_AREA + 0.180) /
(0.880 - (0.442 * DLOG (AREA)))
END DO

This formuia calculates the area in square nautical miles.
Convert to square meters.

AREA = 3433609. * NEW_AREA

Calculate the width and length of the cloud. The cloud width is

0.582 * cloud length. Length runs north-south, width runs east-west.

CLOUD_LENGTH = DSQRT (AREA / 0.582)
CLOUD_WIDTH = 0.582 * CLOUD.LENGTH
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Calculate the elongation of the shadow caused by the position of
the sun.

shadow_width = CLOUD_width =
1 (1 + (0.963 x (1 /7 DTAND C(ALTITUDE>>)>)>

The shadow width then equats the clioud width,
shadow_length = CLOUD_length

Determine how many east-west and north-south increments the shadow

will fill.
shadow..ns = shadow_length / N_S_INCREMENT_LENGTH + 1
SHADOW_EW = shadow_width /7 414. + 1.

Place the cloud in the starting increment if it will fit.

CALL PLACE_CLOUD
END DO

RETURN
END

SUBROUTINE PLACE_CLOUD

REAL*8 N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV_LONG,
N_S_INCREMENT_LENGTH,
LENGTH_DEGREE_LAT, LENGTH_DEGREE.LONG,
PV_LATITUDE €1000), PV_LONGITUDE (1000),
PV_KW, PV_KW_SIZE (1000), BEGIN_TIME, END_TIME,
PERCENT_COVER, SPEED, TRANSMISSIVITY,
TIME, TIME_INCREMENT, CENTER_LAT, INSOLATION,
ALTITUDE, DATE, FILL_LEVEL, e_w_increment_count,
INCREMENT_NUMBER, SHADOW_EW

OO WN =

INTEGER*4 PV_SYSTEM_NUMBER,
PV_LOC_WEST (1000)>, PV_LOC_NORTH (1000),
MAX_PV, PV_LINK (0:1000), PRESENT,
START_CLOUD (100), SEED, shadow_ns

wWpn =

COMMON N_LAT, S_LAT, E_LONG, W_LONG, PV_LAT, PV._LONG,
e_w_increment_count, N_S_INCREMENT_LENGTH,
LENGTH_DEGREE_LAT, LENGTH_DEGREE_LONG, PV_LINK,
PV_LOC_WEST, PV_LOC_NORTH, PV_SYSTEM_NUMBER,

DATE, PERCENT_COVER, SPEED,

TRANSMISSIVITY, TIME, TIME_INCREMENT, CENTER_LAT,
INSOLATION, ALTITUDE, INCREMENT_NUMBER, START_CLOUD,
FILL_LEVEL, SEED, shadow_ns, SHADOW_EW

Noomawpn -
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INTEGER*4 ORIG_LOC, START_LOC, PRES_LOC, COUNT, I, II

This subroutine checks the starting increment to see if there

is enough room to put the cloud generated in the subroutine FILL.
If there is it inserts the cloud. |If not, it returns to the
subroutine FILL.

A random location in the starting array is first chosen. The cloud
is placed in the first location to the south that is large enough to
hoid the clioud. |If the southern edge is reached, the subroutine
proceeds to the northern edge and begins looking there until the
cloud is inserted or the original location is reached.

Pick a random location in the starting array.
ORIG_LOC = RAN (SEED) * e_w._increment_count + 1
IF (ORIG_LOC .GT. e_w.increment_count) THEN

ORIG_LOC = e_w_increment_count
END IF

Begin looking for an opening large enough for the cloud at one
increment east of the original focation. This simplifies the
progranming.

START_LOC = ORIG_LOC + 1

First check the starting location.

- PRES_LOC = START_LOC

COUNT counts the number of empty increments found east from
START_LOC.

COUNT = O

Keep trying to put the cloud in the array until you reach the
original location.

DO WHILE (PRES_LOC .NE. ORIG_LOC)
Check for an empty increment in the starting array.
IF (START_CLOUD (PRES_LOC) .EQ. 0) THEN
If the increment is empty, add 1 to COONT.
COUNT = COUNT + 1

Check to see if there is room to insert the cloud.

IF (COUNT .GE. SHADOW_EW) THEN
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{f there is room, insert the cloud and return.

DO | = START_LOC, START_LOC + SHADOW_EW

=1

IF ¢ .GT. e_w_increment_count) || =

I - e_w_increment_count

START..CLOUD (11> = shadow.ns

END DO :
FILL_LEVEL = FILL_LEVEL + SHADOW_EW / e_w_increment_count
RETURN ‘

|f there is not room, then increment PRES_LOC.
ELSE

PRES_LOC = PRES_LOC + 1
IF (PRES_LOC .GT. e_w_increment_count) PRES_LOC = 1.
END IF

If the increment is not empty, then reset START_LOC and COUNT.
ELSE

START_LOC = PRES_LOC + 1
IF (START_LOC .GT. e_w_increment_count) START_LOC = 1.
PRES_LOC = START_LOC
COUNT = O
END IF

Check the next increment.
END DO

If you drop out of this loop, it means there is no room for the
cloud. Return to the subroutine FILL for another cioud.

RETURN
END
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SAMPLE PUBLIC SERVICE COMPANY OF OKLAHOMA
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PTI INTERACTIVE POWER SYSTEM SIMULAYOR--PSS/E WED, JUL 30 1986 09:10
12-85 1988 APR 100 BASE GROUP B
GBB8BAPR, SPRING, NO.2, CASE?

Crxzmsrascmcascsssamsccxsz BUS DATA SEsesnwswuswwmsssswwscresd> Cesumcrxouskwcarscscsanmwwa® _JNE DATA CTruvewnsesranvsrrrasanvravend
FROM AREA VOLT GEN LoAD SHUNT 10 TRANSFORMER RATING
BUS NAME ZONE PU/KV ANGLE MW/MVAR MW/MVAR MW/MVAR  BUS NAME CKT AREA MW MVAR RATIO  ANGLE %I MvA
mm=m= mumamC¥EoESE UsES EE=ms weams sEfEsSES usessEs w=Es==  wsses EsEerCvesss = mmss  sNEsSE Seemas  =wEesEE Srsrews mEs Ewas
4163 ONETA4PT 23 1.049 -8.5 0.0 16.6 0.0 == m s e et m e meeeoemceceoom—oeeoo-

1 0.0 3.4 0.0 4125 B10O1S4PT 30 40 19. ts 287

4126 B101IN4PT

1 q 1
1 1 1

4147 BARR 4PT i 30 33.§5 21.3 ; ia 2175
4143 BARRSAPT f 5 8
1 1 6

4164 ONETA7PY 23 -142.1 -113, 1.079LK 35 500
4140 RIVSD4PT 23 1.035 -9.7 100.0 0.0 0.0 === - ee-ce-es--cese--ca-ce--m-ce-teasceisascmmema-mseca--oe-sosee-
i 55.0R 0.0 0.0 3134 WELEETKA 1 15 64.9 -10.4 58 110
3948 BEE 4 1 22 148.8 39.2 63 237
4114 WEKWA4PT 123 -1.5 -0.7 1 215
4116 JENKS4PT {30 14.4 6.6 7 215
4124 B117-4PT 1 30 -39.0 -16.9 14287
4139 RIVSD?PT 1 23 -168.4 7.8 1.028LK 33 500
4145 TPS 4PT 1 23 17.5 6.0 8 215
4208 ORU W4PT 1 30 -14.5 10.5 5 344
4212 ORU E4PT T 23 °6.9 137 4~ 344
4269 OKMULA4PE 1 23 84.6 0.1 38 215
4114 WEKWA4PT 23 1.035 -9.7 0.0 1.0 [ R e e L L LR TR PR
1 0.0 0.2 0.0 3128 KEYSTON4 1 15 42.9  -10.0 27 160
4112 WEKWATPT § 23 -127.1 -13.0 1.025LK 75 500
4140 RIVSD4PT 1 23 t.5 -1.9° 1 215
4172 SSPRS4PT 1 23 63.0 14.3 27 229
4180 WEDTP4PT 1 23 39.2 7.7 17 229
4210 TNTAP4APT 1 23 -20.5 2.6 9 229
4174 TULSN4PT 23 1.035 -8.7 0.0 7.0 [ T R Rt L L R
1 0.0 1.3 0.0 4196 HARVE4PT 1 23 26.9 8.2 23 160
4197 N46W _4PT 123 15.2 1.9 9 160
4198 CHER 4PT 138 1 33 ~3.4 7a.9 8 174
4203 OWSANA4PT 1 23 -5.8 2.1 3 186
4210 TNTAP4PT 1 23 27.7  -4.3 15 186
4211 TULSN7PT 1 23 -123.7 -24.1 1.025LK 24 500
4716 BARNSar8 i~ 23 55.0 -0.8 35 215
4224 NEASNAPB 1 23 -8.8 0.8 4 215
4147 CATSA4PT 23 1.028 -8.4 0.0 8.6 [ I B L R R R
1 0.0 1.7 0.0 3313 CATSASGR 121 -49.6_ 37.1 1.000LK 40 150
3313 CATSASGR 2 21 ~50.1 37.5 a7 150
4128 LYNNEA4PT 1 23 43.1 -15.2 26 174
4151 TCEMT2PT 1 23 15.6  -4.9 1.000UN 32 50
4161 E21TP4PT 1 23 26.0 -24.7 20 174
4184 AGR WaprT i 23 7.8 -6.6 13t
4198 CHER 4PT 138 1 23 5.8 -16.7 10 174
4202 OWASSA4PT 1 23 -1.2 -8.1 6 145

- 'CP1AQO}

o Oblsrema

Zsi



PTI INTERACTIVE POWER SYSTEM SIMULATOR--PSS/E
12-85 1988 APR 100 BASE

GRQUP B

WED,

JUL 30 1986 09:3f1

GBBBAPR, SPRING, NO.2, CASE 2
Csamszxsmescamasnssnxztcxone BUUS DATA "=ssszsmesnavzuczRuzzaucrad Lxxuxcswexnsceaxazsssnxmzoes LINE DATA ssssseumsswszccrscoasncssosxad
FROM AREA VOLT GEN LOAD SHUNT T0 TRANSFORMER RATING
BUS NAME ZONE PU/KV ANGLE MW/MVAR MW/MVAR MW/MVAR  BUS NAME CKT AREA MW MVAR RATIO  ANGLE %I MvaA
amEEs meEEsuEEzaET mEEs “sEus Sesas AsEENSE EEERsS4 sEEzEmaE  MEESE sEEEsSsasiEs EEE NS SmSEMN FEEEE SUEWERE EaEECEE ETE oEmw
N
4163 ONETA4PT 23 1.049 -8.3 0.0 16.6 [N R R LG L P PR EEEE PR PR
1 0.0 3.4 0.0 4125 B101S4PT 1 30 40.4 19.2 15 287
4126 B101IN4PT 1 30 41.7_ 24.1 21215
4142 BARR 4PT 1 30 32.6 21.3 i7 215
4143 BARRS4PT t 30 9.4 45.8 21 215
4164 ONETA7PT 1 23 -140.7 -113.7 1.079LK 34 500
4140 RIVSD4PT 23 1.035 -9.6 100.0 0.0 [ R e e e et des
1 54.4R 0.0 0.0 3134 WELEETKA [ 15 65.2 -10.5 58 110
3948 BEE 4 1 22 149.0 39.2 63 237
4114 WEKWA4PT 1 23 -1.3 -0.8 1 215
o 4116 JENKS4PT 1 30 13.6 6.5 7_215_
4124 B111-4PT 1 30 -38.9 -17.0 147 387
4139 RIVSD7PT 1 23 -166.4 7.5 1.025LK 32 500
4145 TPS  4PT 1 23 16.8 5.9 8 215
4208 ORU W4PT 130 -15.1 10.4 5 344
4212 ORU E4PT 1T 23 -8.0 13.0 4 344
4269 OKMULA4PE 1 23 84.9 0.1 38 215
4114 WEKWA4PT 23 1.035 -9.5. 0.0 1.0 [« I B R R R
1 0.0 0.2 0.0 3128 KEYSTON4 1 15 43.2  -10.0 27 160
4112 WEKWATPT 1 237 -126.4 -i3.1 1.025LK 25 500
4140 RIVSD4PT 1 23 1.9 -1.9 1 215
4172 SSPRS4PT 1 23 62.4 14.4 27 229
4180 WEDTP4PT 1 23 38.8 7.7 17 229
4210 TNTAP4PT 123 -20.3 276 9 229
4174 TULSN4PT 23 1.035 -8.5 0.0 7.0 [ I R e T
1 0.0 1.3 0.0 4196 HARVE4PT 1 23 36.8 8.2 23 160
4197 N4G6W 4PT 123 15. 1 1.9 3 160
4198 CHER 4PT 138 1 23 -3.6 14.9 9 174
4203 OWSAN4PT 1 23 -5.7 2.1 3 186
4210 TNTAP4PT 1 23 27.5 -4.3 14 1B6
4211 TULSN7PT 1 23 -123.4 -24.1 1.025LK 24 500
4216 BARNS4PB T 23 551 -0.8 25 215
4224 NEASN4PB 1 23 -8.8 0.8 4 215
4147 CATSA4PT 23 1.028 -8.2 0.0 8.6 [ R b R R L e
1 0.0 1.7 0.0 3313 CATSAS5GR 1 21 -49.0 37.0 1.000LK 40 150
33713 CATSASGR Z 21 -39.5 37.4 a0 150
4128 LYNNE4PT 1 23 41.9 -15.1 25 174
4151 TCEMT2PT 1 23 15.7 -4.9 1.000UN 3z SO
4161 E21TP4PT 123 25.4 -24.6 20 174
4194 AGR WaPT 1 23 2.0 “6.8 5 141
4198 CHER 4PT 138 1 23 6.1 -16.7 10 174
4202 OWASS4PY 1 23 -1.0 -8.1 5 145

- {CP1AQQ!
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PTYI INTERACTIVE POWER SYSTEM SIMULATOR--PSS/E

12-85 1988 APR 100 BASE
GBABAPR, SPRING. NO.2. CASE3

GROUP B

WED.

JuL 30

1986

10:56

Crcscsswcesszsszssrcxzas= BUS

DATA w"wassssmanwsrzwusmasccona>

¢T¥ERNmmz mCATCECOETNTITENIRNEEA

LINE DATA mrwrssmawswmnsansuwsamswasrenm)

FROM AREA vOLT GEN LOAD SHUNT T0 TRANSFORMER RATING
BUS NAME ZONE PU/KV ANGLE MW/MVAR MW/MVAR MW/MVAR  BUS NAME CKT AREA MW MVAR RATID  ANGLE %1 MvVA
EENSE REPTCIEEEEIEN wODE ESSAN S¥sEN RYNENSSE EAEEEEY FESSSES EEEEN ETICIEITIEEN NEE NN SFEETN ETNTNY SSESEEN NTIIENE NEN Sewe
4163 ONETA4PT 23 41.049 -8.4 0.0 16.6 [ B e R e AL L
1 0.0 3.4 0.0 4125 B101S4PY 1 30 40.5 19.2 15 287

4126 B10IN4PY 1 30 41.8  24.1 21_ 215

4142 BARR 4FPT i 30 32.2  21.3 i7" 21%

- 4143 BARRS4PT 1 30 9.8 45.8 2% 21S

4164 ONETATPT 1 23 -141.0 -113.7 1.079LK 35 500

4140 RIVSDAPT 23 1.035 -9.6 100.0 0.0 0.0 =o=-rme-co-oee e oem-oreae-o - ee-e----t-=-----ccee-s-some----=-eco--
1 54.5R 0.0 0.0 3134 WELEETKA 1 15 65.2 -10.5 58 110

3948 BEE 4 1 22 143.0 39.2 63 237

4114 WEKWA4PT 1 23 -1.3 -0.8 1t 218

4116 JENKS4PT 1 30 13.9 6.5 7215

4724 B111-apT 1 30 -38.9 -17.0 14 287

4139 RIVSDIPT 1 23 -166.6 7.6 1.025LK 32 500

4145 TPS 4PT 1 23 16.8 5.9 8 215

4208 ORU W4PT 1 30 -15.3 10.4 5 344

4272 0RU E4PT 1 23 -7.7 1370 4 334

4269 OXMULAPE 1 23 Ba.9 0.1 38 215

4114 WEKWAAPT 23 {1,035 -9.5 0.0 1.0 [ e D e R R R
1 0.0 0.2 0.0 3128 KEYSTONA 1 15 43,2 -10.0 27 160

41127 WEKWATPT 1 23 -126.4 -13.0 1.0251K 25 500

4140 RIVSD4PT 1 23 1.3 -1.9 t 215

4172 SSPRSAPT 1 23 62.4 14.4 27 229

4180 WEDTP4PTY 1 23 38.8 7.7 17 229

42710 TNTAPAPT i 23 -20.2 2.6 9 229

4174 TULSNAPT 23 1.035 -8.6 0.0 7.0 [ R R R e L LR R T
1 0.0 1.3 0.0 4196 HARVE4PTY 1 23 36.9 8.2 23 160

4197 N4EW 4PT 1 23 15.1 1.9 9 160

4198 CHER 4PT 138 1 23 -3'5 (ENE) 8 74

4203 OWSANAPT 1 23 -5.7 2.1 3 186

4210 TNTAP4PT 1 23 27.5 -4.3 14 186

4211 TULSN7PT 1 23 -123.6  -24.1 1.025LK 24 500

4216 BARNS4PB 1 23 55.1 -0.8 25 215

4224 NEASN4PB 1 23 -8.8 0.8 4 215

4147 CATSA4PT 23 41.028 -8.3 0.0 8.6 [ B e R L R P LR
1 0.0 1.7 0.0 3313 CATSASGR 1 21 -49.2 37.1 1.000LK 40 150

3313 CATSASGR 2 21 -49.7 371.5 40 150

4128 LYNNE4PT 1 23 41.4 -15.2 25 174

4151 TCEMT2PY 1 23 15.7 -4.8 1.000UN 32 50

4161 E21TP4PT 1 23 26.5 -24.7 20 174

4194 AGR W4pT 1 23 7.9 -6.6 5347

4198 CHER 4PT 138 1 23 5.9 -16.7 10 174

4202 OWASS4PT 1 23 1.9 -B.1 6 145

- icP1ACY
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PTI INTERACTIVE POWER SYSTEM SIMULATOR--PSS/E WED, JUL 30 1986 13:06
12-85 1988 APR 100 BASE GROUP B
GBBBAPR, SPRING, NO.2, CASE4

zuxuwsswswraczsxzasexcex BUS DATA ==sxssczswmamszxzxmczroczaad Ksexrunczsaczencnzxsuxsnanms | JNE DATA s=zoasesuswamorcwzsenzcncncws)d
FROM AREA VOLT GEN LoAD SHUNT \{¢] TRANSFORMER RATING
BUS NAME ZONE PU/KV ANGLE MW/MVAR MW/MVAR MWw/MVAR BUS NAME CKT AREA MW MVAR RATIO  ANGLE %I MVA
NEEEM MEANAEEDEENE EMEE DENES EEESS WASENEN sENGmEN ESxsEa3 EEINE SEETEESECIEN OON NENS sSESEE MBEES  saSsENE SEsENSS EEw Ruws
4163 ONETA4PT 23 1.049 -8.7 T 0.0 16.6 [ L e R e R
1 0.0 3.4 0.0 4125 BtOIS4APT 1 30 40.2 19.0 15 287

4126 B1OINAPT 1__ 30 42.5  24.0 22 215

4142 BARR 4PT i 30 33.7 21.3 18 215

4143 BARRS4PTY f 30 10.6 45.9 21 215

4164 ONETATPT 1 23 -143.6 -113.6 1.079LK 35 500

4140 RIVSD4PT 23__1.035 _-9.9 100.0 0.0 0.0 =-----=---- Sttt ebietaietete et odetotabtutdedufefedaiuietolid
1 55.6R 0.0 0.0 3134 WELEETKA 1 15 64.7 -10.4 58 110

3948 BEE 4 t 22 148.7 39.2 63 237

4114 WEKWA4PY 1 23 -1.4 -0.7 1 215

4116 JENKS4PT 1 30 15.2 6.6 7215

4123 B111-4pPT 1 30 -38.6 -16.9 14~ 287

4139 RIVSDTPT t 23 -169.7 8.0 1.025LK 33 500

4145 TPS 4PT 1 23 18. 1 6.0 9 215

4208 ORU W4PT 1 30 -15.4 10.5 5 344

4212 ORU E4PT 1 23 ~5.7 13.2 4 344

4269 DKMUL4PE 1 23 84.3 0.1 38 215

4114 WEKWA4PT 23 1.035 -9.8 0.0 1.0 [ I B R R Tk
1 0.0 0.2 0.0 3128 KEYSTON4 1 15 42.8__-10.0 27 160

4712 WEKWATPT i 23~ -127.4 -12.9 1.025LK 25 500

4140 RIVSD4PT 1 23 1.4 -2.0 t 215

4172 SSPRS4PT 1 23 63.3 14.3 27 229

4180 WEDTP4PT 1 23 39.4 7.7 17 229

4210 TNTAFAPT T 23 -20.4 278 § 239

4174 TULSN4PT 23 1.035 -8.8 0.0 7.0 [ I R R
1 0.0 1.3 0.0 4196 HARVEA4PT 1 23 37.0 B.2 23 160

4197 N46W_4PT 123 15,2 1.9 9 180

4198 CHER 4PT 138 1 33 -2.7 13°9 B 174

4203 OWSAN4PT 1 23 -5.7 2.0 3 186

4210 TNTAP4PT 1 23 27.7 -4.3 15 186

4211 TULSNTPY 1 23  -124.6  -24.0 1.025LK 25 500

4276 BARNS4PB 1 23 54.9 -0.8 25 215

4224 NEASN4PB 1 23 -8.7 0.8 4 215

4147 CATSA4PT 23 1.027 -8.6 0.0 8.6 [N B R e R R
. 1 0.0 1.7 0.0 3313 CATSAS5GR 121 -50.4  37.2  1.000LK 41 150
3373 CATSASGR 2 21 -50.9 37.86 47 150

4128 LYNNEAPT t 23 43.4 -15.3 26 174

4151 TCEMT2PT 1 23 15.7 -4.8 1.000UN 32 50

4161 E21TP4PT 1 23 28.5 -24.8 21 174

4194 AGR WaPT 1 23 .5 6.6 5 141

4198 CHER 4PT 138 1 23 5.2 -16.7 10 174

4202 OWASS4APT 1 23 -1.5  -8.2 6 145

-« (P 1A00)
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PT1 INTERACTIVE POWER SYSTEM SIMULATOR--PSS/E WED,

12-85 1988 APR 100 BASE
GBB89APR, SPRING, NO.2, CASES

GROUP 8

JUL 30 1986 12:59

{ssscswsumsanmsnumsssss=n BUS

DATA swssssmssssusssmemansscasy

CTuussssEwawmaFswwsuwzZuUEEES

LINE DATA =sesssaessscsassusmsssnsasn=>

FRON AREA VOLT GEN LOAD SHUNT T0 TRANSFORMER RATING
BUS NAME ZONE PU/KV ANGLE MW/MVAR MW/MVAR MW/MVAR  BUS NAME CKT AREA MW MVAR RATIO  ANGLE %I MvA
BEzun SEEENEEEIINE SNEE SEGNE ESEES  EENSESN EEENNEN FAEESSN EFEsX AEGCENIARSEE SND EWEes NaSs=y SEcEEE  muENess Tassass wmm wmmw
4163 ONETA4PT 23 1.049 -B.5 0.0 16.6 [ I e R
1 0.0 3.4 0.0 4125 B10154PT 1 30 39.8 19. 1 15 287

4126 B10OINAPT 1 30 41.8  24.1 21215

4132 BARR 4PT T 30 33,2 21.3 17 215

4143 BARRS4PT 1 30 10.9 45.8 21 215

4164 ONETA7TPT 1 23 -142.3 -113.7 1.079LK 35 500

4140 RIVSD4PT 23 1.035 -9.7 100.0 0.0 0.0 mcc-cese e imcNscesessotcoemNsasesacseaccecseameac-ma---
] 54.7R 0.0 0.0 3134 WELEETKA i 5 65.0 -10.5 58 110

3948 BEE 4 1 22 149.0 39.2 63 237

4114 WEKWA4PT 1 23 1.1 -0.8 1 215

4116 JENKS4PT 130 14.9 6.6 72158

3124 B1171-4PT T 30 -38.7 -i7.0 14 287

4139 RIVSD7PT 1 23  -167.4 7.7 1.025LK 32 500

4145 TIPS 4PT 1 23 17.9 5.9 8 215

4208 ORU W4PT 1 30 -17.3 10.4 6 344

4212 0RU E4PT T 23 -7.2 13.0 4 344

4269 OKMUL4PE 1 23 84.7 0.1 a8 215

4114 WEKWA4PT 23 1.035 -9.7 0.0 1.0 [ I R
1 0.0 0.2 0.0 3128 KEYSTON4 1 15 43.0 -10.0 27 160

4112 WERKWATPT 1 23 -126.7 -13.0 1.025LK 25 500

4140 RIVSD4PT 1 23 1.1 -1.9 1 215

4172 SSPRS4PT 1 23 62.8 14.4 27 229

4180 WEDTP4PT 1 23 39.0 7.7 17_ 229

4270 TNTAPAPT T 23 -20.2 2.6 9 229

4174 TULSN4PT 23 1.035 -8.7 0.0 7.0 [ R D L el R TR
1 0.0 1.3 0.0 4196 HARVE4PT 1 23 37.0 B.2 23 160

4197 N46W 4PT 123 15.1 1.9 9 160

4198 CHER 4PT 138 1 23 -3.0 14.9 8 174

4203 OWSANA4PT 1 23 -5.6 2.0 3 186

4210 TNTAP4PT 1 23 27.5 -4.2 14 186

4211 _TULSN7PY 123 -124.2 -24.0 1.025LK 24 500

4216 BARNSaPB 123 55.0 -0.8 25 215

. 4224 NEASN4PB 23 -8.7 0.8 4 215

4147 CATSA4PT 23 1.027 -8.4 0.0 8.6 [N e R L L EE L L LR TR
1 0.0 1.7 0.0 3313 CATSASGR 129 -49.8  37.1  1.000LK 40 150

3313 CATSASGR 77 27 -50.3 37.5 41 150

4128 LYNNE4PT 1 23 42.1 -15.2 25 174

4151 TCEMT2PT 1 23 15.7 -4.8 1.000UN 32 SO

4161 E21TP4PT 123 27.9  -24.7 21 174

4133 AGR WapT ~ 7T 7 23 37T 66 5 141

4198 CHER 4PT 138 1 23 5.4 -16.7 10 174

4202 OWASSA4PT 1 23 -1.3  -8.2 6 145

P 14001

w ot Ollenems
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PTI INTERACTIVE POWER SYSTEM SIMULATOR--PSS/E THU, JUL 31 1986 10:04
12-85 1988 APR 100 BASE GROUP B N
GB8BAPR, SPRING, NO.2, CASES

Cecmawczumssssrwmussnzuss BUS DATA FeENumstssmurwzrumsmoenand CIwsangzwxaccrxoscasasxcsaws [ JNE DATA srowesseskmasrrucassasvssamad
FROM AREA VOLT GEN LOAD SHUNT 10 TRANSFORMER RATING
BUS NAME ZONE PU/KV ANGLE MW/MVAR MW/MVAR MW/MVAR  BUS NAME CKT AREA MW MVAR RATIO  ANGLE %I Mva
FEENE NEsSCENRESNER MAGEw ERNSE SESNW ERpwwwa UERNUSWSE SyERNREw USNEY UNRIENFETRRSTE RENR KRENW UENEEE EEAWNSE  SuNUGNEN NNWNEAR Bww BRERE
4163 ONETA4PT 23 1.049 -8.2 0.0 16.6 [N I L R L R R LR L LR LR L LR R R R R et

1 0.0 3.4 0.0 4125 B101S4PT 1t 30 15 287
4126 B1OINGPT 1 30 21 215
4143 BARR 4PT [ 30 17 215
4143 BARRSAPT 1t 30 21 215
4164 ONETATPT 1 23 34 500
4140 RIVSD4PT 23 1.035  -9.4 100.0 0.0 Q.0 ==~ -=--e---ee-s--eo--eis--se~o--ce-s-o-s-o-me--s-oe--=---c--------cc-
1 53.4R 0.0 0.0 3134 WELEETK4E [ 15 65.6 -10.6 58 110
3948 BEE 4 1 22 143.4 39.2 63 237
4114 WEKWAA4PT 1 23 -0.9 -0.8 1 215
4116 JENKS4PT 1 30 13.8 6.5 7215
4724 BTi1-4PT T 30 39,1 -17.4 74~ 287
4139 RIVSD7PT 1 23 -163.8 7.2 1.025LK 32 500
4145 TPS 4PT t 23 - 17.0 5.8 8 218
4208 ORU W4PT 1 30 -18.4 10.3 6 344
34272 ORU E4PT [ 23 -9, 1 129 3 244
4269 OKMULA4PE 1 23 85.3 0.1 38 218
4114 WEKWA4PT 23 1.035 -9.4 0.0 1.0 [ R e D D R R L LR R L
1 0.0 0.2 0.0 3128 KEYSTON4 1 15 43.5  -10.0 27 160
47112 WEKWATPT T 23 -125.5 -13.1 1.025LtK 24 500
4140 RIVSDAPT 1t 23 0.9 ~-i.8 1 218
4172 SSPRSA4PY 1 23 61.8 14.5 27 229
4180 WEDTP4PT 1. 23 38.5 7.8 17229
4270 TNTAPAPY i 23 -20.0 2.5 B8 239
4174 TULSNA4PT 23 1.035 =-8.4 0.0 7.0 [N R b e R
1 0.0 1.3 0.0 4196 HARVEAPT 1 23 36.8 8.2 23 160
4197 N46W 4PT 1 23 15. 1 1.9 9 160
4198 CHER 4PT 138 1 23 -3.7 14.9 9 174
4203 DWSANAPT 1 23 -5.8 2.1 3 186
4210 TNTAP4PT 123 27.3  -4.2 14 1886
4211 TULSNTPTY f 23  -123.3 -24.1 1.025LK 24 500
4216 BARNS4PE 1T 23 §5.2 -0.8 25 215
4224 NEASN4PB 1t 23 -8.7 0.8 4 218
4147 CATSA4PT 23 1.028 -8.1 0.0 8.6 [ I B R D L L LT
1 0.0 1.7 0.0 3313 CATSASGR 12 -48.6  36.9 1.000LK 40 150
3313 CATSASGR 2 21 49,7 37.3 40 1%0
4128 LYNNE4PT 1 23 40.7 -15.0 24 174
415t TCEMT2PT 1 23 15.7  -4.9 {.000UN 32 SO
4161 E21TPAPT 1 23 25.4 -24.6 20 174
3794 AGR wWapT ¥ 23 2.1 -6.6 57147
4198 CHER 4PT 138 1 23 6.1 -16.7 10 174
4202 OWASS4PT 1 23 -0.9 -B.f 5 145

t Obtshema - {CP14QOY
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PTI INTERACTIVE POWER SYSTEM SIMULATOR--PSS/E WED, JUL 30 1986 15:43
12-85 1988 APR 100 BASE GROUP B
GBBBAPR, SPRING, NU.2, CASE7

Cxrunzsscumwezonowwercawn® BUS DATA sSwesssswsweewswrwmmwmzraz) C3z3srscewxraccozczv=cercuans [ JNE DATA reswsssswwresrnsussnsswrnwne)
FROM AREA VOLT GEN LOAD SHUNT T0 TRANSFORMER RATING
BUS NAME ZONE PU/KV ANGLE MW/MVAR MW/MVAR MW/MVAR  BUS NAME CKT AREA ] MVAR RATIO  ANGLE %I Mva
aumes EmsEsGsIEEES mes SSEES WEESD SESEENES EEESSEs RFIIEEE EEEEE ¥ ISIFCEIET ITH NESE MEEEEE SEIEES  EEGTASE meEREse ewe mewe
4163 ONETA4PT 23 1.049 -8.6 0.0 16.6 [N AL E L L R EE R LR L
1 0.0 3.4 0.0 4125 B1O1S4PT 1 30 40.0 19.0 15 287

4126 BIOIN4PT _ 1 30 42.6  24.0 22 215

4142 BARR apT T 30 33.9  21.3 i8 215

4143 BARRS4PT 1 30 10.0 45.9 21 215

4164 ONETATPT 1 23  -143.2 -113.6 1.079LK 35 S00

4140 RIVSDA4PT 23 1.035 -9.8 100.0 0.0 0.0 ~==-e-----on-o i it bttt bttt ettt
1 55.47 0.0 0.0 3134 WELEETKA T i5 64.7 -10.4 58 110

3948 BEE 4 1 22 148.8  39.2 63 237

4114 WEXWAAPT 1 23 -1.4  -0.7 1215

4116 _JENKSAPT 130 15,2 6.6 7 215

4124 g17i-4ap7T [ 30 -39.9 -16.9 15 287

4139 RIVSD7PT 1 23 -169.3 7.9 1.025LK 33 500

4145 TPS 4PT 123 18. 1 6.0 9 215

4208 ORU W4PT 1 30 -15.1 10.5 5 344

4212 ORU E4PT T 23 ~5.4 13.2 4 344

4269 OKMULAPE 1 23 84.4 0.1 38 215

4114 WEKWA4PT 23 1.035 -9.8 0.0 1.0 [ R R L L L LT
1 0.0 0.2 0.0 3128 KEYSTON4 1 15 42.8 -9.9 27 160

4712 WEKWATPT— — 1 23 -127.4 -12.9 1.025LK 75 500

4140 RIVSDAPT 1 23 1.4 -2.0 1 218

4172 SSPRSAPT 123 63.3 14.3 27 229

4180 WEDTP4PY 123 39.4 7.7 17229

2210 TNTAPART 7 23 -20.8 7.6 9 229

4174 TULSN4PT 23 1.035 -B.8 0.0 7.0 [ R R L L L L PP PP TP
1 0.0 1.3 0.0 4196 HARVE4APY 1 23 36.9 8.2 23 160

4197 NAGW 4PT 1 23 15.2 1.9 9 160

47198 CHER 4P7 138 1 23 -3.0 14.9 8 174

4203 OWSANAPT 1 23 -5.7 2.1 3 186

4210 TNTAPAPT 1 23 27.8 -4.3 15 186

4211 TULSN7PY 123  -124.2 -24.0 1.0325LK 24 500

4216 BARNSAFB T 23 §5.0 -0.8 25 215

4224 NEASN4PB t 23 -8.8 0.8 4 215

4147 CATSA4PT 23 {.027 -8.5 0.0 8.6 [« I e R R T LR LR P PR
1 0.0 1.7 0.0 3313 CATSASGR 1 21 -50.1  37.1 1.000LK 40 150

3313 CATSASGR 7 21 -50.6 37.6 a1 150

4128 LYNNE4PT 123 43.8 -15.3 26 174

4151 TCEMT2PT 123 15.7 -4.8 1.000UN 32 S0

4161 E21TP4PT 1 23 27.0 -24.7 20 174

4193 AGR Wapf T~ 23 '8 -6.6 5 147

4198 CHER 4PT 138 1 23 5.5 -16.7 10 174

4202 OWASSAPT 1 23 -1.4 -8.2 6 145

- CP1aQ®)
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PT1 INTERACTIVE POWER SYSTEM SIMULATOR--PSS/E WED, JUL 30 1986 15:34
12-85 1988 APR 100 BASE GROUP B
GB8BAPR, SPRING, NO.,2, CASESB

CE R FTEEENTERRANSENUEESXTRIR BUS DATA wsswnezsusSuxNaszzsvwnwzamn) Cwrrswmzowxsxzernsoweezenwnw [ JNE DATA rr*avexsvecswrescessuswucwnwnud
FROM AREA VOLT GEN LOAD SHUNT T0 TRANSFORMER RATING
BUS NAME ZONE PU/KV ANGLE MW/MVAR MW/MVAR MW/MVAR  BUS NAME CKXT AREA MW MVAR RATIO ANGLE %I MvA
WEESE saEraEsENSED NwFER E¥ESE UNESE esEEEEE  ESeSSEN EmEEESs EEENE SNECECIFIENN EFEX BENS EATEES sEAxs VNSNANS SEsWEES swe eeww
4163 ONETA4PT 23 1.048 -8.8 0.0 16.6 [ T R LR L]
' 1 0.0 3.4 0.0 4125 B10154PT 1 30 40.0 18.9 15 287
4126 BIOIN4PT 130 43.0  24.0 22 215
4142 BARR 4PT [ 30 35.2 21.3 18 215
4143 BARRS4PT 1 30 10.2  45.9 21 215
4164 ONETATPT 1 23 -145.0 -113.5 1,079LK 35 500
4140 RIVSD4PT 23 1.03% -10.1 100.0 0.0 0.0 -
i 56.4R 0.0 0.0 3134 WELEETKA [ 5 64.3 -10.3 57 110
3948 BEE 4 1 22 148.5 39.2 63 237
4114 WEKWAA4PT 1 23 -1.7 -0.7 t 215
4116 JENKS4PT 1 30 16.2 6.7 8 215
4174 B111-4PT i 30 -39.9 -16.8 5 287
4139 RIVSDIPT 1 23 -171.9 8.2 1.025LK 33 S00
4145 TPS  4PT 1 23 18.8 6.0 9 215
4208 ORU w4PT 1 30 -14.6 10.6 5 344
4212 ORU E4PT i 23 <3.6 13.4 & 344
4269 OKMULA4PE t 223 84.0 0.1 38 215
4114 WEKWA4PT 23 1.035 -10.0 0.0 1.0 [ R R e e LT T TR R PR P
1 0.0 0.2 0.0 3128 KEYSTON4 1 15 42,5 -10.0 26 160
4112 WERWATPT T 23 -128.2 -12.9 1{.025LK 25 500
4140 RIVSD4PT 1 23 1.7  -2.0 1 21s
4172 SSPRS4PT 1t 23 64.1 14.3 28 229
4180 WEDTP4PT 1 23 39.8 1.7 17 229
4210 TNTAPAPT 1 23 -20.7 2.7 9 229
4178 TULSN4PT 23 1.035 -9.0 0.0 7.0 [ B R e R e P T PP
1 0.0 1.3 0.0 4196 HARVE4PT 1 23 37.0 8.2 23 160
4197 N46W 4PT 1 23 15.2 1.9 9 160
2198 CHER 4PT 138 1 23 -2.6 14.9 B 174
4203 OWSAN4PT 1 23 -5.7 2.0 3 186
4210 TNTAP4APTY 1 23 28.0 -4.3 15 186
4211 TULSN7PT 123 -124.9 -24.0 1.025LK 25 500
4716 BARNSAPB T 23 54.8 -0.8 25 215
4224 NEASN4PB 1 23 -8.8 0.8 4 215
4147 CATSA4PT 23 1.027 -8.7 0.0 8.6 0.0 ~-mem-eeeeeee e eeeceeiceesceeee-emasesscemecmeemeeaoeae
1 0.0 1.7 0.0 3313 CATSASGR 12 -51.0 37.3  1.000LK a1 150
3313 CATSABGR 2 27 ~51.5  37.7 a7 150
4128 LYNNE4PT 1 23 45.6 -15.4 27 174
4151 TCEMT2PT 123 15.6 -4.8 1.000UN 32 50
4161 E21TP4PT 123 28.0 -24.9 21 174
4194 AGR WAPT i 23 (] “6.6 5 147
4198 CHER 4PT 128 { 23 5.0 -16.7 10 174
4202 OWASS4PT 1t 23 -1.17  -8.2 6 145

- ICP140Q)

s of Oklsrema

6S1



-
PTI INTERACTIVE POWER SY‘SYEN SIMULATOR--PSS/E THU,

12-85 1988 APR 100 BASE
GBBB8APR, SPRING, NO.2, CASE9

GROUP B

JUL 31 1986 09:1tf

{russsscswwzsaxunzxzos=ss BUS

DATA =essmsssumnsnrrosswsseszes>

("W TENETtTWTITEEFrrWENTINRRONEWE®

LINE DATA veswoswwssscrazsvsammrnsaone>

FROM AREA VOLT GEN LDAD SHUNT 10 TRANSFORMER RATING
BUS NAME ZONE PU/KV ANGLE MW/MVAR MW/MVAR MW/MVAR  BUS NAME CKT AREA MW MVAR RATIO  ANGLE X1 MVA
Emmww SmEESE=sEOm4 meEe EEEmS FEEES meSES¥s ENEREEE PEEEEEY wUEET wEeisIIITEer ®is EESe UESISN EREES FUSESN® FEwsssw wes weew
4163 ONETA4PT 23 1.048 -8.8 0.0 16.6 0.0 mem-mm e oo me oo o-oMLeoseeoo-sooo---ess----
1 0.0 3.4 0.0 4125 B101S4PT 1 30 39.9 18.9 15 287

4126_B10INAPT 1 30 43.3  24.0 22 215

4142 BARR 4PT [ 30 349 1.3 8 215

4143 BARRS4PT 1 30 9.9 45.9 21 215

4164 ONETATPT t 23  -144.6 -113.5 1.079LK 35 500

4140 RIVSD4PT 23 _1.035 -10.0 100.0 0.0 0.0 =-===----se-e-cc-cc-eescsc-ccc-ec-o-m-e--mmoToet—cse---o--e---e=s---
{ 56.3R 0.0 0.0 3134 WELEETKA 1 15 64.4 -10.93 57 110

3948 BEE 4 1 22 148.5 39.2 63 237

4118 WEKWAAPT 1 23 -1.6 -0.7 1 2158

4116 JENKSAPT 1 30 16. 1 6.7 8 215

4724 BIT11-3P7 1 30 -39.8 -716.8 15 287

4139 RIVSD7PT 1 23 -171.3 8.2 1.025LK 33 500

4145 TPS  APT 1 23 18.6 6.0 9 215

4208 ORU W4PT 1 30 -15.7 10.6 5 344

4212 ORU E4PT 1 23 =373 3.3 4~ 344

4269 OXMULAPE 1 23 84.1 0.1 38 215

4114 WEKWA4PT 23 1.035 -9.9 0.0 1.0 [ I e R R L
1 0.0 0.2 0.0 3128 KEYSTON4 1 15 42.5  -9.9 26 160

4112 WEKWATPT i 23 -128.1 -12.9 1.035LK 25 500

4140 RIVSDAPT 1 23 1.6 -2.0 1215

4172 SSPRSAPY 1 23 63.9 14.3 28 229

4180 WEDTPAPTY 1 23 39.7 7.7 17229

4210 TNTAFAPY [ 73 -20.6 3.7 9 229

4174 TULSN4PT 23 1.035 -B.9 0.0 7.0 [ B R R R R et
1 0.0 1.3 0.0 4196 HARVEA4PT t 23 37.0 8.2 23 160

4197 N46W 4PT 1 23 15.2 1.9 9 160
¢ 4198 CHER 4FT 138 1 23 -2.7 LEE] B 174

4203 OWSANA4PT 1 23 -5.7 2.0 3 186

4210 TNTAPAPY 1 23 27.9 -4.3 15 186

4211 TULSN7PT 1 23 -124.7 -24.0 1.025LK 25 __500
RNSAFB [ 23 5349 -0.8 35215

4224 NEASN4PB 1 23 -8.8 0.8 4 215

4147 CATSA4PT 23 1.027 -8.7 0.0 8.6 [ I R D e D LR LR T
1 0.0 1.7 0.0 3313 CATSASGR 121 -50.8  37.2 1.000LK 41 150

3313 CATSASGR 27 21 -51.3°  37.6 3T 150

4128 LYNNE4PT 1 23 45.3 -15.4 27 174

4151 TCEMT2PT 1 23 15.7 -4.8 1.000UN 32 50

L 4161 €21TP4PT 1 23 27.7 -24.8 21 174
4193 AGR WATT d7237 1.47 7-5.6 5137

4198 CHER 4FT 138 { 23 5.1 -16.7 10 174

4202 OWASS4PT 1 23 -1.6 -B.2 6 145

- 1cP1ACQ)
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PTI INTERACTIVE POWER SYSTEM SIMULATOR--PSS/E THU, JUL 31 1986 15:51
12-85 1988 APR 100 BASE GROUP B
GB8BAPR, SPRING, ND.2, CASE1O

SIS TR NN NEN YNNI IR TEW EUS DATA ssswenssvwsEewresmwwswroEw) (TN R TR RN TUSITATEWNCTUNERW LINE DATA "vevwosvwrwsswesrsaseuswenawe)
FROM AREA VOLT GEN LDAD SHUNT To TRANSFORMER RATING
BUS NAME ZONE PU/KV ANGLE MW/MVAR MW/MVAR MW/MVAR  BUS NAME CKT AREA MW MVAR RATIO  ANGLE XI Mva
¥EEES sRsEEEIEsESY EESS AWEYN SEEES FESSNAN EESSTEEY VsSwEEE EUEEN WANEEEESYSEE NN w¥ws Nesswl slsWEe eesSEED SsuswEs EEE susw
4163 ONETA4PT 23 1.048 -8.8 0.0 16.6 [ R R R L e LS L LR LR EEE
1 0.0 3.4 0.0 4125 B101S4PT 1 30 40.2 18.9 15 287

4126 BIOINAPT 1 30 43.9  24.0 22_ 218

4142 BARR 4pPT [ 30 35.2 21.3 s 215

4143 BARRSAPT f 30 9.1 46.0 21 215

4164 ONETATPT 1 23 -145.1 -113.5 1.079LK 35 500
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