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Abstract

The Targeted Observation by Radars and UAS of Supercells field project successfully

deployed on a cyclic tornadic supercell in southwest Nebraska on 17–18 May 2019.

This case study uses data from the two airborne radars mounted onto the P3 along

with the ground-based NOXP radar for a triple-Doppler wind synthesis from 17 May

22:57 UTC to 18 May 00:36 UTC. Wind syntheses and gridded reflectivity are in-

gested into a diabatic Lagrangian algorithm (DLA) to obtain gridded thermodynamic

information including θ, θv, and various hydrometeor mixing ratios.

Low-level analyses in Chapter 2 show that the triple-Doppler winds capture gen-

eral supercell behavior, including a transition from a weaker to stronger low-level

mesocyclone (LLM) as the supercell becomes more actively tornadic, especially af-

ter 23:57 UTC. Vortex-line arches (VLAs) are shown to be associated with the first

EF-2 tornado, but weak low-level updrafts likely resulted in the short-lived nature

of the first tornado. After a clear reorganization period from 23:06 to 23:57 UTC,

strengthening of near-surface rotation is coincident with northerly reorientation of

the winds within the RFD. LLM strengthening is also coincident with a shift of LLM

parcels originating from the forward-flank precipitation region rather than directly

from the undisturbed inflow environment, matching well with numerical simulation

results showing forward-flank parcels play a large role in LLM modulation. ζ stretch-

ing within the 0–1 km layer is relatively weak until 00:15 UTC, evidenced by two

significant but short-lived (3 min and 4 min) tornadoes. After 00:15 UTC, however,

xx



collocation of 0 –1 km updrafts with ζ centered on and to the northwest of the circu-

lation show consistent stretching, which likely contributed to a longer-lived, 18 min

EF-1 tornado after 00:15 UTC. Isosurfaces of ζ show a deep, continuous mesocyclone

at this time with the 0.05 s−1 isosurface connected from the ground to 9 km prior to

occlusion at 00:30 UTC.

Evolution of surface baroclinic boundaries from the DLA in Chapter 3 reveal key

changes as the supercell strengthens around 23:57 UTC — namely, a cold pool surge

within the forward-flank region simultaneous with a surface warm pocket appearance

at 23:48 UTC that leads to rear-flank downdraft maturation just before a significant

tornado. Vorticity budgets along parcels terminating within the LLM at 00:00 UTC

show clear evidence of baroclinic generation of streamwise horizontal vorticity along

θv gradients. While observed SVCs have been noted in previous literature via cross-

sectional or RHI analyses, this study is the first to explicitly compute vorticity budgets

along parcel trajectories within a long-lived tornadic supercell, providing evidence

that SVCs in numerical simulations are indeed physical.

xxi



1 Chapter 1: Background

1.1 Background Studies

Since the coining of the term “supercell” (Browning, 1964), considerable progress

has been made in understanding the complex and highly nonlinear dynamical and

thermodynamic structure and processes within such storms. Though studies prior to

the advent of Doppler radar attempted to explain the observed persistent rotating

updraft (e.g., Wegener, 1928; Brooks, 1949), it was not until remote sensing capabil-

ities allowed for viewing of the overall structure that more significant progress was

made. In addition to proposing the term “supercell”, Browning (1964) correctly hy-

pothesized that one of the main roles of the updraft was to eject hydrometeors away

from the inflow region and was one of the first to recognize the unique tendency for

a supercell to propagate rightward in relation to the mean wind. Another role of

the updraft was proposed to be a mechanism for the tilting of horizontal vorticity

within the inflow environment into the vertical (Browning and Landry, 1963; Barnes,

1968), though this hypothesis posed an unsolved problem of its own — physically, if

an updraft were to tilt environmental vorticity into the vertical, a mirror anticyclonic

region should also be present. Recognition of a supercell split between a cyclonic and

anticyclonic branch, first proposed by Fujita and Grandoso (1968); Browning (1968),

would become essential in solving this issue.

The advent of Doppler Radar in the 1970s led to further breakthroughs in the
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understanding of supercell dynamics, as this allowed for the capturing of three-

dimensional wind fields for the first time using dual-Doppler techniques. For example,

Ray (1976) showed that the mid-level mesocyclone does have a cyclonic-anticyclonic

couplet associated with it, with the cyclonic (anticyclonic) portion focused mainly on

the updraft (downdraft) and low-levels dominated by cyclonic flow. It was not un-

til full three-dimensional numerical simulations were run by Klemp and Wilhelmson

(1978a,b) that dynamical understanding of mid-level mesocyclone and storm split-

ting behavior really began to take place. One of the most important findings was

that storm evolution differed greatly in the case of unidirectional environmental wind

shear, in which the direction of the shear vector remained constant with height, versus

the case in which there was both directional and speed shear, with the shear vector

veering with height.

For the linear shear case, after storm splitting and supercellular characteristics

begin to appear, the cyclonic and anticyclonic branches are equally favored, i.e., they

remain the same strength and begin to propagate across shear. This process is illus-

trated in Fig. 1 — the initial tilting of the only-horizontal environmental vorticity by

the updraft creates an area of cyclonic (anticyclonic) vorticity located on the southern

(northern) flank of the cell, similar to observational findings from Browning (1964);

Ray (1976), the latter using dual-Doppler analysis. As time progresses, evaporational

cooling and precipitation drag strengthens the downdraft and forces the top of the

vortex line arch down where the original updraft was. The downdraft splits the storm

2



in two, with two separate updrafts associated with the two new cells forming to the

south and north of the downdraft — each storm is also associated with a new cyclonic

/ anticyclonic mesocyclone of its own due to the downward tilting of the vortex line.

These processes modeled by Klemp and Wilhelmson (1978a,b) were later replicated

in Rotunno (1981).

Linear theory of supercells to explain why a cyclonically-curved hodograph favors

the cyclonic, or southern, supercell split was first put forth by Rotunno and Klemp

(1981). Namely, linearizing the vertical vorticity (ζ) equation in terms of the shear

vector, S, and the vertical velocity, w, gives

dζ

dt
= k · (S×∇hw) (1)

which physically means that for an updraft where∇hw points radially inward, positive

(negative) ζ will be generated to the right (left) of the shear vector. Additionally, the

pressure term, π, is related to the shear vector by

∇2π = −2S · ∇hw (2)

which, given the assumption that −π ∼ ∇2π, physically means there will be a relative

high (low) upshear (downshear) of the updraft. These equations explain why the

cyclonic split dominates in directionally-varying environmental shear, and is shown

schematically in Fig. 2. In an environment in which the shear is purely linear (Fig.

2a), the shear vector always points in the same direction (westerly in the figure), such

that there is a relative high (low) on the western (eastern) flank of the cell. In other
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words, the dynamic pressure gradients fail to produce a favored region of vertical

motion. In an environment where the wind veers from easterly at the surface to

westerly aloft, the shear vector itself turns from southerly near the surface, westerly

at mid-levels, and northerly aloft (Fig. 2b). Thus, the southern flank of the supercell

has a relative high (low) at the surface (aloft) and vice versa on the northern flank.

The dynamic vertical pressure gradients in this case provide enhanced upward motion

on the southern flank of the cell and suppressing downward motion on the northern

flank — therefore, when the cell splits in this case, the cyclonic or southern split is

favored. Davies-Jones (1984) shows that when the cyclonic split travels across-shear,

the vorticity vector and storm-relative winds align such that the storm ingests more

streamwise rather than crosswise vorticity. Additionally, Rotunno and Klemp (1985)

show that splitting and deviant motion are purely dynamical processes, i.e., they still

occur in the absence of precipitation processes — however, the strength of low-level

rotation is significantly reduced when ignoring thermodynamic effects.

The conceptual model of a supercell presented in Lemon and Doswell (1979) (Fig.

3) shows two different areas of near-surface outflow, the rear-flank downdraft (RFD)

and forward-flank downdraft (FFD), with a bean shaped updraft where the two inter-

act along the leading edge of the hook echo. The FFD contains the heaviest precipita-

tion region and is located downshear of the updraft where most of the hydrometeors

are ejected. As the supercell matures and the low-level mesocyclone (LLM) intensi-

fies, the pressure minimum associated with the LLM produces an adverse pressure
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gradient force (PGF) from aloft towards the surface — thus, some of the precipi-

tation descends towards the opposite side of the updraft, resulting in a hook echo

and the classic kidney bean shape of the supercell. The characteristics of both the

RFD and FFD are key in tornadogenesis or tornadogenesis failure, but have yet to

be completely understood.

1.2 Low-Level Rotation

1.2.1 Previous Studies

While studies noted previously have shown the mid-level mesocyclone to be a product

of the tilting of environmental streamwise horizontal vorticity into the vertical, many

of the same studies recognized that the same mechanism cannot be solely responsible

for the generation of rotation closer to the ground, i.e., within the lowest kilometer,

otherwise known as the LLM. Davies-Jones (1982a,b) proved that the eddies needed

to transport ζ from the mid-level mesocyclone down to the surface were simply insuf-

ficient in strength. Numerical experiments in Rotunno and Klemp (1985) and Walko

(1993) confirmed the inability of environmental vorticity alone to be the origination

source of low-level rotation, as acceleration of vertical velocity and significant stretch-

ing and upward tilting of cyclonic ζ occurred above the surface. Thermal boundaries

associated with the RFD and FFD provided a key source streamwise baroclinic vor-

ticity for the updraft to ingest and could not be neglected (Klemp and Rotunno, 1983;

Rotunno and Klemp, 1985; Davies-Jones and Brooks, 1993).
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More specifically, Klemp and Ray (1981) and Klemp and Rotunno (1983) simu-

lated the 20 May 1977 Del City, OK supercell — while the low-level vorticity was

assessed to be partially a result of tilting of vorticity associated with environmen-

tal shear, a significant portion was derived from the solenoidally-generated horizontal

vorticity along the outflow associated with the FFD. The transient downdrafts, which

were dynamically driven as a result of a PGF towards the LLM, acted to enhance

convergence and stretch / enhance the low-level vorticity. In a similar study, Ro-

tunno and Klemp (1985) also agreed that while mid-level rotation attained similar

strengths in both their precipitation and precipitation-free simulations, analysis of a

material curve through the circulation theorem confirmed the presence of baroclinity

at low-levels which was essential in producing a low-level (∼250-m AGL) maximum of

ζ. Namely, cyclonic (positive) vorticity was generated as parcels descend within the

downdrafts, both on the left flank and upstream flank . Rotunno and Klemp (1985)

was also the first study to correctly state that the observed wall cloud is simply a

result of the updraft ingesting cooler, more saturated air from the cool side of the

baroclinic zones.

Davies-Jones and Brooks (1993) assessed the sources of vorticity for the LLM by

separating into its two components: barotropic and baroclinic. This is beneficial as

barotropic vorticity acts as a material curve, i.e., the curve can distort and reorient,

but cannot break — thus, at the beginning of the simulation, t0, all of the vorticity

must be barotropic since thermal gradients have not been introduced. Further into the
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simulation at time t0+∆t, the magnitude and the direction of the baroclinic vorticity

can be recovered from tracking the barotropic vorticity at each point in time, such

that the baroclinic term is simply the difference between the total vorticity and the

barotropic vorticity. They found similar results as Klemp and Rotunno (1983) and

Rotunno and Klemp (1985) — namely, originally negative ζ above 250 m flipped

sign as parcels descended in the downdraft, where it was ingested into the updraft

at about 100 m AGL and stretched further. Additional studies that confirmed the

importance of baroclinic zones for low-level rotation include Walko (1993) and Wicker

and Wilhelmson (1995). These previous findings were summarized by Davies-Jones

et al. (2001), who also noted that there is a balance between solenoidally-generated

vorticity along the thermal gradients and the speed of the flow. Namely, if the flow

is exceedingly fast, then the amount of time the parcels spend in the baroclinic zone

may not be sufficient for them to attain sufficient horizontal vorticity to generate a

LLM, even after it is tilted and subsequently stretched by the updraft. On the other

hand, storm-relative flow that is too slow may not be able to restrain the advancing of

the cold pool such that the inflow / updraft gets undercut. Lastly, Davies-Jones et al.

(2001) recognized the absence of data within the lowest few hundred meters above

the surface which likely contains key information about tornadogenesis processes.

There have been several studies within the 1980s, 1990s, and 2000s that have

attempted to use observational methods to confirm the importance of baroclinity in

producing low-level rotation. Brandes (1984) used a dual-Doppler analysis in con-
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junction with thermodynamic retrievals and concluded that baroclinic generation may

not be essential for mesocyclone intensification or for tornadogenesis, but cautioned

disregarding this mechanism altogether due to uncertainties in the retrieved buoy-

ancy fields. Dowell and Bluestein (1997) also performed a dual-Doppler synthesis of

the 1981 tornadic supercell in Arcadia, Oklahoma — although direct calculations of

baroclinic vorticity generation were not made, horizontal vorticity just upstream of

the updraft was found to be much larger than ambient vorticity, indicating storm-

modifications must be playing a role, likely either via stretching and / or baroclinic

generation. Dowell and Bluestein (2002b) also hypothesized that weak baroclinity

in the storm likely modified the low-level horizontal vorticity around the LLM cal-

culated via pseudo-dual-Doppler analysis, but again lacked the evidence via direct

thermodynamic observations to support this hypothesis.

A more recent dual-Doppler study by Markowski et al. (2008) examined vortex

lines within six supercell thunderstorms. It was found that while some vortex lines

originated from the ambient environment and extended up towards the top of the

supercell (mid-level mesocyclone), vortex lines associated with the LLM tended to

arch, with the cyclonic side of the arch associated with the mesocyclone coupled

with an anticyclonic region on the opposite flank of the hook echo, found in both

tornadic and nontornadic supercells. The orientation of the arches differing from the

orientation of vorticity associated with the ambient shear is strongly suggestive of

the importance of baroclinic vorticity generation along thermal gradients, especially
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along the RFD, and subsequent tilting by the updraft. These archs were also found in

Straka et al. (2007). Last, Markowski et al. (2012) showed via circulation analysis that

the circulation around the LLM is primarily baroclinically acquired along the forward-

flank (FF) precipitation gradient characterized by a horizontal buoyancy gradient.

1.2.2 Importance of Internal Supercell Boundaries

Considering the hypothesized importance of internal thermodynamic boundaries within

supercells in generating horizontal vorticity, it is not a surprise that there has been a

concerted effort in obtaining direct measurements via in-situ observations. However,

creating a consolidated conceptual idea of the FFD and RFD remains elusive, as

different methods — in-situ, Doppler radar, and three-dimensional numerical cloud

models — have resulted in varying characteristics of the FFD and RFD.

Earlier studies focused primarily on the characteristics of the RFD, as it was

hypothesized that RFD properties were crucial in determining the evolution of tor-

nadogenesis. Markowski et al. (2002) was one of the first to analyze collected surface

thermodynamic observations within RFDs, collected during the VORTEX field cam-

paign. It was found that tornado intensity, tornado longevity, and the likelihood of

tornadogenesis increased as surface buoyancy, potential buoyancy (convective avail-

able potential energy, CAPE), and equivalent potential temperature increased, and as

convective inhibition (CIN) decreased among parcels within the RFD. Interestingly, in

contrast with previous thinking on baroclinic generation of vorticity, Markowski et al.
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(2002) stated that baroclinity within the RFD is not a necessary condition for tornado-

genesis. Results from Markowski (2002), which analyzed observations from supercells

on 3 May 1999, were in general agreement with Markowski et al. (2002) — RFDs

were found to have large CAPE, weak CIN, and overall small temperature deficits

(i.e., weak baroclinity). Observations during Project Analysis of the Near-Surface

Wind and Environment along the Rear-flank of Supercells (ANSWERS) delineated

RFDs in nontornadic supercells, in opposition to tornadic supercells, as having colder

equivalent potential and virtual potential temperatures; thermodynamic properties

within the RFD regions of tornadic supercells differed only slightly from storm inflow

characteristics (Grzych et al., 2007). Lastly, Hirth et al. (2008) sampled RFD prop-

erties in two different tornadic supercells and found varying characteristics: in the

first supercell (weaker tornado), temperature deficits within the RFD were relatively

strong and increased with time, while in the second supercell (stronger tornado),

temperature deficits were much weaker, even with findings of positive potential tem-

perature perturbations. Hirth et al. (2008) also found the thermodynamic properties

within each individual RFD to be highly nonhomogeneous. From the noted studies,

it is clear that if baroclinity is of significant importance in regards to providing a

source of vorticity to the LLM, it is unlikely that the RFD plays the largest role, as

stronger supercells and tornadoes are more likely associated with weaker baroclinity

within the RFD.

Kinematically, Lee et al. (2012) found that RFD thermodynamic characteristics
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are far from steady-state and are dependent on RFD internal surges (RFDISs), where

the more negatively buoyant, cooler RFDISs were associated with the weakening of the

tornado and more positively buoyant RFDISs were actually associated with significant

tornado development. RFDISs were also observed in Skinner et al. (2014), and they

are determined to be very important in lifting potentially negatively buoyant parcels

to significant heights, and failure of RFDISs to do so may limit vertical accelerations

and stretching of ζ— Kosiba et al. (2013) also determined the RFD is essential for

providing convergence and stretching of ζ.

Of course, given numerical evidence of larger baroclinic generation within the FFD,

many studies began to focus on analyzing thermodynamic characteristics within the

FFD to see if thermal gradients were stronger in this region compared to the RFD.

Shabbott and Markowski (2006) analyzed the FFD in 12 different supercells, some

of which were tornadic and some of which were nontornadic, which were observed

during the VORTEX field campaign. Similar to findings with the RFD, they deter-

mined that the FFD of nontornadic supercells were more negatively buoyant than

that of tornadic supercells, with the best predictor of buoyancy magnitude being

relative humidity / dewpoint depression within the inflow — along the same lines,

baroclinic generation of streamwise vorticity along the FFD was interestingly larger

in nontornadic supercells than in their tornadic counterparts. Skinner et al. (2011)

analyzed mobile mesonet data from the 23 May 2007 Perryton, Texas, weakly tor-

nadic supercell across both the RFD and FFD and found that within the RFD, large
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deficits of both virtual potential temperature and equivalent potential temperature

were prominent. On the other hand, thermodynamic variations within the FFD were

small, similar to findings from Shabbott and Markowski (2006). However, Skinner

et al. (2011) found parcels within the FFD downdraft could be characterized by both

negative perturbations in virtual potential temperature and positive perturbations of

equivalent potential temperature, which have the potential to provide both a source

of greater buoyancy and baroclinically-generated streamwise vorticity into the LLM.

Several other observational studies have downplayed baroclinity within the FFD, in-

cluding Romine et al. (2008) which highlighted a warm FFD during the 8 May 2003

Oklahoma City tornadic supercell and Weiss et al. (2015) which showed the weakly

tornadic phase actually contained larger θv gradients compared to the strongly tor-

nadic phase, though the latter did show that there do exist zones of more intense

baroclinic vorticity generation of O(10−4) within the FFD.

Kinematically, various radar studies have also presented varying characteristics

of the FFD. For example, Dowell and Bluestein (2002a) found subtle near-surface

wind shifts north of the mesocyclone using psuedo-dual-Doppler analysis. On the

other hand, Beck et al. (2006) failed to find any appreciable wind shift closer to the

surface, but rather found a strongly convergent zone approximately 1 km AGL in

a nontornadic supercell. Dual-Doppler radar analysis from Frame et al. (2009) not

only showed minimal wind shift along the FFD as well, but trajectory analysis from

the LLM could not be traced back to parcels along the FFD. However, none of these
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studies adequately documented the lowest 250 m AGL which is almost certainly vital

in modulating LLM strength.

In summary, observational studies, both from mobile mesonet and dual-Doppler

analysis, have downplayed the importance of kinematic and thermodynamic variations

along the RFD and FFD in the generation and maintenance of the LLM. This is

in direct contrast to numerical studies from the 1980s and 1990s which have shown

sharp buoyancy gradients (e.g., Klemp and Rotunno, 1983; Rotunno and Klemp, 1985;

Wicker and Wilhelmson, 1995; Adlerman et al., 1999) and wind shifts / convergence

zones along the FFD (Rotunno and Klemp, 1985; Wicker and Wilhelmson, 1995;

Adlerman et al., 1999) are important contributors to LLM strength. This does not

necessarily imply that sharper kinematic and thermodynamic boundaries do not exist,

but that perhaps the observational data lacked the spatial and temporal fidelity to

properly sample these features that exist in supercell flows.

1.2.3 Recent Studies: The Streamwise Vorticity Current

Within the last decade, continued investigation of the importance of internal bound-

aries has been prominent within the literature, both through an observational and

numerical lens. For example, Beck and Weiss (2013) employed varying microphysics

when simulating a supercell using the Weather Research and Forecasting (WRF)

model, and found that although the position and strength of the cold pool varied

with parameterization, the overall evolution of the boundaries were relatively similar.
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Beck and Weiss (2013) outlined a conceptual model of supercell boundary evolution in

which the rear-flank gust front develops first, followed by the FF boundary which un-

dergoes balancing of inflow versus outflow before becoming steady-state. The third

boundary extending northeast from the LLM develops last, and is produced from

evaporative cooling of inflow air. Although all three are denoted as boundaries, only

the first is classified as a “gust front” by Beck and Weiss (2013), as this boundary

is the only one marked by significant collocated wind shifts and pressure gradients.

Nevertheless, trajectory analysis shows parcels associated with the boundaries to

the north of the mesocyclone are significant in the production of low-level vortic-

ity, though parcels along the RFD still provide the majority of ζ through tilting of

baroclinically-generated horizontal vorticity.

Dahl et al. (2014) was the first to coin the term “vorticity river” or “streamwise

vorticity current” (SVC), an area of baroclinically-generated streamwise vorticity just

on the cool side of the FFD which continuously feeds ζ into the LLM. Similar to

Davies-Jones and Brooks (1993), Dahl et al. (2014) used a Lagrangian technique

in order to decompose the vorticity terms into barotropic and baroclinic, the lat-

ter of which is simply the barotropic component subtracted from the total vorticity.

Through trajectory analysis from parcels that attained significant values of low-level

ζ, the study concluded that the “rivers” of vorticity were a result of primarily baro-

clinic production along the base of downdrafts. This baroclinic horizontal vorticity

was tilted downward as it was advected closer to the LLM, with the “tails” of the
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vorticity vector descending faster than the “tips”, thus producing positive ζ. On the

other hand, barotropic vorticity, though remaining streamwise, did not attain a re-

spectable vertical component as it descended towards the ground — this agrees well

with previous studies, in that near-surface ambient vorticity does not solely deter-

mine the strength of the LLM. Dahl (2015) confirms that the baroclinic mechanism

dominates over barotropic generation through upward tilting, and that this result is

independent of microphysics parameterization.

To investigate the role of downdrafts within supercells further, Markowski and

Richardson (2014) initialized an idealized, dry simulation with environmental wind

shear and introduced a heat source (updraft) such that ζ was generated only through

tilting of ambient vorticity. Once steady-state was reached, a heat sink, whose

strength was varied along with environmental shear, was introduced to represent

a downdraft on the northeastern flank of the updraft at low levels. The LLM was

most intense in the simulations where ambient low-level shear was strong and the

strength of the cold pool was moderate. This is representative of the “Goldilocks”

problem, as the simulations in which the cold pool was too strong or weak (or when

the low-level shear was weak) failed to form an intense LLM. Markowski and Richard-

son (2014) hypothesized that moderately-strong cold pools still generated substantial

amounts of baroclinic vorticity near the circulation, while strong environmental low-

level shear lowered the base of the mid-level mesocyclone, aiding to dynamically force

circulation-rich near-surface air close to the heat sink upwards. In a similar man-
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ner, Parker and Dahl (2015) initialized a heat-sink with varying degrees of low-level

storm-relative flow, and found that ζ near the surface was generated baroclinically

as parcels descended within the heat sink, and that this process occurs in all cases

except for when the downdraft-relative flow is zero.

Similarly, Markowski et al. (2014) analyzed ζ sheets within an idealized supercell

and found that ζ in the lowest 5 m only existed within the vorticity sheet if the tilting

of vorticity occurred within a descending airstream — no ζ below 5 m AGL existed

through tilting associated with an ascending airstream. This is consistent with prior

work that downdrafts are essential in providing ζ very close to the surface. In a follow-

up study, Markowski and Richardson (2017) held the ambient shear and the strength

of the heat sink constant and varied the location of the heat sink. Though it was found

that the location of the heat sink does play a large role in the intensity of the LLM,

the changes are difficult to predict as these processes are highly nonlinear. This

illustrates the difficulty in predicting supercell behavior, and shows why supercells

may fail to become tornadic in seemingly favorable tornadic environments.

Orf et al. (2017) used the 1977 Del City supercell environment (Klemp et al.,

1981) within a CM1 framework employing 30-m grid spacing with a free-slip lower

boundary and advanced visualization techniques to develop a new framework of low-

level ζ generation. The simulation produced a tornado that lasted 2 h including a

consecutive 38 min period in which the tornado was rated at an “EF-5” strength

based on the wind speed. Consistent with previous studies, Orf et al. (2017) noted an
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SVC along the FFDB that was collocated with vorticity patches that were advected

inwards towards the LLM and subsequently tilted upwards — the location in which

tilting occurred was collocated with the tornado, the development of which was in

conjunction with strengthening of the LLM (Figure 4). The tornado continued to

ingest pockets of cyclonic ζ from the FFDB and maintained its strength until the

tornado moved rearward into the cold pool and subsequently dissipated, occurring in

conjunction with SVC weakening.

While a plethora of studies have outlined the unmistakable role of downdrafts in

producing baroclinically-generated vorticity, there is some debate on whether or not

friction plays an essential role — the idea is that since flow at the surface must tend

to zero, very-near surface horizontal vorticity must be generated through frictional

mechanisms which can then be tilted and stretched. While some of the previous

studies mentioned neglected surface friction and still found appreciable vorticity gen-

eration (e.g., Dahl, 2015), with Parker and Dahl (2015) directly finding no significant

difference between simulations with and without surface friction, other studies have

found that surface friction plays a larger role. Schenkman et al. (2014) ran simu-

lations both with and without surface drag and found the results between the two

differed significantly — the tornado in the no-drag simulation was shorter-lived and

took a different path than the drag simulation. Additionally, trajectory analysis with

parcels near the base of the downdraft showed a significant portion of their vorticity is

attained through horizontal frictional torque processes near the ground. Additionally,
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Roberts et al. (2016) runs two simulated supercells using the 3 May 1999 Oklahoma

case in a CM1 framework, the first of which surface drag is applied to the full wind

and the second where surface drag is applied only to the background environmental

wind; the former developed a 10+ min tornado 25 min into the simulation while the

latter failed to produce a tornado at all. Roberts et al. (2016) identified three mecha-

nisms in which friction enhances tornadogenesis likelihood: 1) creation of background

low-level vertical wind shear (and horizontal vorticity) by near-surface drag, 2) gener-

ation of storm-scale near-ground crosswise horizontal vorticity that is transferred into

the streamwise direction and tilted, and 3) enhancement of horizontal convergence,

increasing both stretching of low-level ζ and the low-level updraft.

Not surprisingly, recent observational studies have attempted to attain confirma-

tion of SVC-like features in observed supercells through various methods. Namely,

Markowski et al. (2018) noted a consistent, enhanced band of streamwise vorticity in

the general region where Orf et al. (2017) noted the SVC, with intensification of the

band coincident with the time leading up to tornadogenesis. Additionally, Murdzek

et al. (2020b) hypothesized that failure of streamwise vorticity rich parcels within

the FF to reach the LLM, OW minimum, or updraft pulse contributed to tornado-

genesis failure in their 26 May 2010 Colorado supercell case study. A deeper dive

into that case along with two other supercells in Murdzek et al. (2020a) found that

two of the three observed supercells contain a feature similar to numerical SVCs —

however, the one without an SVC still produced a brief, weak tornado, so it is noted

18



that investigation on the true role of SVCs on tornadogenesis is warranted. Schueth

et al. (2021) noted stronger values of horizontal vorticity along steady-state Kelvin-

Helmholtz billows via range-height indicator scans from the Texas Tech University

Ka-band mobile radars — these billows were also found in their simulation of a tor-

nadic supercell, with stretching of streamwise vorticity being the dominant generator

over baroclinic mechanisms. Last, Bartos et al. (2022) analyzed swarmsondes and

found that LLM parcel paths can be traced back to FF regions including through

buoyancy gradients that are strongest in the lowest 750 m.

1.3 Research Goals

Given previous research, there still exists a gap between observational findings which

have tended to downplay the importance of baroclinic boundaries (especially within

the FFD) versus numerical simulations which have highlighted the importance of

baroclinic generation of streamwise vorticity and the SVC. Additionally, while dual-

or multi-Doppler studies of supercells are not new, studies that contain longer periods

of analysis, especially analysis through multiple periods of supercell weakening /

strengthening, are much less common — the rarity gets exacerbated when considering

the availability of wind syntheses in conjunction with thermodynamic measurements,

whether by direct measurement or thermodynamic retrieval methods.

The study presented herein aims to bridge these gaps by presenting an analysis of

a cyclic, tornadic supercell observed by the Targeted Observation by Radars and UAS
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of Supercells (TORUS) field campaign on 17 May 2019. The 99 min uninterrupted

period of the multi-Doppler analysis through multiple periods of supercell weakening

and reorganization (including the presence of 9 separate tornadoes) makes this obser-

vational dataset novel. The multi-Doppler analysis ingests data from three separate

radars including two airborne radars and one rapid scanning ground-based radar, the

latter of which allows for improved coverage of near-surface wind data. The study

also presents full 3D thermodynamic data including buoyancy and hydrometeor mix-

ing ratio information through the entire analysis period using a diabatic Lagrangian

analysis approach (Ziegler, 2013a,b), adding to the novelty of the dataset. Because

of the availability of both 3D kinematic and thermodynamic data at all times, the

dataset provides the ability to answer some important research questions, including:

1. What is the evolution of the LLM through multiple cyclic periods, and does its

strength (quantified via updraft and circulation parameters) correlate well with

observed tornadic / nontornadic periods?

2. How does the structure (including baroclinic gradients) of the FFD and RFD

change as the supercell oscillates in strength, and how do structure changes

relate to observed periods of strengthening / weakening?

3. Does the supercell contain an observed SVC, and if so, how does the evolution

of the SVC relate to tornadogenesis likelihood?

4. Given that the supercell produced 9 separate tornadoes of varying degrees of
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strength and longevity during the analysis period, can we correlate differences

in vortex behavior (e.g., longevity and structure) to patterns in LLM charac-

teristics?
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2 Chapter 2: Analysis of 4D Kinematic Fields Re-

trieved via Multi-Doppler Analysis Techniques

2.1 Introduction

To bridge the gap between supercell findings in numerical and observational studies,

the Targeted Observations by Radar and UAS of Supercells (TORUS) field experi-

ment is aimed at sampling supercells within the Great Plains. This study presents

analyses of the 17 May 2019 tornadic supercell in southwest NE that was observed

by TORUS. In this chapter specifically, the analyses combines data from the aft and

fore radars from the airborne P3 radar (Jorgensen et al., 1983) and the ground-based

National Severe Storms Laboratory’s dual-polarized X-band mobile radar NOAA X-

POL (NOXP) radar for a triple-Doppler wind synthesis. Because the analysis spans

a 99 min period, this study hallmarks one of the most detailed, uninterrupted doc-

umentations of supercell evolution, especially in regards to the temporal evolution

of 3D wind fields. To our knowledge, it is the first to detail supercell evolution in-

cluding numerous significantly tornadic periods and a cycling period in between —

this includes low-level vortex behavior and evolution. From the wind syntheses, we

aim to 1) identify the evolution of the low-level mesocyclone (LLM) and vortex struc-

ture as the supercell underwent cyclic processes and 2) characterize the various flow

regimes that were observed during the analysis period (including through investiga-

tion of backward trajectories) and correlate these flows back to LLM strength and
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organization patterns.

2.2 Data and Methods

Retrieval of 4D kinematic data utilized three radars that successfully deployed on the

tornadic supercell: the ground-based NOXP radar and the two airborne radars on the

P3 (fore and aft radar). The NOXP and P3 operating specifications for 17 May 2019

are shown in Table 1 and 2, respectively. NOXP completed a full volumetric scan

approximately every 3 minutes with maximum elevation angle of 20◦ from 22:57 to

23:21 UTC— after 23:21 UTC, the scanning strategy was modified giving a maximum

elevation angle of 30◦ from 23:21 to 00:39 UTC. For both strategies, the lowest two

elevation angles (0.5◦ and 1.0◦) were revisited within a volume scan to obtain higher

temporal resolution in the lower portions of the storm.

Two Doppler radars were mounted onto the tail of the aircraft that scanned syn-

chronously at 20◦ from zenith in opposing directions, one towards the front of the

aircraft (fore radar) and one towards the back (aft radar). As the aircraft moved for-

ward straight and level, these angles guaranteed the fore and aft radars were within

a dual-Doppler lobe. Regular transects at offset distances of 10–15 km ahead of

the storms allowed for dual-Doppler measurements of the supercell’s evolution. The

radars completed one sweep every ∼3 seconds — coupled with a forward motion of

approximately 100 m s−1, this gives a horizontal spatial resolution of about 300 m.

Additionally, given the P3’s beam width of 2◦, the vertical grid spacing below 1 km
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AGL within the supercell regions furthest from the plane is on the order of 300–400 m

— the supercell regions closest to the plane have vertical grid spacing on the order

of 100–200 m. Therefore, the coarsest resolution (∆max) is defined by the P3 radars.

Times of each of the 12 transects or leg of the P3 is given in Table 3, where a transect

is defined as a section of the flight path during which the aircraft was not engaging in

a turn-around maneuver and the radars were actively scanning the storm of interest

directly to the right or left of the aircraft.

2.2.1 Quality Control

Prior to any analysis, each sweep from the NOXP and P3 radars were first run through

quality control (QC) using an automated PyART script (Helmus and Collins, 2016).

For NOXP, the QC process included removal of ground clutter using gates of spectrum

width less than 1 m s−1 combined with radial velocity magnitude of less than 1 m s−1,

clear air noise filtering, and despeckling, as well as rotation correction for mobile

radar orientation relative to true north (Wurman and Gill, 2000; Ziegler et al., 2004).

Additionally, because the Nyquist velocity of the NOXP radar is 19.14 m s−1, the

velocity field is objectively dealiased using the four-dimensional Doppler dealiasing

(4DD) algorithm with an input environmental sounding (James and Houze, 2001) —

the chosen input sounding is taken from a far-field sounding released from one of the

TORUS vehicles at 23:02:20 UTC (Fig. 5). After objective dealiasing, each sweep

was manually analyzed to correct any areas which needed further QC — the main
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areas in which this was necessary was in the hook echo region and at higher elevations

where velocities were double- or triple-folded.

Every P3 sweep was also run through the same QC script with slightly different op-

tions. First, aircraft motion was subtracted from the velocity data and ground echoes

were objectively removed in NCAR’s solo polar radar viewer and editor (SOLO3)

software. Then, the data was run through the QC script with spoke removal, mask-

ing of remaining ground echoes, noise filtering, and correction of dual-PRF processing

errors. Because the P3 radar scanned with a dual-PRF ratio of 3:2, this resulted in a

Nyquist velocity of 44.4 m s−1. This Nyquist velocity is large enough such that it was

determined through visual inspection that automated dealiasing was not a necessary

procedure for the two P3 radars — while there were aliased areas near the top of

the storm where divergence was strong, these were manually identified and corrected.

Lastly, while the QC script was sufficient in cleaning up a vast majority of the data,

it was found to be too aggressive in removal of ground echoes within the lowest 2–3

beams above the ground leading to removal of non-ground clutter near-surface echoes.

Since reflectivity and velocity data near the ground are essential in capturing low-level

processes, these data were manually recovered for all sweeps.

For mobile mesonets (MMs), data was recorded at a nominal spacing of 1 Hz with

temperature, relative humidity, and wind sensors calibrated by the Oklahoma Climate

Survey (OCS) before deployment. Additionally, wind observations were automatically

corrected for vehicle motion. All data were objectively QC’ed during post-processing
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and data that are not suitable to be used in the analysis were automatically flagged

based on several possible reasons: 1) panel temperature on the data logger changed

by a significantly large amount potentially due to voltage issues or radio interference,

2) the vehicle was stationary causing potential biases in insufficient ventilation, 3)

vehicle was accelerating (in speed or direction) which may lead to inaccurate derived

winds, and 4) any recorded variables (e.g., latitude, longitude, GPS time) fell outside

of a normal operating range. Out of the 3404 MM observations that were taken from

23:36 UTC (MM first enters FF region) to 00:33 UTC (MM exits supercell to the

NW), 405 observations were flagged as not suitable for research, i.e., ∼88.1% of the

MM observations are used for the analysis.

2.2.2 Objective Analysis and Wind Syntheses

Because full NOXP volume scans were spaced every 3 minutes, and individual radar

volumes from both the NOXP and P3 were not synchronized, a spatiotemporal cor-

rection of radar volumes was required before objective analysis (OBAN) could be

performed. For an analysis time ta, the corresponding volumes just before and af-

ter the analysis time (t1 and t2) were spatially advected to ta based on the constant

storm motion vector ustorm = 8.5 m s−1 and vstorm = 9.6 m s−1. Because there was

a time difference between each ray within each PPI scan, each individual ray within

the volume scan was temporally corrected based on the time that the data within

that ray was collected. Last, the two resulting analyses that were advected linearly in
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time were then averaged in a time-weighted sense to produce a “corrected” analysis

at the intermediate ta (Fig. 6) — this is hereafter referred to as the time-morphing

algorithm and is analogous to advection correction.

After the data were QC’ed and the volumes were spatiotemporally corrected to

each analysis time, the data were then objectively analyzed onto a 0.25 × 0.25 × 0.25

km Cartesian grid using a 1-pass Barnes analysis. After testing, it was determined

that, given the size of the storm and greater peak ranges of data gates from various

radars, that a 2-pass Barnes analysis did not provide further value than a 1-pass

Barnes analysis. The grid spacing of 250 m was chosen to be of the same order

with the horizontal spacing of the P3 radar, ∆max = 300 m. The lower-left corner

of the grid was chosen to be about 60 km to the southwest of the hook echo at

22:57 UTC and the upper-right corner was chosen to be to the northeast corner of

the supercell at 00:36 UTC, such that the supercell moves through the fixed domain

rather than implementing a moving grid that translates with the supercell. While

this was less efficient in terms of file storage due to the need for a larger horizontal

domain (125 × 135 km) to account for the approximate northeast motion of the

supercell, the stationary grid makes backward trajectory calculations for the diabatic

Lagrangian algorithm (DLA) much simpler (DLA details in Chapter 3.2.1). The

filtering parameter of κ = (1.33∆max)
2 is consistent with Pauley and Wu (1990)

such the OBAN retains only 50% of the minimum resolvable wavelength of ∆max

but retains >80% for wavelengths of >3∆max. Because the lowest grid point in the
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OBAN is at the surface (below the lowest beam height), the data points from the

lowest radar beams had to be extrapolated downwards. For example, if the data

at the surface is missing and the wind speed at 250 m and 500 m is 10 m s−1 and

15 m s−1, respectively, this would extrapolate as a 5 m s−1 surface wind speed at

that grid point. This method will be compared to MM observations in Chapter 2.6 to

determine the accuracy of extrapolation to the surface from vertically adjacent grid

points.

The 3D wind field at each time was synthesized from the OBAN Doppler radial

velocities. Because there are radial velocities from three radars, an overdetermined

dual-Doppler analysis algorithm composed of normal linear equations is solved for

u, v, and vertical velocity (w) components which were iteratively solved via vertical

integration of the anelastic mass continuity equation (Ray et al., 1980; Ray and

Sangren, 1983; Kessinger et al., 1987). Namely, Eqs. (A2-A4) from Kessinger et al.

(1987) detail the equations to be solved, but are repeated below for completeness:

u =
Syy

∑
[RiVi(x− xi)]− Sxy[

∑
RiVi(y − yi)] + (w + Vt)(SxySyz − SyySxz)

SxxSyy − (Sxy)2
(3)

v =
Sxx

∑
[RiVi(y − yi)]− Sxy

∑
[RiVi(x− xi)] + (w + Vt)(SxySxz − SxxSyz)

SxxSyy − (Sxy)2
(4)

where Vi is the radial velocity observed at range Ri and Vt is the terminal fall speed

estimated from radar reflectivity given by Joss and Waldvogel (1970) — while the

terminal fall speed relationship is for S-band radars, it is shown to give accurate DLA

retrievals in Ziegler (2013b) for mobile X- and C-band radars. The least squares
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equation is given by

Sxy =
∑

(x− xi)(y − yi) (5)

and similarly for Sxx, Syy, Sxz, and Syz. Once the horizontal components of velocity

were solved, w was derived through each vertical grid column via downward integra-

tion. The anelastic mass continuity is defined as

∂u

∂x
+

∂v

∂y
+

∂w

∂z
− κw = 0 (6)

where κ is the logarithmic change in density with height.

Downward integration was chosen over upward integration due to theoretical argu-

ments that error propagation is lesser with downward integration given stratification

in atmospheric density (Ray et al., 1980). In equation form, vertical velocity is given

by

w(k − 1

2
) = (

1/∆z − κ/2

1/∆z + κ/2
)w(k +

1

2
)− (ui+1,j − ui−1,j)k

2∆x(1/∆z + κ/2)
− (vi,j+1 − vi,j−1)k

2∆y(1/∆z + κ/2)
(7)

where i, j, k, are indices denoting horizontal and vertical grid indices. Note that the

last two terms in Eq. 7 represent derivatives that are approximated by centered dif-

ferences. After integration, a velocity hole-filling technique was used to fill grid points

with missing data. Additionally, an O’Brien column w-adjustment was performed to

reduce vertical velocity errors within a column. A 3D variational adjustment via a

strong integral constraint with upper and lower boundary conditions of w = 0 was

also implemented such that the anelastic mass continuity equation was exactly satis-

fied. Finally, the analysis at the edge of the storm region (demarcated by reflectivity
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less than 20 dBZ) was blended with the ambient winds determined from the environ-

mental sounding — this was done via a horizontal nine-point elliptic low-pass spatial

filter which produces a gradual, smoothed transition of wind velocities from ambient

to storm environment.

In order to capture the evolution of the ambient environment during the 99 min

analysis period, the sounding used at each analysis time was obtained by linearly

interpolating between two TORUS soundings, the first recorded on 17 May 23:02:30

UTC and the second on 18 May 00:57:05 UTC. Namely, the first sounding is a far-

field sounding while the second sounding is a near-field sounding with the locations

shown in Fig. 7a and 7b, respectively. Because the analysis domain extends to 16 km,

and the 23:02:30 UTC sounding terminated at 13.5 km, the sounding from 13.5 km

to 16 km was filled in with the 00:00 UTC KDDC sounding (data from the spatially

closer 00:00 UTC KLBF sounding was not available above 13.5 km). The transition

between the 23:02:30 TORUS sounding and the 00:00 UTC KDDC sounding was

smoothed to eliminate the discontinuous jump from blending the TORUS and KDDC

sounding; the full sounding used is shown in Fig. 7c. The 00:57:05 UTC sounding

extended to 8.1 km; above that, the 23:02:30 UTC sounding (including the portion

filled in by the 00:00 UTC KDDC sounding) was used to fill and the transition was

smoothed again.

Each sounding was then interpolated to a ∆z = 0.25 km vertical resolution grid

from the surface to 16 km to match the analysis grid. Once each sounding was on
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the ∆z = 0.25 km grid, the sounding at each analysis time was obtained by linearly

interpolating in time between the 23:02:30 and 00:57:05 UTC soundings. Note that

because the first two analysis times, 22:57 and 23:00 UTC, were before the 23:02:30

UTC sounding, these two soundings were obtained via linear extrapolation rather

than interpolation. Allowing for temporal evolution of the sounding allows for more

accurate capturing of boundary layer (BL) evolution during the 99 min of the analysis

period; namely, from 22:57 UTC to 00:36 UTC, surface θ decreased from 306.8 K to

304.6 K and surface qv increased from 12.87 g kg−1 to 13.71 g kg−1 leading to higher

θv values and a lower LCL by the end of the period (Fig. 8). Additionally, a dry

layer just above the LFC is moistened within this time frame. While thermodynamic

evolution only becomes important for the DLA in Chapter 3, kinematically, winds

within the BL strengthened and backed in direction which affects wind syntheses

presented here in Chapter 2.

2.3 Event Overview

The first detection of a deep convective echo (reflectivity > 30 dBZ) associated with

the supercell of interest occurred near Goodland, KS at around 20:00 UTC. While

the storm attained mid-level rotation soon after first echo, it continued to remain

nontornadic and track northeast for a few hours. The supercell then underwent a

cyclic, active tornadic period for several hours starting from 22:40 UTC in which it

produced a total of 13 tornadoes from south of Culbertson, NE to 20 miles northeast
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of Cozad, NE (9 of the 13 tornadoes occur within the analysis period). Fig. 9 shows

all of the damage indicators (DIs) associated with all tornadoes produced with the

radar images corresponding to the approximate beginning and end of the analysis

period — one tornado prior to McCook, NE and the three tornadoes near and NE

of Cozad were the four tornadoes not captured within the analysis. Beyond the DIs

in Fig. 9, the supercell remained nontornadic, although it persisted for several more

hours before merging with the lagging QLCS. In total, from first deep convective echo

to QLCS merging, the supercell lasted an impressive 7 hours, alluding to the relative

isolation of the supercell ahead of the QLCS and from surrounding convection.

Because the 99 min analysis period is relatively long, it is helpful to break it up

into three different, smaller segments that will be used as demarcation points within

this Chapter. The details of the three segments are detailed below, and the details

of all the tornadoes within the analysis period can be found in Table 4:

1. Segment 1 (S1), which runs from 22:57 to 23:06 UTC, is the first significant

tornadic period, marked by one significant but short-lived EF2 tornado to the

east of McCook, NE.

2. Segment 2 (S2), which runs from 23:06 to 23:57 UTC, is the weakly tornadic

period. While four separate tornadoes officially occurred in this 48 minute time

frame, all were given an EF-0 rating and three of the four had a path length

of half a mile or less. The radar presentation of the supercell and mesocyclone

during this period was less organized in comparison to S1 or S3.
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3. Segment 3 (S3) runs from 23:57 to 00:36 UTC and is denoted as the second

significant tornadic period. Unlike S1, S3 contains four separate tornadoes,

three of which were EF-1+ and two of which were significant. The presentation

of the supercell and mesocyclone are the most impressive during this time,

and the strongest tornado (per the EF-scale) that the supercell produced (EF-

3) occurred in S3 from 00:05 – 00:09 UTC. S3 also contains the longest-lived

tornado, an EF-1 lasting 18 minutes from 00:15 to 00:33 UTC.

The following results in this chapter will focus on key kinematic features found

within the 4D wind synthesis during the analysis period, highlighting differences found

between S1, S2, and S3. Because full 3D wind vectors are available at each analysis

time, derived fields such as convergence / divergence, vorticity, etc can be calculated.

It is worthwhile to reiterate that while these sorts of calculations have been done

previously within a dual- or multi-Doppler framework, the length of uninterrupted

analyses presented herein is novel, and allows for detailed analysis of the evolution

of key features during the transition from a strongly tornadic period to a weakly

tornadic period, and back again to a strongly tornadic period of the supercell.

The time series of 1 km w (w1km) and surface Okubo-Weiss number (OW) dis-

tributions (Okubo, 1970; Weiss, 1991) are given in Fig. 10 and 11, which give a

measure of low-level updraft strength and near-ground rotation. Distributions are

taken from within 5 km of the center of rotation at a given height, where the center

is manually identified at each analysis time — also note that only positive values of
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w1km and negative OW are included in the distribution since the focus is to capture

time evolution of LLM updraft and resolved rotational properties. w1km is directly

related to LLM strength and vertical vorticity (ζ) stretching potential while OW is

mathematically defined as

OW = D2 − ζ2 (8)

where D is the total deformation (Okubo, 1970; Weiss, 1991; Markowski et al., 2011).

OW is helpful in the fact that it discriminates areas of ζ owing to regions of rotation

(OW minima) and deformation (OW maxima). Thus, Fig. 11, which is a time series

of the negative of the OW field, is a quantification of near-surface rotation around

the LLM with time, with higher values indicating stronger rotation.

Fig. 10 illustrates that while there is not much variability in the median of the

w1km distribution around the LLM, more extreme values (≥95th percentile) exhibit

larger temporal fluctuations that correlate well with the supercell segments (S1, S2,

and S3). The patterns are especially obvious when examining the maximum w1km

value within the distributions indicated by the top of the violin plots. Namely, maxi-

mum w1km within S1 starts off quite high near 25 m s−1 before decreasing by the end

of S1, relating to the dissipation of the EF-2 tornado. The global minimum of w1km

is found within S1 at around 23:27–23:30 UTC before beginning to ramp back up

especially after 23:45 UTC as the supercell begins to reorganize. The strongest w1km

values are found within S3, the most active and significant tornadic period, with 10

of the 13 analysis times having maximum w1km ≥ 20 m s−1 (found in only 3 analysis
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times prior to S3).

The patterns within the -OW distributions are perhaps even more well-correlated

with the supercell behavior, with a local maximum at the start of the analysis period

associated with the ongoing EF-2 tornado (Fig. 11). There is a relative dip before

another local maximum at 23:15 UTC perhaps associated with tornado #2 (EF-0;

see Table 4) and one at 23:36 UTC coincident with tornado #3 (also EF-0). In

between these two maxima is a minimum at 23:27–23:30 UTC which corresponds

precisely with the global minimum in w1km — thus, regarding low-level organization,

the supercell is likely at maximum disorganization around this time. While there is

no -OW maximum with tornado #4 (EF-0), it is possible that this tornado is too

short-lived or is too small to be captured by the temporal and / or spatial resolution

of the analysis. Nevertheless, the beginning of S3 is marked by a steep increase in

-OW where it remains for the rest of the period, signifying the relative robustness

of the near-surface rotation during S3. In fact, the minimum value of both the 95th

percentile and the maximum of -OW within S3 is larger than the highest value at any

time within S1 and S2. Given the trends in Fig. 10 and 11 and how well they correlate

with tornadic activity within the supercell, we are confident the wind syntheses are

producing low-level near-mesocyclone velocity fields that are evolving consistently

with observed tornado occurrences.
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2.4 Kinematic Analysis

2.4.1 Segment 1

Segment 1, which includes times between 22:57 to 23:06 UTC, is the shortest of all

the segments and is characterized by a short-lived, but significant, EF-2 tornado that

was officially on the ground from 22:55 to 23:01 UTC. Surface analyses from S1 show

a well-defined hook echo collocated with a robust area of rotation until 23:03 UTC.

The area of rotation is elongated from southeast to northwest, also identifiable by

the elliptical contours of negative surface OW highlighting the near-surface rotation

(Fig. 12a–c) — we note that “rotation” herein refers to regions that have closed,

cyclonic flow characteristics that are resolved within the wind syntheses. The actual

track of the tornado (indicated by the DIs) is located on the southeast periphery of

the negative OW contour. It is important to note that although Fig 12 is a “surface”

analysis, because of beam height curvature issues with NOXP and ground-clutter

with P3, radar data below 250 m is, for the most part, unavailable — recall that

within the OBAN, this is resolved through extrapolation from the nearest vertical

grid levels above the surface. Therefore, the surface analyses are likely to be reflective

of a combination between the surface truth and the data just above the surface.

Additionally, owing to 250 m grid spacing, it is difficult to fully resolve the tornado

cyclone within the analysis. Regardless, the DIs being displaced to the southeast from

the minimum in surface OW suggests the tornadic cyclone is tilted / displaced from

the LLM. Additional evidence for this conjecture is found when examining the 1 km
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AGL analysis in S1 (Fig. 13a–c) — namely, the minimum in the OW fields at 1 km

are located to the northwest of the surface OW minimums, especially obvious at 22:57

and 23:03 UTC. Visual observations confirm extensive tilt of the tornado especially

towards the dissipation stage, with the base of the condensation funnel far displaced

from attachment to cloud base (Fig. 14, video screenshots credit of “TheF5Hunter”).

The dissipation of the tornado officially occurs at 23:01 UTC and is reflected

through a significant change between the 23:03 and 23:06 UTC analysis. Fig. 12c to

d shows a transition to a more outflow-dominant hook echo structure, with weak flow

passing through the reflectivity appendage and a loss of any stronger rotation. This is

in conjunction with an absence of any strong minima in the OW field at the surface.

Fig. 13d shows that the LLM had undergone a kinematic occlusion process displacing

it towards the backside of the storm with the center located at around x = 42.5 km

and y = 48.5 km, several kilometers to the west of the hook echo. Within the hook

itself, the flow is again passing through the reflectivity associated with the appendage

from southwest to northeast, and although there is a new stronger minimum in OW at

1 km within the inflow notch, this is not associated with any strong rotation near the

surface. After 22:57 UTC, blue contours in Fig. 13 show 1 km AGL vertical velocities

are relatively weak above the surface OW minimum, which indicates stretching of

near-ground vertical vorticity was likely not enough to maintain tornadic strength for

very long, leading to the short-lived nature of tornado #1.

Even where 1 km vertical velocities are stronger at 22:57 UTC, these updrafts
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are displaced from both the OW minimum and ζ maximum to the south, leading to

the conclusion that stretching of near-ground ζ is not playing a role in maintaining

the tornadic rotation at resolved scales. Investigating further reveals a potentially

interesting tornadogenesis / maintenance mechanism associated with tornado #1.

Fig. 15a reveals that at 22:57 UTC, there are two updraft maxima which straddle

the area in between a positive ζ region to the north and two negative ζ minima to

the west and south. This pattern is highly suggestive of a vortex line arch (VLA)

feature which was observed in Straka et al. (2007) and Markowski et al. (2008), the

latter through pseudo-dual-Doppler analyses of six supercell thunderstorms (see their

Fig. 2–4). Per Markowski et al. (2008), VLAs typically extend upwards through

the cyclonic vorticity maximum, turn horizontally towards the south or southwest,

then turn downwards through the anticyclonic vorticity maximum. Specifically, given

the typical orientation of a VLA compared to the ambient horizontal vorticity, the

generating mechanism tends to be baroclinic generation of horizontal vorticity which

is then tilted by a low-level updraft. While the straddling 1 km updraft weakens at

23:00 and 23:03 UTC, the couplet of positive / negative ζ remain (Fig. 15b–c).

While VLAs have been documented in previous literature both numerically (Weis-

man and Davis, 1998) and observationally through 3D wind synthesis retrievals (Ma-

jcen et al., 2006; Straka et al., 2007; Markowski et al., 2008), their presence within

the literature is relatively sparse, so it is worthwhile to investigate whether vortex

lines here are of the same nature as presented in those studies. Plotting vortex lines
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originating from the surface within a manually-chosen 2×1 km box surrounding the

positive surface ζ reveals that there are, in general, two clusters of vortex lines. The

first cluster is a set of vortex lines that erupt upward from the surface and continue

to tilt NW with height through the LLM and into the mid-level mesocyclone (black

arrow Fig. 15d–f) while the second cluster is a set of VLAs that turn horizontally

between 0.5 and 1.5 km AGL and descend downward through the region of negative ζ

to the west and southwest (the southern minimum of ζ at 22:57 UTC is not associated

with any VLAs and is likely just a reflection of the anticyclonic side of the rear-flank

downdraft, RFD). The surface grid points at which these VLAs originate tend to

be on the very SE flank of the positive ζ contour, and are collocated well with the

DIs. Thus, it is possible that the main mechanism for near-surface ζ generation for

this tornado could have been the production of VLAs. If this was the case, once 1)

the weaker low-level updraft no longer sufficiently tilted horizontal vorticity to pro-

duce VLAs or 2) baroclinic boundaries responsible for producing horizontal vorticity

weakened, near-surface ζ diminished and the relatively short-lived tornado dissipated.

Given the lack of 1 km updraft in the 23:00 and 23:03 UTC analyses (Fig. 15b–c),

the former is argued to be the more likely cause.

2.4.2 Segment 2

While 4 tornadoes officially occur during S2, and two are marked by a local temporal

maximum in near-surface OW (Fig. 11), all four tornadoes were rated EF-0, with
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tornadoes #3–5 having a path length of half a mile or less. Therefore, S2 is generally

characterized as the most disorganized period during the observed storm lifecycle,

especially at around 23:27–23:30 UTC where both w1km and surface -OW are at or

near their global minimum values (Fig. 10 and 11). Fig. 16 shows streamlines of

the horizontal wind for 6 key points within S2, namely, the times at which the local

temporal minima (23:09, 23:27, 23:48 UTC) and maxima (23:18, 23:39, 23:57 UTC) of

surface OW occur. A horizontal streamline analysis is chosen for simple visualization

of flow through the supercell at the lowest grid level, especially within the hook echo

region.

Fig. 16a–b gives insight as to why the supercell fails to produce or maintain any

appreciable surface ζ during the beginning periods of S2. Namely, the streamlines

from the inflow region indicate that flow is quickly exiting through the back side

(western edge) of the supercell. In fact, the old mesocyclone associated with tornado

#1, located at x = 45.5 km and y = 50 km (marked by bending streamlines) in

Fig. 16a, is also being advected towards the back of the storm and is not discernible

by 23:18 UTC (Fig. 16b). Especially at 23:18 UTC, 1 km updrafts are weak and

disorganized, and the -OW contours which are related to the local maxima in Fig.

11 are far displaced from the hook echo appendage and are likely not associated

with the ongoing EF-0 tornado, though the absence of DIs makes that difficult to

confirm. Given 1) the weak flow within the hook echo appendage and streamlines

indicating flow through the supercell with no convergence associated with the RFD
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and 2) the steadiness of the streamlines within the first half of S2 especially, any

surface ζ is likely being shed towards the back of the storm. This would result

in little to no residence time beneath the disorganized 1 km updrafts. In numerical

simulations, prevention of vortex shedding and longer residence times of areas of more

concentrated ζ beneath the updraft have been found to be a potential discerning factor

in tornadogenesis success or failure (Fischer and Dahl, 2022) while failure of forward-

flank (FF) parcels to reach the LLM have been associated with tornadogenesis failure

(Murdzek et al., 2020b). Nevertheless, the advection speed of vortex patches relative

to the updraft is known to have direct consequences on the likelihood of near-ground

vortex intensification both observationally (Dowell and Bluestein, 2002b; Tanamachi

et al., 2012; Skinner et al., 2014) and numerically (Markowski and Richardson, 2014;

Guarriello et al., 2018; Murdzek et al., 2020b; Gray and Frame, 2021).

By 23:27 UTC, the structure of the supercell and its internal flow have been

slightly modified. Namely, the hook echo contains larger amounts of precipitation,

and the flow within the hook echo has obtained a northerly component, indicating that

the flow may be wrapping around with the beginnings of an RFD, reducing surface

ζ shedding (Fig. 16c). However, both surface OW and 1 km ζ reveal continued

disorganization for the time being, with no surface OW ≤ -0.02 s−1 and no w1km

≥ 10 m s−1. By 23:39 UTC, a small area of stronger negative surface OW has formed

within the hook echo, below a weaker but broad 1 km updraft of ∼10 m s−1 (Fig.

16d). Considering the correct placement of the stronger negative OW region, this may
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be a reflection of the ongoing EF-0 tornado, although again, lack of DIs makes this

difficult to confirm. One interesting feature to note between 23:27 and 23:39 UTC is a

persistent region within the FF of the supercell that is characterized by stagnant flow.

This region of stagnant flow is very shallow in nature, diminishing with height and

only detectable below 750–1000 m. This feature is also resolved within the NOXP

scans, but only within the 0.5 and 1.0◦ elevation angles.

At 23:48 UTC, the supercell has elongated significantly, and the flow within the

FF region has become increasingly parallel to the reflectivity gradients, signifying a

potential increase in streamwise baroclinic horizontal vorticity (investigated further

in Chapter 3; Fig. 16e). While the negative surface OW from 23:39 UTC is no longer

present, the hook echo takes on a more classic appearance, with a strong northerly

component of the flow within the hook echo and even a slight westerly component,

indicating a maturing of the RFD and associated flow. By 23:57 UTC, the last time

of S2 and the analysis time just prior to an EF-2 tornado, the streamlines within the

hook echo are strongly divergent, with the flow along the eastern reflectivity gradient

exhibiting a more significant westerly component (Fig. 16f). Both of these indicate

that an RFD surge may be occurring just before the supercell becomes significantly

tornadic within S3.
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2.4.3 Segment 3

As stated previously, S3 is the most actively tornadic period — although the total

tornado count of four matches that of S2, three of the four were stronger than EF-

0 with two being significantly tornadic (one EF-2 and one EF-3; Table 4). While

the EF-2 and EF-3 were relatively short-lived (∼2 and 4 min, respectively), tornado

#9 (EF-1) was the longest-lived tornado within the analysis period by a factor of

3, lasting ∼18 total minutes. Prior to tornado #9, the longest-lived tornado was

tornado #1 lasting ∼6 min. Therefore, the analysis here will focus on the ζ and w

distributions near the LLM in an attempt to parse out 1) why stronger tornadoes

were more frequent during S3 and 2) why tornado #9 was longer-lived compared to

the other 8 tornadoes within the analysis period.

Fig. 17 depicts surface ζ and w1km every 6 minutes within S3, starting from

00:06 UTC which is during the EF-3 tornado. Surface ζ patterns at 00:06 UTC ex-

pectedly show a broader area of positive ζ with a local maximum near the center of

the rotation (Fig. 17a). What is perhaps more interesting is the displacement of the

rotation center from the DIs at this time, which are located to the west and north.

Based on the track of the DIs, it appears that the tornado takes a quick left turn

to the north before dissipating. Due to spatial / temporal resolution limitations, the

analysis does not seem to adequately capture the left turn of the tornadic rotation,

and the rotation represented in Fig. 17a is likely more representative of the LLM.

Nevertheless, this suggests that as the tornado turns left, it is displaced from its
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parent mesocyclone / updraft leading to vortex dissipation shortly after producing

EF-3 damage. Additionally, displacement of maximum surface ζ from stronger w1km

indicates lack of continuous ζ stretching, necessary for longer-lived tornadoes (e.g.,

Markowski and Richardson, 2014). This pattern continues into 00:12 UTC, where al-

though strong surface rotation with a broad area of positive ζ exists, the displacement

of strong w1km from maximum surface ζ implies lack of more substantial ζ stretching.

However, this changes with the 00:18 UTC analysis (beginning of the longer-lived

tornado #9), with stronger surface ζ values overlapping well with more intense w1km

(Fig. 17c). This favorable overlap not only occurs at the center of the surface rotation,

but in a broad region extending a few kilometers to the NW of the rotation center.

Thus, enhancement of low-level ζ in the area surrounding the surface rotation may

be playing a key role in increased longevity with tornado #9. Favorable overlap at

and to the NW of very tightly resolved rotation continues at 00:24 UTC, with the

surface rotation matching well with the location of damage indicators (Fig. 17d).

At 00:30 UTC, nearing the end of tornado #9’s lifetime, overlap starts to become

less favorable — while strong surface ζ associated with the surface rotation remains,

w1km is much weaker, with the 10 m s−1 just impinging on the edge of the surface ζ

maximum (Fig. 17e). However, the supercell at 00:30 UTC is showing signs of cyclic

behavior, with a new region of positive surface ζ juxtaposed with w1km ≥ 15 m s−1

to the northeast of the original rotation. It is also worthwhile to note that, once

again, the original surface rotation is displaced to the east of the DIs, suggesting the
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analysis is not adequately resolving the left turn of tornado. Finally, at 00:36 UTC,

the tornado has officially dissipated, and while a strong surface ζ maximum remains,

this is not associated with any upward vertical velocity (Fig. 17). It is surmised that,

without any continued ζ stretching, the rotation has entered the spin-down phase in

which frictional forces will slowly deplete the positive ζ.

Fig. 18 and 19 shows a quantitative measure of low-level ζ stretching and associ-

ated 3D ζ distributions at the same 6 min interval, respectively, reaffirming physical

mechanisms alluded to in Fig. 17. Specifically, Fig. 18 quantifies the column-averaged

vorticity stretching from 0 to 1 km AGL (over 5 vertical grid levels at and above the

surface). At 00:06 UTC, although there is a continuous column of 0.03 s−1 ζ with

0.05 s−1 value between 1.5 and 4 km AGL (Fig. 19a), column-averaged vorticity

stretching indicates that the center of the 0–1 km rotation is actually undergoing

negative stretching (Fig. 18a), perhaps a reason why the tornadic rotation is not sus-

tained. While weak positive 0–1 km ζ column-averaged stretching develops around

the surface rotation (Fig. 18b), isosurfaces of ζ show scattering / disorganization of

0–1 km ζ with ζ aloft, leading to no continuous columns of positive ζ and a short-lived

EF-0 occurring at this time (Fig. 19b).

These patterns change drastically at 00:18 UTC with an axis of larger positive 0–

1 km ζ stretching extending out to the NW from the center of rotation which, based on

direction of surface flow, may be feeding continuous vorticity at low-levels (Fig. 18c).

This feeding of air with vertical vorticity enriched through stretching may be akin to
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ζ ribbons that are a primary feature in the Orf et al. (2017) simulations and have been

observed as cyclonic misocyclone-scale vortices in (Snyder et al., 2013; Wurman and

Kosiba, 2013; Wurman et al., 2014). The ζ ribbons in the simulation are stretched

by low-level updrafts as they are advected towards the tornadic rotation, eventually

merging and providing a stream of positive vorticity to the simulated vortex. While

the spatiotemporal resolution here is not fine enough to capture such details, the

location of positive ζ, positive column-averaged ζ stretching, and direction of 0–1 km

storm relative flow indicate that the analysis may be observing such a phenomenon

here. The 0.05 s−1 ζ isosurface at 00:18 UTC extends from the surface up to 2 km

AGL and the 0.03 s−1 ζ isosurface nearly connects up to 5 km AGL (Fig. 19c) —

additionally, the 0.03 s−1 ζ isosurface does extend to the NW of the main rotation,

and again may be a coarse representation of vorticity ribbons feeding the tornadic

rotation.

By 00:24 UTC, the region of 0–1 km positive column-averaged ζ stretching is

still robust (Fig. 18d), and most importantly, this potential feeding of vorticity rich

parcels into / near the rotation leads to a vertical consolidation of the ζ isosurfaces

(Fig. 19d). The 0.05 s−1 ζ isosurface is connected to the surface, extends up past

5 km, and is actually continuous up to nearly 9 km AGL (not shown), indicating with

near certainty that there exists a continuity between the near-surface, low-level, mid-

level, and even upper-level rotation / mesocyclone. Even as the ribbon of positive

0–1 km column-averaged ζ stretching diminishes at 00:30 and 00:36 UTC (Fig. 18e–
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f), the continuous 0.05 s−1 ζ isosurface remains. Nevertheless, the vertical extent of

the 0.05 s−1 ζ isosurface does decrease to 5–6 km AGL (not shown) and the negative

accumulated ζ stretching centered on the rotation at 00:36 UTC does indicate that

the spin down period has indeed begun, with divergent flow at the surface leading to

negative column-averaged ζ stretching values (Fig. 18f).

2.5 Trajectory Analysis and Potential Streamwise Vorticity

Current (SVC)

Now that the evolution of the supercell through S1, S2, and S3, including LLM

characteristics through ζ and w patterns and ζ stretching, has been documented in

detail, we turn our attention towards trajectory analyses to determine source locations

of LLM parcels and compare them to what has been found in numerical simulations

of supercells. Backward trajectories will be heavily utilized in this analysis, and are

calculated with a ∆t = 20 s with reflectivity and winds being temporally interpolated

using the time-morphing algorithm (Fig. 6). We note that the length and detail of

this analysis provides the opportunity for a novel comparison between the observed

supercell here and numerical counterparts, which have highlighted the consistency

and importance of trajectories which cross the FF region and end up within the

LLM.

The calculation of backward trajectories require the availability of 3D wind infor-

mation upstream in time. While the DLA process calculates backward trajectories
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starting from the first analysis time of 22:57 UTC, upstream information is provided

by projecting the 22:57 UTC analysis back in time using the constant storm motion

of ustorm = 8.5 m s−1 and vstorm = 9.6 m s−1. Therefore, the trajectories calculated

at the earlier analysis times rely on the assumption that the supercell is steady-

state prior to 22:57 UTC, which, given the evolving nature of the supercell, is an

uncertain assumption at best. Therefore, we opt to conduct trajectory analyses for

times after 23:45 UTC, which allows at least 45 min of non-steady state data for

calculations. While trajectories farther removed from 22:57 UTC will rely on the

steady-state assumption even less, 45 min is a sufficient time such that a significant

amount of trajectories have already exited the storm environment and terminated

within the inflow environment. Therefore, the uncertainties regarding steady-state

use in trajectory calculations is acceptably reduced. We are especially confident that

by 00:00 UTC, over an hour after the first analysis time of 22:57 UTC, steady-state

assumptions are introducing negligible uncertainties into trajectory calculations.

The trajectory analysis has an emphasis on source areas of parcels that end up

within the LLM, which is defined as any grid point within a 1.5 × 1.5 km box of the

centroid, manually identified as the center of the 1 km rotation. Another reason why

this analysis focuses on 23:45 UTC and onward is that the centroid of the LLM is

rather obscure for the first half of S2 when the supercell is relatively disorganized.

After 23:45 UTC, and after 00:00 UTC especially, the rotation associated with the

LLM becomes more well-defined, and therefore the centroid is much easier to define
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without subjective error. By investigating from the end of S2 to the beginning of S3,

we can evaluate 1) changes in backward trajectory paths coincident with strengthen-

ing and organization of the LLM and 2) evolution of LLM trajectories during the most

tornadic period in S3. From numerical supercell simulations, it is well-known that

the trajectory of the LLM parcels can be directly responsible for modulations in LLM

strength (e.g., residence times along baroclinic gradients). While direct calculations

/ analysis of parcel thermodynamics are left for Chapter 3, we can gain a general

understanding of LLM parcel processes by simply examining backward trajectory

paths.

At 23:45 UTC, most of the trajectories surrounding the relatively weak rotation at

1 km AGL are streaming in from directly east of the supercell while a few originate

from the southeast (Fig. 20a). While trajectories from the southeast originate at

around 1 km AGL, most of the trajectories coming in directly from the east flow

very near to the surface before ascending into the LLM. While surface-based LLM

parcels are no surprise, none of the parcels spend any appreciable time within higher-

reflectivity regions and instead are a product of the undisturbed inflow environment.

Thus, if past numerical studies are correct that tilting of baroclinically-generated

horizontal streamwise vorticity is important to LLM maturation and maintenance,

the trajectories here are consistent with this hypothesis as the LLM has yet to fully

mature.

However, trajectories within the next few analysis times quickly begin to indicate
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significant changes as the supercell begins to strengthen prior to the beginning of

S3. With each 3 min interval, a larger proportion of trajectories begin to take a

more curved, northward path as they approach the supercell before turning back to

the south and ascending into the LLM. This is especially apparent by 23:51 UTC

where the trajectories that terminate in the western half of the trajectory box stream

in from ∼10 km north of the LLM and flow south along the reflectivity gradient

(Fig. 20b). Again, these trajectories originate and remain very close to the surface,

suggesting that these parcels could be attaining some baroclinic horizontal vorticity

during their residence time along the reflectivity gradient before being tilted into

the LLM. This pattern continues and by 00:00 UTC, nearly all of the parcels in

and around the LLM at 1 km AGL have curved trajectories through the FF region,

with long residence times along the reflectivity gradient (Fig. 20c). Out of the

36 backward trajectories that terminate within the 1.5×1.5 km box, the number of

trajectories that traverse along or to the west of the reflectivity gradient increases

from only 1–2 at 23:45 UTC and 23:48 UTC, 6–8 at 23:51 UTC and 23:54 UTC,

17 at 23:57 UTC, and 24 at 00:00 UTC. We do note that radar imagery in the

trajectory figures corresponds to the time that trajectories terminate, and therefore

may not be completely representative of the state of the supercell where trajectories

indicate interesting processes are occurring. Nevertheless, while vorticity tendency

calculations are to be done in Chapter 3, this conceptualization of a stronger LLM

associated with long-residence trajectories along the FF reflectivity gradient match
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well with many numerical supercell simulations.

We can investigate a cross-sectional plane through which the component of the

surface winds is large, such that any vertical rotation within the plane would have a

significant streamwise component. Investigating vertical velocities within Fig. 21 in-

dicate there is relatively little vertical velocity, especially within the lowest 2 km and

more importantly, little change in vertical velocity with respect to the x-direction.

This indicates that the storm has not generated significant amounts of resolvable

streamwise vorticity at this location in the supercell. Direct calculations of baro-

clinic vorticity tendency as well as horizontal stretching through strong accelerations

towards the LLM along parcel trajectories may yield more information regarding

vorticity processes, and will be presented in Chapter 3.

Following 00:00 UTC, trajectory paths remain similar for 00:03 and 00:06 UTC

— by 00:09 UTC, while there are still a good amount of parcels with long residence

times along the FF region, there is a batch of trajectories that originate in the am-

bient environment and appear to be undisturbed by the storm. The proportion of

trajectories with long residence times in the forward flank decreases in the 00:12 UTC

analysis, and then again for 00:15 UTC (Fig. 20d). This change in trajectory paths

does occur in conjunction with the presence of weaker -OW values within S3 from

00:09–00:15 UTC (Fig. 11). Increased curvature in parcel trajectories through the

FF returns by 00:18 UTC and continues to 00:21 UTC, although the trajectory distri-

bution is not as uniform as it was for 00:00–00:06 UTC with a number of trajectories
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not encountering the FF air as they flow toward the LLM.

Unlike at 00:00 UTC, however, a cross-sectional analysis at 00:15 UTC through

the trajectory paths just prior to reaching the LLM reveals an interesting horizontal

rotor feature within the high-reflectivity centered at around x = 81 km at 1 km

AGL (Fig. 22). Vertical velocity gradients along the x-direction suggest that positive

horizontal vorticity would extend out a couple of kilometers both to the west and

east. Evaluating the sense of horizontal vorticity with this rotor would yield the same

direction as surface wind vectors, leading to the conclusion that trajectories associated

with this rotor would contain streamwise horizontal vorticity and is suggestive of a

potential SVC-like feature. The largest caveat here, however, is that the trajectory

paths remain at the surface while the rotor itself is centered at z = 1 km, although

vertical velocity gradients do suggest dw/dx > 0 down to z = 250 m. Additionally,

even if the vorticity doesn’t extend to the ground it could induce a negative pressure

perturbation that is dynamically important for near-surface parcels. Again, direct

calculations of baroclinic vorticity tendencies along parcel trajectories may yield more

information on whether this rotor is a true SVC as found in numerical simulations.

Towards the end of S3, trajectory patterns become less uniform at 00:24 and

00:27 UTC, with some trajectories along the FF and some originating from the south

of the LLM that originate between 1–2 km AGL (Fig. 20e). These two times are

the only times where a substantial percentage of southern parcels originate from

>1 km AGL — this may simply be a consequence of the trajectory box capturing
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parcels outside the LLM, though it could be that the LLM does ingest some non-

surface based parcels during this time as the occlusion process begins to overwhelm

the LLM. Nevertheless, parcel trajectories along the FF reflectivity gradient continue

to be a defining characteristic at 00:30, 00:33, and 00:36 UTC as the LLM becomes

occluded and a new rotation center develops to its northeast. It is worthwhile to note

that there do exist trajectories, especially at 00:33 UTC, which are not surface-based

and actually originate at the backside of the supercell at heights >4 km (Fig. 20f).

These parcels stream in from the northwest and descend within FF downdrafts before

being ingested into the LLM.

In summary, this analysis, which illustrates that an observed strengthening LLM

was associated with an increase in parcels which have backward trajectories through

the FF — these results corroborate trajectories depicted in many numerical supercell

studies. At the very least, it confirms that a majority of LLM parcels do have a

history of traversing the FF region, and that it is highly unlikely in this case that all

LLM parcels originate from the inflow environment.

2.6 Comparison to Mobile Mesonet Observations

The last portion of the kinematic analyses compares the lowest grid level results

from the multi-Doppler analyses to MM observations. While the analyses farther

above the surface have less uncertainty due to availability of radar data above the

ground, radar data directly at the ground are typically 1) unavailable in the case of
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Earth curvature effects from ground-based radar or 2) determined to be “bad” from

quality-control processes due to ground clutter which is typically the case for the

airborne radars. Thus, where surface data is not available, the OBAN methodology

extrapolates the winds down from the levels that do have data just above the surface.

Therefore, it is likely that some differences will exist between the analyses and the

mesonet observations, and it is useful to compare where differences are greatest and

what these differences could imply about both the kinematic analyses presented thus

far as well as low-level shear implications.

Starting from around 00:00 UTC, the NSSL Mobile Mesonet Probe 2 was able to

do transects within the high-precipitation forward-flank region as well as areas to the

north of the LLM sampling the strongest of the inflow winds before exiting out the

back of the storm again by around 00:33 UTC. Fig. 23a shows the mesonet transect of

the entire FF region centered at 00:06 UTC ± 3 min — it is apparent that the analysis

surface winds capture the general trend of slackening and veering winds from west

to east, but that the magnitude of gradients appears to be muted, as expected given

the parameters used in the 1-pass Barnes analysis described earlier. Specifically, the

analysis accurately captures northeasterly and even easterly winds on the backside of

the high-reflectivity region transitioning to a more northerly component within the

precipitation core and then attaining a light westerly component to the east of the

reflectivity core. While speed within the analysis is overestimated in the analysis

on the order of 5–10 kts in some regions, the analysis does correctly depict stronger
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winds within the precipitation core and weaker winds to the west. The overestimation

within the analysis is likely due to extrapolation error, and is perhaps not accurately

capturing frictional effects very near to the ground where MM observations are taken

(3 m AGL).

By 00:15 UTC, the MM began to transect areas north of the LLM where the

strongest winds were located based on the surface wind analysis. At the beginning of

the MM track (indicated by the black dot in Fig. 23b), the agreement between the

analysis and the observations is fairly good — however, while there are areas where the

analysis matches observations well (e.g., turn around point in the mesonet track in Fig.

23b), there are also areas where the analysis overestimates surface winds by 10–20 kts

in some regions before 00:15 UTC (indicated by the black star in Fig. 23b). This bias

is exaggerated further when looking at mesonet observations after 00:15 UTC where

the MM winds are measuring 35–40 kts winds and the analysis shows surface winds

exceeding 70–80 kts. Thus, it seems that the areas where differences between analysis

and observations are the largest tends to be where analysis depicts the strongest winds

close to the mature surface rotation.

Disagreements in direction are not as drastic as speed — however, observed

mesonet winds do tend to be slightly more backed than the analysis winds in some

regions (Fig. 23b). While this may not seem significant, a difference in direction

may have large implications for frictionally-induced near-surface shear. Remember,

analysis winds are overestimated due to the lack of near-surface velocity data and

55



resultant extrapolation from the vertical grid levels from just above the surface. At

250 m and 500 m, these winds are much more likely to be closer to the truth since

they have been calculated directly through velocity radar data and not extrapolated

downward. Thus, if we consider the mesonet winds to be accurate at the surface and

analysis winds to be accurate at 250–500 m, this analysis implies very strong speed

shear and some directional shear within the lowest 250–500 m AGL — the latter is

important because without directional shear, all horizontal vorticity generated from

this near-surface frictional shear would be crosswise.

If we do a rough calculation, we find that the depicted veering wind with height

would lead to streamwise vorticity generation owing to frictional effects very close

to the surface rotation center. From Fig. 23b, north of the rotation center, MM

recorded approximately 40 kt flow from a direction of 5◦ while the wind synthesis has

75 kt from a direction of approximately 20◦. If we assume 40 kt flow is realistic at

the surface and the 75 kt flow is accurate at 250 m AGL where frictional effects are

reduced, this gives 0.03 s−1 of vorticity in the x-direction and -0.022 s−1 vorticity in

the y-direction. Using an average u-component / v-component of the flow of -7.35 /

-24 m s−1 within the 0–500 m layer, the result is antistreamwise vorticity in the x-

direction and streamwise vorticity in the y-direction. However, the latter dominates

and the total streamwise vorticity from this kinematic profile would be 0.012 s−1

which is not insignificant. While we do ignore any effects of horizontal gradients in

w in this rough calculation, this would corroborate recent studies such as Roberts
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and Xue (2017) that have found frictionally-generated vorticity plays an important

role in the intensification and maintenance of the LLM in supercells. These biases of

overestimation of surface winds in the analysis compared to observations, along with

slightly backed mesonet winds, continues at 00:24 UTC (Fig. 23c). Once the mesonet

begins to exit to the northwest by transecting the forward-flank precipitation region at

00:33 UTC, there is once again good agreement between the observed mesonet winds

and the surface analysis winds in both speed and direction within the FF region (Fig.

23d), although the analysis wind are rotated 10-20 degrees counterclockwise from the

MM winds.

The question then becomes, what do these biases imply about the trajectory

results given in the previous section (Chapter 2.5)? The largest biases are constricted

to the area around the surface rotation, and that these biases are exaggerated when

the rotation is at peak strength within the wind synthesis which occurs at 00:15 UTC

and onward. While we hypothesize that much of the error would likely be in regards

to the timing of the parcels into the LLM since the majority of the bias was in

speed and not direction, a true sensitivity test would be needed to compare original

trajectories to corrected trajectories where surface winds are modified to more closely

match that of the MM observations. However, using a relatively small number of

MM observations to correct these surface analysis is not trivial and is beyond the

scope of this dissertation, but future work including potential publications stemming

from this analysis should have sensitivity testing of these trajectories. Additionally,
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different extrapolation techniques (e.g., logarithmic instead of linear), could yield

more accurate surface measurements, but again this is left for future work. For now,

we must use caution in interpreting results stemming directly from trajectories near

the LLM at 00:15 UTC and beyond — this is especially true when vorticity tendency

forcing terms along trajectories are analyzed in Chapter 3 and at the lowest grid level

of the analysis which, as shown in the MM comparison to the analysis, has the larger

uncertainty which is inherited by trajectory calculations.

2.7 Summary and Conclusion

The analysis herein presents a novel multi-Doppler analysis of the 17 May 2019 tor-

nadic supercell that occurred in southwest Nebraska during the TORUS field cam-

paign. While dual- or multi-Doppler analyses of supercells has been a widely used

methodology to retrieve 4D kinematic data, this study is novel in that it details super-

cell evolution for an uninterrupted 99 minutes at 3 minute temporal spacing. Thus,

not only does this allow for documentation of supercell features such as the LLM,

FFD, and RFD, but the analysis records the evolution of these features through a su-

percell as it cycles from strongly tornadic (demarcated as segment 1 or S1 from 22:57

to 23:06 UTC), to weakly tornadic (S2 from 23:06 to 23:57 UTC), and then back to

strongly tornadic with a mesocyclone occlusion phase (S3 from 23:57 to 00:36 UTC).

Time series of w at 1 km, ζ, and OW, show that the wind syntheses are accurately

capturing the evolution of the LLM through the three segments, with the strength of
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these parameters following closely to periods of strong tornadic activity / inactivity.

Additionally, vortex lines within S1 show the presence of two vortex line clusters, one

that tilts northwest with height into the mid-level mesocyclone and another cluster

of VLAs that erupting upward from the surface ζ maxima and curve back down

through contours of negative surface ζ. These VLAs have been noted only sparsely

in past literature, and given the locations of DIs in comparison to the end of the

arches suggest that vortex lines through the tornado itself may have been a part of

the arching cluster. The lack of a steady low-level updraft to sustain the vortex line

arches may have played a role in the short-lived nature of the first significant tornado.

During S2, the supercell was found to be disorganized with the hook echo con-

taining weak flow with no obvious near-surface rotation. Streamline analysis shows

streamlines from the FF region tend to exit through the back of the supercell, which is

not an optimal configuration for long residence times of vortex patches to stretch un-

der low-level updrafts. Near the end of S2, the supercell begins to organize once again,

with northerly winds within the hook echo indicating the maturation of an RFD and

a more classic hook echo. Via trajectory analyses, the proportion of LLM parcels

that originate from the inflow environment begins to decrease from 23:45 UTC (LLM

parcels almost exclusively from ambient environment) to 00:00 UTC (LLM parcels

almost exclusively from the FF region) as the supercell begins to mature.

Finally, within S3 (the most active tornadic period), the analysis depicts intense

rotation with large surface ζ values within and to the northwest of the center of the
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rotation. However, stronger 1 km updrafts tend to be displaced from the ζ maximum

at 00:06 and 00:12 UTC, which may be why the two significant tornadoes at the

beginning of S3 tend to be short lived. This changes at 00:15 UTC where accumulated

vorticity stretching shows strong positive values both at the rotation center and to

the northwest of the ζ maximum that may be helping to continuously “feed” the

LLM leading to a longer-lived tornado (18 min). This is akin to ζ ribbons / patches

which have been documented previously both observationally and numerically to be

important to tornadogenesis / maintenance processes. By 00:24 UTC, the 0.05 s−1

ζ isosurface extends all the way to 9 km AGL, indicating an extremely deep and

continuous mesocyclone. Eventually, the 1 km updraft wanes and the rotation is left

to spin-down as the longer-lived tornado dissipates at 00:33 UTC. Trajectory analyses

through all of S3 show that at least some parcels from the FF region are being ingested

into the LLM. The regime change from majority inflow parcels to majority FF parcels

within S3 as the supercell becomes actively tornadic suggests that baroclinic forcing

terms are important in generating streamwise vorticity which is eventually realized

as ζ within the LLM.

Future work needs to be done to correct strong surface wind biases close to the

LLM within the analysis, including sensitivity testing on parcel trajectories. Addi-

tionally, the 20 dBZ reflectivity threshold to demarcate the storm edge should also

undergo sensitivity testing to determine potential changes in the derived wind at the

storm edge when increasing or decreasing that threshold — this may also affect tra-
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jectories, especially those with long residence times along the transition zone between

storm and inflow environment. Nevertheless, the results show the wind syntheses

appear to faithfully capture the most significant dynamical supercell processes dur-

ing the 99 min period. Various features that have been sparsely identified in past

literature within an observational framework are shown to exist within an individual

supercell, including vortex line arches as a tornadogenesis / maintenance mechanisms

and LLM trajectories matching similarly to those involved in SVC processes within

numerical simulations. Because of the impossibility of such an analysis without the

capability of the P3 to follow the supercell, the authors encourage the continued

use of airborne radars to observe supercells in conjunction with ground-based assets

including radars and mobile mesonets.
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3 Chapter 3: Analysis of 4D Thermodynamic Fields

Retrieved via Diabatic Lagrangian Analysis

3.1 Introduction

This chapter continues the analysis of the 17 May 2019 tornadic supercell in southwest

NE, and attempts to begin to fill the gap associated with 3D thermodynamic obser-

vational data within supercells. Specifically, the gridded wind synthesis described in

Chapter 2 is combined with objectively-analyzed (OBAN) radar data from all three

radars and uses the diabatic Lagrangian analysis (DLA) technique detailed in Ziegler

(2013a,b) to obtain gridded thermodynamic data (potential temperature, water va-

por and cloud water mixing ratios, and virtual buoyancy). To our knowledge, an

observed dataset with this amount of 3D thermodynamic data of a supercell is the

first of its kind. In this chapter, we aim to verify the accuracy of the DLA ther-

modynamic retrievals using in-situ measurements and characterize the evolution of

the near-surface buoyancy field, especially within the FFD and RFD. Additionally,

trajectory budgets are conducted to assess the relevance of the terms in generating

both horizontal and vertical vorticity, including the impact of baroclinic generation

of streamwise vorticity.
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3.2 Data and Methods

As detailed in Chapter 2.2, this study uses data from three radars that were deployed

on the tornadic supercell on 17 May 2019, namely, the airborne aft and fore radars

from the P3 and the ground-based NOXP radar. Details regarding the quality control

(QC) process of the radar data can be found in Chapter 2.2. The QC’ed reflectivity

and radial velocity were spatially interpolated onto a grid with horizontal and vertical

grid spacing of 0.25 km using a 1-pass Barnes scheme and were temporally interpo-

lated to each analysis time using a time-morphing scheme. The analysis period runs

from 17 May 22:57 UTC to 18 May 00:36 UTC with a temporal spacing of 3 min,

giving 34 individual analysis times. At each analysis time, the gridded reflectivity and

velocity from the 3 radars were synthesized into a triple-Doppler wind synthesis to

obtain the 3D wind field at each time. Full details on the OBAN and wind synthesis

process can be found in Chapter 2.2.2.

3.2.1 Diabatic Lagrangian Analysis

The DLA technique, detailed in Ziegler (2013a,b), allows us to derive thermodynamic

fields of potential temperature (θ) and virtual buoyancy (θv), as well as water vapor

(qv), cloud water (qc), and other hydrometeor mixing ratios from the 3D gridded reflec-

tivity and wind syntheses. Retrieval of thermodynamic fields is important in defining

thermodynamic gradients that may be important in production of baroclinically-

generated horizontal streamwise (SW) vorticity which can feed vorticity to the LLM.

63



This section will state the fundamentals of the DLA algorithm, but more detail can

be found in Ziegler (2013a).

For a particular analysis time, the first step within the DLA was to calculate

backward trajectories from each grid point within the DLA domain utilizing the

gridded wind syntheses with a 4th order Runge-Kutta method and ∆t of 20 s (small

enough such that parcel displacements within consecutive time steps are smaller than

resolvable wavelengths in the wind syntheses given typical storm wind speeds). The

DLA domain is a smaller domain nested within the larger 125 × 135 × 16 km domain

that contains the supercell of interest, as calculations of backward trajectories and

subsequent thermodynamic calculations were not necessary elsewhere. Specifically,

the DLA domain is a 30 × 30 × 16 km box around the supercell with the bottom

left of the domain given by

xBL,i = 0.25 ∗ floor[
32 + i∗180

1000
ustorm

0.25
] (9)

yBL,i = 0.25 ∗ floor[
62 + i∗180

1000
vstorm

0.25
] (10)

at the ith analysis time (starting at i=0 for 22:57 UTC) where ustorm = 8.5 m s−1,

vstorm = 9.6 m s−1, and the floor function rounds down to the nearest integer. This

ensures that xBL,i and yBL,i (given in units of km) is divisible by 0.25 km, i.e., the

corners of the DLA domain were on the analysis grid.

As stated previously, the translation of the storm through the analysis period was

fully contained within the stationary larger domain to simplify trajectory calculations.

Each backward trajectory was checked at each time step to see if the trajectory had

64



reached an environment outside of the storm representative of the ambient environ-

ment defined by the sounding at that analysis time. A trajectory was terminated

within the ambient / inflow environment if: 1) number of steps > 76 and reflectivity

< 0 dBZ, 2) number of steps > 76 and vertical velocity (w) < 0.5 m s−1 for at least

five consecutive steps, or 3) the trajectory passed through any lateral boundary. Af-

ter experimentation, it was determined that 90 minutes was sufficient for nearly all

trajectories to meet one of the three criteria — for the few points that did not have a

trajectory terminating after 90 minutes, the thermodynamic data for that grid point

was determined by averaging non-missing values of surrounding grid points.

After a trajectory was terminated, the second step was to forward integrate a sys-

tem of ordinary differential equations (ODEs) along that trajectory which represent

heat and water substance conservation via microphysical diabatic heating/cooling

and simple damping and surface flux parameterizations. Values of θ, qv, and pressure

of the starting trajectory point were initialized via the given sounding profile (qc is

initialized to 0). Recall that each analysis time has its own sounding profile deter-

mined by linearly interpolating between the sounding at 23:02:30 and 00:57:05 UTC

(Fig. 7 and 8). Specifically, the ODEs determine how θ, qv, and qc evolves along the

trajectory and are of the form

dϕ(θ, qv)

dt
= Mϕ +Dϕ + Fφ(θ,qv ,qc) (11)

where Mϕ represents the microphysical term, Dϕ the damping term, and Fφ the sur-

face mesoscale flux term. Further details on how these terms are parameterized are
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given in Sections 2g-i in Ziegler (2013a) — specific equations for Dϕ and Fφ can be

found in Eq. (22) and (27). The parameterization for Mϕ depends on whether the

parcel was saturated and whether w was positive or negative, but includes physical

processes of cloud evaporation / condensation, rain evaporation, rain collection and

graupel accretion of cloud, graupel sublimation, and graupel melting. Various param-

eter values for the equations in Ziegler (2013a) are given in Table 5. The Runge-Kutta

scheme also employed a predictor-corrector scheme which converges in three iterations

making calculations more accurate, especially in strongly curved flow regimes (e.g.,

near the LLM). Spatially, the values of u, v, w, and reflectivity (ZH) were trilinearly

interpolated from the eight grid points surrounding the trajectory point — tempo-

rally, the storm was advected to the trajectory point time via the time-morphing

algorithm described in Chap 2.2.2.

Parcels near the surface were specially treated such that there are no trapped

trajectories as would be the case if the boundary condition was set to w = 0 m s−1.

Thus, “surface” trajectories were initiated at a prescribed height H0 = 10 m above

ground level (AGL) and a parameterized surface downdraft was added in areas of

precipitation which prevented trapping of surface trajectories, namely

wsfc = max[Z∗wmix0wk=2, wmix1] (12)

where Z∗ is the reflectivity scale prescribed by

Z∗ = min[max(
ZH,k=1 − Z0

ZDDC − Z0

, 0), 1] (13)
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such that 0 ≤ Z∗ ≤ 1. Eqs. 12 and 13 were only valid if wk=2 ≡ w500m < 0 m s−1; else,

wsfc = 0 m s−1. The values in the above equations are wmix0 = 0.5 m s−1, wmix1 = -

0.75 m s−1, Z0 = 20 dBZ, and ZDDC = 50 dBZ which represents the surface layer w

scale, the minimum surface layer w, the minimum reflectivity, and the peak surface

downdraft-core reflectivity, respectively. The relationship between radar reflectivity

and precipitation content as well as full details on bulk precipitation size distribution

parameters, precipitation parameters and moments, etc. are not repeated here, but

can be found in Ziegler (2013a) in Sections 2c-f. Once the ODEs are calculated along

each trajectory ending at each grid point, the last step in the DLA was to smooth

the fields with a horizontal nine-point elliptic low-pass filter to minimize small-scale,

poorly resolved variations.

3.3 Comparison to Observations

3.3.1 Comparison of Surface Thermodynamics to Mobile Mesonet Ob-

servations

As stated in both the previous section and in Chapter 2, the DLA requires calculations

of backward trajectories at each grid point until the trajectory is determined to have

terminated in the non-storm environment, at which point it is initialized using the

inputted sounding. Thus, in order to calculate trajectories for analysis times closer

to 22:57 UTC, the 22:57 UTC analysis has to be advected backward in time to allow

enough time for trajectories to terminate. This requires a steady-state assumption
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prior to 22:57 UTC, which given the evolution of the supercell documented in Chapter

2, is likely to introduce significant departure from reality. Thus, we restrict the

DLA presented herein to times after 23:30 UTC, with most analysis focusing on

23:45 UTC and onward — this gives over 30 min for trajectories to terminate within

the inflow environment — the handful that do not are not likely presenting significant

thermodynamic errors from steady-state assumptions.

Following in line with the end of the analysis in Chapter 2.6, we aim to compare

the DLA to observations to determine in what aspects the DLA is performing well

and in what situations we should be cautious in interpreting results. While the

DLA is an extremely powerful tool, the reliance of thermodynamic calculations on

backward trajectories which may have some errors given three minute spacing on

analysis times warrant a closer look before proceeding further. Two comparisons

will be made: first, surface analyses will be compared with MM observations and

secondly, thermodynamic characteristics within the DLA updraft will be compared

to two soundings that were launched near 00:00 UTC and were ingested into the

updraft. These two comparisons will give an estimate on accuracy in both the near-

surface baroclinic zones (e.g., FF and near-mesocyclone region) and within the updraft

and allow for evaluation of DLA accuracy in key supercell regions.

Probe 2 of the National Severe Storms Laboratory’s MM began to approach the

supercell just after 23:30 UTC and started to transect within the FF region at around

23:36 UTC. The mesonet operated in and around the supercell, mostly within the FF
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and north of the LLM, until around 00:33 UTC at which point it exits the storm to

the northwest. This gives nearly a full hour of comparison between the DLA and MM

observations. Specifically, the variable to compare is chosen to be θv, because it gives

a measure of the accuracy of both temperature and moisture. In order to compare

the 1 Hz mesonet observations with the 3 min analyses, each mesonet observation

is correlated to the closest analysis (temporally) which is then advected accordingly

in time (using ustorm=8.5 and vstorm=9.6 m s−1) to match the time and location

of the MM observation. The largest caveat to this comparison is that, while the

analyses are advected to match the MM observation as closely as possible, no evolution

of the supercell (including baroclinic boundaries) is resolved in between the 3 min

analyses. This means that it is possible for the MM observations to differ from the

DLA due to unresolved supercell evolution — however, this comparison provides a

good understanding of how the DLA is performing, especially in areas of baroclinic

gradients, before proceeding with the rest of the analysis.

Fig. 24 shows the time series of MM θv and the DLA θv. It is apparent that

the DLA does not match the MM observations exactly — specifically, at times when

the DLA does not match observations, it tends to overestimate θv by as much as

2–3 K in areas of maximum disagreement. Through the entire ∼1 hr, the mean

and median bias of the DLA compared to the MM observations is 1.21 and 1.31 K,

respectively. If we shift the DLA θv in Fig. 24a by the mean bias, we find that the

analysis (especially beyond 23:50 UTC) θv agrees with MM θv fairly well, especially
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in regards to the magnitude of θv increase from approximately 00:05 – 00:11 UTC

and θv decrease from 00:28 – 00:32 UTC. Running a Pearson correlation coefficient

for the entire time series reveals a value of 0.775, which indicates that 60% variance

in the MM observations is shared in the DLA analysis for θv — if the time series is

restricted to 23:50 UTC and after, this correlation value increases to 0.827. However,

even when corrected for bias, there are times when the DLA still has a cool bias (e.g.,

23:40 – 23:45 UTC), a warm bias (e.g., 23:55 – 00:05 UTC), or indicates boundaries

that are not detected by MM observations (e.g., 00:14 UTC).

What do these results indicate about the meaningfulness of the DLA and what

information can be extracted from the gridded thermodynamic data? Firstly, we

must take caution when evaluating small-scale variations / features within the ther-

modynamic fields, as these are the most likely to be improperly resolved and could

differ the most from MM observations. Secondly, given the overall warm bias pre-

sented within the DLA, it is better to not focus on exact thermodynamic values but

rather the gradients in thermodynamic fields and use them to generate conclusions

about the environment, e.g., it would not be wise to investigate storm-scale modifica-

tions on calculated absolute values such as CAPE since those are sensitive to surface

thermodynamic values. That being said, in general the DLA is acceptably skillful in

assessing both the location and magnitude of baroclinic gradients within the storm

as demonstrated by 60% covariance through the entire time series. Thus, the main

focus of the results herein Chapter 3 will be on characteristics of baroclinic gradi-
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ents, including the resultant potential of these gradients in generating baroclinic SW

vorticity and general locations of warmer versus cooler θv values.

3.3.2 Comparison of Vertical Velocities and Above-Ground Thermody-

namics to Sounding Observations

In addition to MM observations, there were two soundings launched at 23:55:38 and

00:00:33 UTC, respectively, that were released within the inflow environment but

were close enough to the supercell to be ingested in and around the updraft region.

Because the DLA provides thermodynamic information above the surface up to the

top of the domain (16 km AGL), it is worthwhile to compare upper-air observations

to the DLA to assess performance away from the surface. The values of w obtained

from the sounding can also be compared to the wind synthesis to determine the

accuracy of w values in and around the updraft. The latitude, longitude, and time

value (in seconds after launch) are used to determine the closest analysis time which

is then advected as necessary to the time at which the data is collected, similar to the

process of correcting the MM data. Once the closest grid point to the observation is

determined, the w and θv data are linearly interpolated to the recorded height AGL

using the column associated with that grid point. We approximate the ascent rate of

the balloon to be 5 m s−1 which is subtracted from the recorded total balloon ascent

to obtain w. While the ascent uncertainty owing to not knowing the exact buoyancy

of the balloon is likely ±1.5 m s−1, uncertainties from turbulent eddies and water
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loading increase the total uncertainty which is set to ±4 m s−1.

Fig. 25 shows the profiles of w and θv from the sounding launched at 23:55:38 UTC

and how the values compare to the wind synthesis and DLA. From the surface up

to about 4.5 km AGL, the difference between the sounding and the wind synthesis

is such that w from the wind synthesis is contained within the error bars of w from

the sounding, except for a few pockets from 2–3 km AGL where the analysis slightly

underestimates the observed vertical velocities (Fig. 25a). Above 4.5 km, the updraft

within the wind synthesis becomes much stronger than the sounding values — this

may be due to the inability to resolve smaller updraft pulses within the analysis,

or the structure of the analyzed mid-level updraft may be slightly different than

what occurred and was sampled by the balloon path. Regardless, the agreement

(especially within the lower-levels of the storm) is encouraging since the main portion

of the analysis is focused closer to the surface. In terms of θv, we see a somewhat

similar pattern in that the agreement is better closer to the surface and begins to

diverge aloft (Fig. 25b). However, θv diverges earlier, with an underestimation in the

analysis by about 5 K by ∼3 km AGL which continues to increase with height. Upon

investigation, the DLA may be under-predicting cloud coverage around the supercell

— while RH values in the sounding data converge to 100% by ∼1.2 km AGL, the

RH within the DLA remains under 100% at this location as the sounding has yet to

be ingested by the main updraft. However, sensitivity testing related to the amount

of cloud water mixing ratio in and around the updraft has been performed, and the
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qualitative results relating to the surface baroclinic gradients (where the analysis is

focused) were unaffected. Therefore, we remain confident that differences in cloud

cover and thus θv between the analysis and observation do not negate results presented

herein.

Last, Fig. 26 shows the same comparison but for the sounding launched at

00:00:33 UTC. Unlike the previous sounding, the sounding at 00:00:33 UTC does

not get ingested into the main updraft as maximum observed w (corrected for bal-

loon ascent) stays in between 5–10 m s−1. Looking at the wind synthesis w minus the

sounding w, the zero value is contained within error bars demonstrating acceptable

agreement between the two (Fig. 26a). The jump in w from the wind synthesis at

around 2.5 km AGL is related to a new analysis time being used for comparison, and

illustrates the inability of the analysis to capture the likely strengthening updraft in

between these two analysis times. In terms of θv, the analysis tends to underestimate

the values of θv, with the differences growing larger above 1.2 km AGL and maximiz-

ing at around 6 K at 3.4 km AGL — again, this is likely representative of a cloud-layer

away from the main updraft that is underpredicted within the DLA, but should not

affect surface thermodynamic analyses or low-level updraft characteristics.

In summary, there do exist differences between the analyses and observed ther-

modynamic measurements from Probe 2 and estimated w values from two soundings

launched at 23:55:38 and 00:00:33 UTC. However, there is acceptably good correla-

tion between mesonet and analyzed θv values, especially when corrected for the slight
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warm bias of the analysis. Given potential errors of using a constant balloon ascent

of 5 m s−1, the vertical velocity comparisons show that the main updraft is well-

predicted in the lower part of the storm. While θv values tend to be underestimated

in the analysis, these differences do not occur until above 1.2 km AGL. Given all

this, we feel comfortable with the performance of the DLA, and continue the analysis

bearing these differences in mind.

3.4 Thermodynamic Analysis

The following subsection presents an analysis of the DLA in terms of thermodynamic

supercell characteristics and how these features evolve through the course of the DLA

period. Once again, in order to mitigate errors that may accrue from steady-state

assumptions, only times after 23:30 UTC will be investigated, and the heavy focus

will be on the strengthening period into the actively tornadic period after 23:45 UTC.

3.4.1 Updraft Structure

We first investigate the representation of the updraft within the DLA in order to 1)

ensure that the updraft is properly ingesting parcels that originate below the lifted

condensation level (LCL) and condensing water vapor into them as they lift and

2) study cloud-updraft structure and how this evolves as the supercell matures. In

regards to the former, it is expected that above the LCL, the DLA should resolve

positive cloud-water and cloud-ice mixing ratios as parcels condense water vapor into
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liquid and, as a result of latent heat release, should result in positive θv perturbations

where the cloud-water and cloud-ice mixing ratios are the highest. Additionally,

given the continuous vertical structure of the updraft especially after 00:00 UTC,

we expect that the cloud-updraft structure will be vertically continuous, and cross-

sections through the updraft will be shown to ensure that this is the case. A handful

of times from 23:30 to 00:36 UTC will be selected for this analysis, spaced every

21 minutes to capture some evolution regarding the supercell, namely 23:30, 23:51,

00:12, and 00:33 UTC. Figs. 27–30 show the cross sections of reflectivity, w, θv

perturbation (θv’), water vapor mixing ratio (qv), rain / graupel + hail / snow mixing

ratio (qr+g+s), and cloud water + ice mixing ratio (qcw+ci) through the updraft at

each of the four times — while the selected cross section is chosen to best capture

the entirety of the updraft structure, it should be stated that they do not capture

all of the important details. For example, some of the times have updrafts with a

comma-head like structure (Fig. 28a) that cannot be seen by the cross-section (Fig.

28b). Nevertheless, these cross sections are chosen such that, in conjunction with the

6 km AGL horizontal view, these figures give a good idea of updraft characteristics

for these four times.

At 23:30 UTC at 6 km AGL, the wind synthesis and DLA produces a weak echo

hole (WEH) collocated with the strongest w > 40 m s−1 associated with the mid-level

updraft (Fig. 27a). Thermodynamically, this is associated with a small maximum

of qcw+ci exceeding 2.5 g kg−1 and slightly positive θv’ compared to the immediate
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surrounding area (latent heat is enough at this level to lead to positive θv’). The

cross-sectional view, which gives the view as if looking at the cross section from the

south, shows the WEH extending up through 10 km with w > 50 m s−1 extending

up through the same height (Fig. 27b). Positive qcw+ci are continuous through above

10 km starting from about 1.25 km AGL, which represents the first vertical grid level

above the LCL indicating parcels being drawn from below the LCL, condensing, and

releasing latent heat. The maximum θv’ from latent heat release through the cross

section occurs at around 6 km AGL, and it is apparent that qv for a given height within

the updraft is larger than the ambient environment owing to the vertical displacement

via upward motion before the water vapor is condensed into cloud water. The largest

qr+g+s is collocated with the highest reflectivity which makes intuitive sense. From

the 23:30 UTC analysis, it seems as if the DLA is performing as expected and there

are no glaring issues with regards to updraft characteristics. It should be noted that

the core of the updraft with positive qcw+ci is relatively narrow (less than 1 km in the

x-direction between 2–5 km). While the skinny reflection of the updraft is partially

owing to the SW to NE oriented cross-section across the updraft that is elongated in

the NW to SE direction (Fig. 27a), the core of the updraft is relatively smaller at

this time, which is feasible given the higher degree of disorganization at 23:30 UTC.

Fig. 28a shows relatively the same patterns at 23:51 UTC as 23:30 UTC, except

that it is clear the core of the updraft has become more consolidated by this time,

consistent with ongoing supercell maturation. The WEH is centered at x = 74,
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y = 81 with strong upward motion at 6 km. Condensation and latent heat release

within the updraft is more significant, with a much broader area of positive θv’ and a

consolidated core with maximum qcw+ci values around 4 g kg−1. The cloud structure

via qcw+ci has an obvious comma shape structure, which indicates the updraft is

helical in nature, which has been noted both numerically (e.g., Lemon and Doswell,

1979; Klemp and Rotunno, 1983) and observationally through similar DLA methods

(personal communication with Conrad Ziegler). Latent heat release is enough to

lead to values of θv’ > 2 K. Taking a SSW to NNE orientated cross-section shows

the WEH extending to 7–8 km AGL with strong upward motion throughout (Fig.

28b). Parcels begin to condense and form a cloud base at 1.25 km AGL, this time

several kilometers wide at the base continuing up through 6 km. Above 6 km, the

cloud becomes slightly skinnier in the x-direction, though the highest qcw+ci values

nearing 4 g kg−1 are found at about 7 km AGL. The broad area of positive nonzero

qcw+ci matches well with positive θv’ (maximum between 2–3 K) and an obvious

bulge upward of qv. Not surprisingly, due to the updraft, highest values of qr+g+s are

suspended far above the ground at 6.5 km AGL, with little indicated precipitation at

the ground beneath the updraft.

Fig. 29a represents a more complex scenario at 00:12 UTC where the wind syn-

thesis actually depicts 4 separate (but relatively close) vertical velocity maxima lead-

ing to a broad area of positive qcw+ci at 6 km AGL with maximum values of qci+cw

> 2 g kg−1. In fact, reflectivity indicates two weak echo holes as well as two separate
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regions of strong convergence, one located at x = 78, y = 92 km and another at x = 84,

y = 94 km associated with two separate areas of vertical velocities > 40 m s−1. This

disorganization of the mid-level updraft, even though the supercell has matured at

this time, is perhaps not too surprising given the results in Chapter 2.3. Recall that

the isosurfaces of vertical vorticity at this time via Fig. 19 are also relatively dis-

jointed, with a 0.03 s−1 connected to the surface, but disconnected from two different

vertical vorticity isosurfaces aloft that have values > 0.05 s−1. These two 0.05 s−1 ζ

isosurfaces aloft are associated with the two updraft maxima with cyclonic rotation.

Given the complex patterns, it is impossible to take a single cross section that show

the complex nature of the updraft at 00:12 UTC — thus, the cross section chosen is

SW to NE oriented through the maximum qcw+ci at 6 km (Fig. 29b). Beyond the

same patterns seen in 23:30 and 23:51 UTC (WEH, strong vertical velocities, etc.),

we note that the cross section does go through two separate updrafts with a weak

downdraft in the middle centered at 3 km AGL. The updraft to the east is associated

with a higher positive qcw+ci values (that tilt with height) along with more positive

θv’.

On a similar note, the analysis at 00:33 UTC also shows two updraft maxima, but

this time owing to the fact that the supercell is beginning to cycle. The southwestern

updraft / circulation is associated with the old mesocyclone and one to the northeast

is the newly formed updraft (Fig. 30a; recall that in Fig. 19, the old mesocyclone

still shows a coherent 0.05 s−1 ζ isosurface despite the occlusion process). Thus, we
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choose to take the cross-section through the two updraft maxima which correlates well

with the two maxima in qcw+ci. The vertical velocities in Fig. 30b show that we are

successfully transecting the two updraft cores, with both having w > 40 m s−1. There

is a difference in the height of the maximum w with the old updraft centered at 4 km

AGL and the new updraft at around 6–7 km AGL. Beyond the height of maximum

w, the two updrafts have other differing characteristics that are worth comparing.

Perhaps the most obvious one is the difference in qcw+ci — while the old updraft has

qcw+ci nearing 5 g kg−1 in the mid-levels, the new updraft has maximum values closer

to 3 g kg−1. This is reflected in θv’ values, with a larger area exceeding 3 K in the

old updraft than the new one. Closer to the LCL, it is also validating to see that the

old updraft contains a slightly wider base right at the LCL compared to just aloft,

representing the classic bell-shaped updraft that is often seen in the field.

In summary, kinematic and thermodynamic evaluation of the updrafts at four

separate times via cross-sectional analyses reveal that the DLA is performing as it

should. The analysis is adequately resolving WEHs where stronger vertical velocities

occur, with appropriate condensation occurring at the LCL extending continuously

through at least 10 km. Condensation and subsequent latent heat release is accompa-

nied by positive θv’, and the highest values of qr+g+s are confined to the mid-levels as

updrafts suspend hydrometeors far above the surface. Evaluation of updraft evolution

reveals complex changes in cloud width both at the base and in the mid-levels, along

with multiple maxima of mid-level vertical velocity at 00:12 UTC and 00:33 UTC,
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the latter potentially owing to cyclical supercell processes occurring at the end of the

analysis period.

3.4.2 Evolution of Near-Surface Baroclinic Boundaries

Given the heavy focus within both numerical and observational supercell literature

on analyzing and observing baroclinic boundaries within supercells, both within the

FF and RF regions, perhaps the most important feature to be analyzed within the

DLA is near-surface θv’ gradients. Specifically, the development of these boundaries

as the supercell strengthens and becomes significantly tornadic, as well as how they

evolve during the longer-track tornado into the occlusion process, is documented in

this section. For organization, the analysis is split into two parts, one from 23:30 UTC

to 00:00 UTC (hereafter, the weakly tornadic period) and the second after 00:00 UTC

(hereafter, the strongly tornadic period).

The evolution of the surface θv’ field during the weakly tornadic period is shown

in Fig. 31. At 23:30 UTC, the maximum θv deficits run between 4–5 K, with two

separate pockets of colder air, one within the middle of the forward-flank region and

another that is being shed out of the back of the storm (Fig. 31a). Recall that

the supercell at this time is at its weakest point, and the θv analysis in Fig. 31a–b

gives a couple of insights as to potentially why that is. Firstly, the wind vectors

roughly illustrate that the the flow is not organized along the θv gradients, especially

further away from the hook echo where there is a strong component perpendicular
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to the θv’ contours. Secondly, and perhaps most importantly, while the flow just to

the north and northwest of the hook echo is oriented parallel to the θv contours, the

wind vectors roughly indicate that none of these parcels have trajectories towards

the hook echo (assuming steadiness). Rather, flow is exiting towards the back of the

storm (also seen in the streamline analysis in Fig. 16) and the cold pool is clearly

being advected away from the storm. This pattern is potentially unfavorable for near-

surface ζ generation beneath the low-level updraft perhaps because there is no barrier

to beneficially modify the advection speed of vortex patches to have longer residence

times beneath the low-level updraft (e.g., Dowell and Bluestein, 2002b; Markowski and

Richardson, 2014; Guarriello et al., 2018; Murdzek et al., 2020b; Gray and Frame,

2021). Fig. 31c shows another cold pool pulse with θv deficits between 5–6 K at

23:42 UTC. This time, however, the evolution of this cold pool pulse ends up being

different than the last — rather than being advected away from the storm, the surface

winds obtain a more northerly component by 23:48 UTC (Fig. 31d), which becomes a

key player in the organization and strengthening of the supercell over the next 15 min.

Larger θv deficits remain close to and within the hook echo region, setting the stage

for supercell maturation as flow becomes more parallel to the θv contours leading to

longer residence times of surface parcels along these gradients.

One feature of interest that begins to show up at 23:48 UTC is a pocket of warmer

air (with positive θv’) that begins to develop to the north and northwest of the main

cold pool, the result of some sub-saturated adiabatic warming within a downdraft.
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These warm pockets have been observed fairly frequently in mobile mesonet data in

this region of supercells (Sean Waugh, personal communication). The warm pocket

here is a persistent feature, and strengthens at 23:54 and 00:00 UTC, with a relatively

large area of +1–2 K θv’ (Fig. 31e–f). This warm pocket associated with the down-

draft is attendant with divergence at the surface northwest of the LLM, and it results

in surface flow north of the hook echo obtaining a stronger northerly component.

While this warm pocket is stronger within the DLA than within MM observations,

two spikes in MM θv correlating with two spikes in DLA θv collocated with the warm

pocket suggests that this warm pocket does indeed exist, and is associated with a

downdraft inducing adiabatic warming of parcels (Fig. 24).

Additionally, w1km begins increasing after 23:45 UTC indicating a strengthening

of the LLM (Fig. 10) which may also be inducing favorable pressure gradients for

more curved flow towards the LLM. By 23:54 and 0000 UTC, surface θv deficits of

3–4 K have impinged on the hook echo region, with surface wind vectors indicating

long residence times along these baroclinic gradients as confirmed in Fig. 20. While

the strongest deficits are consistently 5–6 K, it is important to note that the inflow

notch / region remains clear of any θv deficits at all, which suggest that the supercell

and LLM still have access to high θe air associated with warm, moist near-surface

inflow.

After 00:00 UTC, the supercell enters the strongly tornadic phase, and the surface

θv evolution is shown in Fig. 32. From 00:06 to 00:12 UTC, the cold pool begins to
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surge rapidly to the south, seen most clearly by the surge of the -4 K θv’ contour to

>5 km south of the center of the surface circulation (Fig. 32a–b). Though the cold

pool still remains to the west of the surface circulation and the inflow is yet to be

undercut, we can see the beginnings of what may be colder air wrapping around to the

south of the surface circulation with a tail of 3–4 K surface θv deficits protruding to

the southeast of LLM (Fig. 32b). At 00:18 UTC (Fig. 32c), there is a clear downdraft

within the RFD region indicated by both divergent flow and weaker θv deficits centered

at x=82 and y=91 km indicative of adiabatic warming / compression— this downdraft

is reminiscent of an internal RFD surge or RFD momentum surge that has been

documented extensively in both observations (e.g., Markowski, 2002; Grzych et al.,

2007; Hirth et al., 2008; Skinner et al., 2014; Atkins et al., 2014; Satrio et al., 2021)

and numerical work (e.g., Mashiko et al., 2009; Schenkman et al., 2014). Because

of this internal RFD surge, θv deficits by 00:24 UTC to the south of the hook echo

actually are warmer than what they were at 00:18 UTC, but it is at this point that

the inflow begins to be impacted by the colder air (Fig. 32d). Parcels characterized

by 3–4 K θv deficits have wrapped all the way around to the east of the surface

circulation, and strong southerly winds indicate that this colder air will continue

to be advected northward until the inflow into the surface circulation is choked off.

Indeed, this is what happens at 00:30 UTC, as colder θv’ has wrapped around the

circulation marking the completion of the occlusion process with the warmer surface

inflow air having no direct path to the LLM (Fig. 32e). This continues at 00:36 UTC,
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with the vortex spinning down and seemingly about to be completely undercut by

very cold -5–6 K θv’ air from the north, though this is unconfirmed since the analysis

ends at this time (Fig. 32f).

In summary, the evolution of the surface baroclinic gradients show 1) initial shed-

ding of colder air away from the storm, 2) warm pocket generation from a downdraft,

3) shift to northerly flow within the hook echo leading to potential damming of sur-

face vorticity underneath the LLM and long residence times of parcels along baroclinic

gradients around 00:00 UTC after an EF-2 tornado, 4) surging of colder air southward

associated with strong RFD winds including a potential internal RFD surge during

the longer-lived EF-1 tornado, and 5) eventual wrapping of cooler air around the sur-

face circulation essentially choking off warmer inflow air and marking the potential

beginning of the occlusion process. While this evolution has been seen in numerical

simulations, this is the first study that has shown the full surface thermodynamic

evolution from the nontornadic to tornadic to the occlusion phase.

3.5 Trajectory Analysis: Vorticity Budgets

Given the intense baroclinic gradients along the forward-flank region coupled with

the backward trajectory analysis in Chapter 2.5 that shows a large number of LLM

parcels originating from along those gradients, a more in-depth look on the parcel

trajectories and vorticity tendency forcing terms is warranted. This includes cal-

culation of baroclinic generation of SW horizontal vorticity along those trajectories
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and their potential / role in producing low-level vertical vorticity by way of tilting

and stretching as these parcels approach the LLM. While vorticity budget analyses

are done frequently within numerical model studies, difficulty in obtaining both ac-

curate parcel trajectories and thermodynamic information within an observational

framework makes this type of analysis novel.

3.5.1 Residuals

First, it is worthwhile to first discuss some potential caveats / shortcomings of vor-

ticity tendency calculations along the parcel trajectories. The first one has been

previously stated, namely, the time morphing algorithm assumes linear evolution be-

tween the 3 min spaced analysis times, which may lead to erroneous parcel paths and

thus poorly constrained calculation of vorticity forcing terms given this assumption.

Additionally, 250 m grid spacing may not capture finer-scale details such as tight

thermodynamic gradients that may be important to vorticity budgets — while this

is less of an issue in numerical simulations that have much finer spatial resolution,

unresolved features here may also contribute to vorticity tendency errors along the

trajectory. Last, absence of near-ground (< 250-m) data and subsequent extrapola-

tion of data to the surface contributes to uncertainties in both parcel trajectory and

vorticity tendency calculations. Therefore, the residuals (computed minus observed)

in both horizontal and vertical vorticity can end up being relatively large, especially

compared to typical residual values within CM1. This can be especially true in areas
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where the gradients in wind speed are very large (e.g., near a strong rotation center).

Figure 33 shows the accumulated vorticity residuals at each of the four times that

will be analyzed — 23:45, 00:00, 00:15, and 00:30 UTC — where the accumulated

residual is simply defined as the sum of the residuals at each time step (computed mi-

nus observed) over the entire 15 min trajectory. For the most part, the accumulated

residuals are contained within ± 1 s−1 over the 15 min, except for a couple of notable

exceptions. Namely, streamwise vorticity at 23:45 UTC is drastically underestimated

within the calculations and ζ at 00:15 UTC is also underestimated. These signifi-

cant disagreements will be referenced in the context of the trajectory analysis below.

Otherwise, while ± 0.5 to 1 s−1 accumulated error may not seem very significant,

this translates to an average of approximately 0.01 to 0.02 s−1 error per time step,

or per 20 s. In the context of vorticity, this can be somewhat large, and again, is

likely due to the reasons mentioned above. Overall, via Fig. 33, there is a tendency

to underestimate vorticity terms rather than to overestimate terms.

Nevertheless, it is argued that valuable information about baroclinic and barotropic

vorticity tendency forcing mechanisms along parcel trajectories can still be extracted.

To prevent overreaching conclusions from the analysis hereafter, we opt to focus

mainly on the sign of forcing mechanisms, i.e., whether each forcing term is contribut-

ing positively or negatively to vorticity, rather than calculated tendency magnitudes.

Additionally, while individual trajectories are analyzed, these will be assessed in con-

junction with an ensemble of trajectories such that we do not draw false conclusions
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from any potential errant or outlier trajectories. Last, calculations for vorticity ten-

dency forcing terms are constricted to 15 min prior to the specified analysis time —

we believe that most of the “important” dynamics as it relates to ζ generation happen

within these 15 minutes, and that calculating tendencies beyond that serves to only

unnecessarily increase residuals. With these caveats in mind, vorticity budgets along

parcel trajectories will be analyzed for 23:45, 00:00, 00:15, and 00:30 UTC — as will

be shown, drawing conclusions from 00:15 and 00:30 UTC become more difficult due

to the intensity of wind gradients around the intense LLM, so much of the focus will

be on 00:00 UTC trajectories, where vorticity budget calculations illustrate notable

vorticity generation processes. At each time, 36 trajectories are initiated around a

1.5 × 1.5 km box around the 1 km AGL circulation.

3.5.2 Analysis

Recall that at 23:45 UTC, the supercell is becoming slightly more organized in that

it has formed a typical hook echo indicated by a reflectivity appendage, but has yet

to show a well-defined closed rotation or appreciable low-level updraft (Fig. 16d–e).

Fig. 20a also showed that nearly all trajectories around the LLM originate from the

undisturbed inflow environment. Via a representative parcel, it is clear that because

the parcel originates in the inflow and does not cross any reflectivity gradients, the

baroclinic forcing terms (θv solenoid and hydrometeor loading) are negligible along

the parcel path and that barotropic terms are responsible for modifications in SW and
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crosswise (CW) vorticity (Fig. 34). Because flow within the hook echo is disorganized

and relatively weak compared to the inflow environment, deceleration of the parcel

at it approaches the hook results in consistent negative tendencies of SW vorticity.

In terms of ζ tendencies, it is only within the last minute of the approach that the

vertical stretching becomes positive — because tilting of streamwise and crosswise

vorticity into the vertical is negligible, it is likely that this is stretching of existing ζ

due to cyclonic horizontal shearing of the flow.

Upon analyzing the streamwise and ζ forcing terms along all 36 trajectories at

23:45 UTC, it is evident that the baroclinic terms do not play a significant role in

SW vorticity generation for almost all parcels. Additionally, negative SW stretch-

ing associated with deceleration approaching the hook is consistent amongst all 36

LLM parcels (Fig. 35). However, this compression of streamwise vorticity may be

exaggerated in the analysis, as residuals indicate computed streamwise vorticity is

drastically less than the observed streamwise vorticity (Fig. 33a). This may be due

to the assumption that external to the storm, the environment is initialized using

the appropriate reference sounding — meaning that, apart from smoothing the storm

winds to the ambient winds, 1) we are not taking into account any modifications the

storm may induce onto its own environment and 2) the inflow environment is ho-

mogeneous. These assumptions may be introducing errors in trajectory calculations,

and therefore, trajectory calculations which traverse through only the storm environ-

ment (e.g., FF parcels) may be less prone to these errors. Nevertheless, during the
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last minute of approach to the hook, as most parcels ascend up to 1 km AGL, the

other forcing terms tend to diverge. Specifically, there are both positive and negative

tendencies observed for stretching of SW vorticity, tilting of horizontal vorticity into

the ζ, and stretching of ζ. This lack of consistent positive vorticity tendencies is

potentially a key reason why the supercell failed to produce a consolidated LLM at

23:45 UTC.

At 00:00 UTC, parcel trajectories change significantly as most take a curved path

through the FF region before turning southward into the LLM (Fig. 20c). Intuitively,

the immediate hypothesis is that baroclinic forcing is likely to play a more significant

role, and this is indeed shown to be the case. Looking at an individual trajectory

that takes a long path through the FF region in the 15 min prior to entering the

LLM, it is apparent that the baroclinic contributions to SW vorticity, both in terms

of the θv solenoid and hydrometeor loading forcing terms, are small but consistently

positive for T-15 to approximately T-5, where T-0 is the time of trajectory termi-

nation (00:00 UTC in this case; Fig. 36) Then, approximately starting at T-3, that

accumulated SW vorticity is then tilted into ζ at which point it is then stretched from

T-1 to T-0. Looking at a different trajectory that terminates to the southeast of the

LLM center shows a similar story, in which there are (large) positive contributions to

SW vorticity from θv solenoid forcing from T-11 to T-8 before intense accelerations

yield strong SW stretching from T-8 all the way to T-0 (Fig. 37). Beginning at T-6

until T-1, SW vorticity is tilted into the vertical while simultaneously being stretched
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from T-3 to T-0.

The ensemble of trajectories confirm the processes indicated in Fig. 36 and 37

— namely, looking at trajectories that end with an observed ζ value of 0.01 s−1 or

greater (17 of the 36 trajectories), parcels undergo positive baroclinic forcing from

T-15 to T-9, generating positive SW vorticity (Fig. 38). Starting from T-7 to about

T-2, these parcels undergo SW stretching which enhances the positive SW vorticity

that is baroclinically generated. This enhanced SW vorticity is then realized into ζ

through tilting from T-3 to T-0, while simultaneously being stretched by convergence

under the LLM, especially within the last minute. This process of

1. Baroclinic generation of SW horizontal vorticity along parcel trajectories par-

allel to baroclinic gradients,

2. Stretching of SW horizontal vorticity through accelerated flow towards the LLM,

and

3. Tilting and stretching of SW horizontal vorticity into appreciable ζ associated

with the LLM circulation

is the first instance within known literature explicitly quantifying such a process

within an observed long-lived, tornadic supercell as it is producing a significant tor-

nado through vorticity tendency calculations. Keeping the caveats mentioned previ-

ously in mind and given acceptable residuals for 00:00 UTC (Fig. 33b), this analysis

confirms not only the existence of baroclinic gradients within the FF region, but that
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these baroclinic gradients play a role in the generation of SW horizontal vorticity that

eventually becomes ζ within the LLM. These processes along the trajectories are anal-

ogous to SVC parcels within numerical simulations, and gives strong evidence that

these processes seen in some numerical simulations are occurring prior and during

the primary strengthening period of the LLM. Whether or not SVCs are pertinent to

every supercell remains to be seen, but the combination of θv gradients, trajectory

paths along those gradients, and positive baroclinic SW vorticity forcing terms shown

here provide observational justification to features seen in numerical simulations.

At 00:15 UTC, there are two groupings of trajectories, one group that originates

from the undisturbed inflow environment and another group which takes a path

through the FF region. It is found that the trajectories that originate from the

inflow environment tend to meander below but close to the LLM before ascending

to 1 km AGL (not shown) from T-15 onward. Because the LLM at this time is

extremely robust, the gradients of u, v, and w are quite large, and it is likely that

the analysis is not adequately resolving and capturing even finer-scale gradients that

play a significant role in vorticity forcing terms / tendencies. Therefore, we choose to

plot only trajectories which traverse through the FF region (Fig. 39). Though there

are a few individual trajectories which do have non-negligible SW baroclinic forcing

tendencies which get tilted and stretched into ζ, it is clear that most trajectories,

even though they take a path through the FF, do not obtain SW vorticity through

baroclinic mechanisms. Positive contributions to ζ come in the form of stretching of
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ζ as parcels enter an intense convergence zone to the west / northwest of the LLM,

consistent with the area of strong accumulated vertical vorticity stretching (recall Fig.

18). While the individual lines for ζ stretching in Fig. 39 look rather chaotic, this

seems to be a result of individual trajectories hitting peak ζ stretching at different

times, dependent on when that trajectory enters the convergence zone. Investigat-

ing closely does show that almost all parcels undergo positive ζ stretching after T-3

especially.

Therefore, this indicates that baroclinic SW vorticity contribution from θv gradi-

ents within the FF region become less important at 00:15 UTC to the LLM ζ. How-

ever, given 1) the significant decrease of uniformity of tendency calculations amongst

individual trajectories compared to 00:00 UTC and 2) the stark overestimation of

surface analysis winds compared to MM winds at 00:15 UTC, we are less confident in

the 00:15 UTC results compared to the 00:00 UTC results. In addition, it is impor-

tant to note that given the median residuals slightly underestimate both streamwise

and crosswise vorticity, and that ζ is being significantly underestimated, it is more

than likely that tendency calculations are not capturing forcing terms adequately, as

it relates to both generation of horizontal vorticity and tilting / stretching into ζ.

Therefore, it is possible that baroclinic mechanisms are still playing a non-negligible

role, even though Fig. 39 shows otherwise.

While the residuals for 00:30 UTC are fairly acceptable, the distribution of indi-

vidual vorticity tendency budgets amongst the 36 trajectories at 00:30 UTC become
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even more chaotic than 00:15 UTC, so we opt not to show or interpret those results

at the caution of attempting to draw conclusions from inconclusive results — the one

consistency of the 00:30 UTC results is strong ζ stretching values occurring from T-4

to T-1. Thus, the one persistent conclusion among all four times that can be drawn

is that, along parcel trajectories that terminate in and around the LLM which have

a final ζ value that is positive, the large majority of the positive ζ is acquired only

at the last portion of the trajectory (T-4 or sooner) which corroborates numerical

studies that have shown this result for some time (e.g., Klemp and Rotunno, 1983).

3.6 Summary and Conclusions

Using the diabatic Lagrangian analysis approach developed by Ziegler (2013a,b), this

chapter presented a 4D thermodynamic analysis of the 17 May 2019 tornadic supercell

observed during TORUS. Given the sparsity of thermodynamic analyses of supercell in

past literature, especially when considering 3D observations, simply the availability

of the data for a long-track, cyclic supercell is significant and novel. Comparisons

to MM observations show acceptable covariance for surface θv within the analysis

for the hour between 23:33 and 00:33 UTC, signifying the usefulness and accuracy

the thermodynamic data at the lowest level within the analysis. This also gives

confidence that analysis regarding baroclinic boundaries as well as their evolution in

correlation with supercell and LLM evolution is rooted in reality. Above the surface,

1) comparisons of the DLA to two separate soundings launched at 23:55:38 UTC and
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00:00:33 UTC and 2) cross-sections through the updraft showing continuous positive

w along with positive qcw+ci where there is positive θv’, confirm that the DLA is

resolving the updraft well in terms of both kinematics (e.g., w) and thermodynamics

(e.g., condensing below-LCL parcels).

Surface θv’ evolution from 23:30 to 00:00 UTC show cold pool pulses initially

are shed to the west of the storm, with a lack of northerly component indicating an

absence of a more mature RFD. It is also hypothesized that the lack of an RFD would

also prevent any vortex patches (which are not resolved in the analysis due to the

250 m grid spacing) from incurring long residence times beneath the low-level updraft

necessary for ζ stretching and enhancement of LLM and stronger surface ζ. However,

by 23:48 UTC, a stronger cold pool pulse occurs with surface θv deficits reaching

5–6 K — this occurs nearly simultaneous with a surface warm pocket of θv’ values of

1–2 K to the northwest / west of the cold pool pulse. Assuming there is a relative

high / low associated with the coldest / warmest θv air, this would suggest a dynamic

horizontal pressure gradient force that drives flow to the north of the hook echo to

obtain a more northerly component by 23:54 UTC. This develops into a classic RFD

with a wrapping reflectivity appendage around the circulation by 00:00 UTC. More

analysis on other cases would need to be completed to deduce whether a warm pocket

feature is common in other supercells, and whether this warm pocket is associated

with RFD development.

Trajectory analyses at 23:45 UTC show barotropic forcing terms dominate over
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baroclinic terms, which is not unexpected given nearly all LLM trajectories do not

traverse through the FF or any precipitation regions. While negative SW vorticity

generation is a consistent feature amongst all trajectories as flow decelerates in ap-

proach to the LLM, this seems to be exaggerated as residuals of SW vorticity are

significantly more negative compared to other residuals. This does raise questions

about the validity of neglecting the role the storm plays in modifying its own envi-

ronment — parcels which traverse through precipitation regions do not have this issue,

as velocity data is obtained from radar radial velocity rather than input soundings.

At 00:00 UTC, surface θv shows the cold pool maintains 5–6 K deficits while

avoiding undercutting of the LLM from warmer inflow air. However, an internal

RFD momentum surge indicated by a relative warm pocket within the RFD along

with strongly divergent flow at 00:18 UTC leads to a surging of cooler air to the east

of the RFD by 00:24 UTC, eventually cutting off the LLM from surface inflow parcels

by 00:30 UTC. By 00:36 UTC, cut off of the old circulation by -5–6 K θv’ parcels

seems to be imminent, though the end of the analysis prevents confirmation that this

actually happens.

Perhaps most importantly, trajectory analyses at 00:00 UTC show that vorticity

tendency forcing terms with parcels through the FF behave analogous to parcels as-

sociated with SVCs in numerical simulations. Namely, parcels attain SW vorticity

at the surface through baroclinic mechanisms (θv solenoid plus differential hydrome-

teor loading) which is enhanced through horizontal stretching via acceleration to the
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LLM. Once the parcel is within three minutes of the LLM, this is then tilted into ζ

and stretched via the low-level updraft. To the author’s knowledge, this is the first

study to explicitly calculate these terms in the context of a long-track supercell pro-

ducing a significant tornado, showing that SVC processes in numerical simulations

have concrete observational backing. While trajectories at 00:15 and 00:30 UTC be-

come more chaotic due to intense flow gradients near the LLM, it is apparent via all

the trajectory calculations that the vast majority of ζ is not attained until the very

end, where tilting and especially vertical stretching become dominant indicative of a

mature LLM and tornado.

While a sensitivity analysis on trajectory calculations needs to be performed to

allow for closer matching of analysis surface winds to MM winds (as stated in Chapter

2), the DLA results allow for detailed evolution of thermodynamic features on a cyclic,

tornadic supercell, which is the first of its kind. The authors encourage the continued

use of the DLA on other tornadic and non-tornadic supercells, as well as non-supercell

storms. Despite its shortcomings, the DLA is extremely powerful tool in attaining 4D

thermodynamic data given availability of gridded reflectivity and wind data. In the

future, gridded polarimetric variables from dual-polarimetric radar (such as NOXP)

can be used to improve the DLA for even more accurate thermodynamic retrievals.
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4 Chapter 4: Thoughts on the Future of Observa-

tional Supercell Work

Upon completing the analysis for this dissertation, it is clear that even though obser-

vational supercell work has been a main focus within the severe storms community

for decades, there are still many questions left unanswered. For example, why two

supercells in a seemingly similar environment can have drastically different evolution-

ary paths is a frequently asked question, answering this has remained an extremely

difficult challenge. It has quickly become evident that the answer to this question

lies within internal storm-scale processes such as cold pool generation and internal

boundary evolution, but these processes must be related to the broader scale envi-

ronment in some shape or form — one must keep this in mind when attempting to

disentangle one from the other. Thus, how should the severe storms community pro-

ceed with future supercell observations to discover pieces to this extremely complex

puzzle? And how does the work and methodologies presented within the dissertation

fit within the scope of future severe storms research?

Firstly, vorticity trajectory budgets within the DLA show that parcels ingested

into the LLM are likely both a product of the undisturbed inflow environment as

well as forward-flank parcels. Forward-flank parcels attain streamwise horizontal

vorticity through baroclinic gradients associated with the forward-flank cold pool, so

it is clear that numerical simulations which have emphasized the importance of the
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SVC in providing ζ to the LLM are indeed rooted in reality. This is perhaps the

most significant finding of the research presented herein, but it still leaves questions

unanswered about the true nature of the SVC. Firstly, is the SVC a consistent feature

across all supercells, or is it a feature that exists in some supercells and not in others

depending on internal processes? Since the tornadic supercell here is shown to have

an SVC, it may be tempting to conclude that SVCs are indeed important for LLM

modulation in all supercells, but we caution against this generalization. Dynamics

within supercells cannot be binned into binary categories, and it is possible (and

perhaps probable) that some supercells contain SVCs and some supercells do not. In

fact, the analysis herein shows the potentially transient nature of the SVC during its

lifetime.

Additionally, the characteristics of the SVC within each supercell will likely be

different depending on both internal processes and its environment (again, these two

things are inherently tied together), so the next question would be: what does the

spectrum of SVC characterization look like? For example, is the SVC a persistent

feature as in numerical simulations that constantly supplies streamwise vorticity, or

does it possess a more fickle nature upon where it comes and goes / strengthens and

weakens? Again, both answers depend on the supercell, so understanding the spec-

trum of SVC characteristics and how this plays into LLM strength and modulation

becomes a key question. Adding onto that would be the role of the RFD — within

the analysis, RFD parcels for the most part are not ingested into the LLM, but its
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maturation is tied to supercell and LLM strengthening. What then, is the true role of

the RFD? We hypothesize that the RFD plays a significant role in preventing vortex

patch shedding by essentially acting as a barrier or dam to the easterly storm-relative

flow. While recent research has begun to show this process, the grid spacing is much

too coarse here to resolve vortex patches which may stall and stretch beneath the

LLM.

These are just some questions that stem from the work relating to internal super-

cell processes. How do we continue to find answers to these questions? By continuing

to observe both tornadic and nontornadic supercells within the field as we have been

doing. A main focus should be positioning radars in the field for long-duration dual-

or multi-Doppler observations such as the data presented here to capture longer-scale

evolution of the supercell. A key component to this is likely going to be the continued

use of airborne radar given the difficultly of containing the storm within ground-based

dual- or multi-Doppler lobes for long periods of time. Of course, ground-based instru-

ments such as radars and mesonets are still essential at attaining higher-resolution

data near the surface. DLA methods as described herein and in Ziegler (2013a,b)

should be utilized more often where 3D wind data is available, as it gives a general

representation of surface thermodynamics throughout the entire supercell. Addition-

ally, there should be an emphasis on adequately combining airborne data with the

higher-resolution surface observations to fill in and / or correct the data below 500 m

— this would bring far more accuracy to the near-surface grid levels, replacing the
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extrapolation approach.

While low-level data is typically the main focus (and for good reason), recent

research has begun to investigate updraft properties as they relate to supercell be-

havior and evolution, e.g., updraft width. Data from airborne radars represent a

prime opportunity to compile an observational dataset of updraft characteristics to

compare to the numerical findings — because the weakness in utilizing P3 data is the

lack of available data closest to the ground, analysis on the mid-level updraft is not

susceptible to these issues. From personal conversation, there are several supercell

cases from various field experiments in which the P3 collected data. Processing these

cases through the efficient, automated QC script, OBAN, and wind synthesis work-

flow presented herein provides an opportunity for updraft characterization amongst

numerous cases (including those that have already been completed). The compar-

isons of the wind synthesis to the two launched soundings that were ingested into the

updraft shows the viability of the wind synthesis in attaining accurate vertical veloc-

ity measurements, even within the updraft core. While the vast majority of supercell

literature focuses on low-levels, this would be a great opportunity to compile 3D

observations of supercell updrafts which are likely correlated to low-level processes.

Purposeful launches into the updraft of supercells, perhaps via windsondes to conduct

more launches leading to a higher chance of updraft ingestion, would aid in verifying

wind synthesis data for future updraft studies.

Last, there are two topics pertinent to supercells that remain relatively unan-
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swered due to their complexities but are extremely important in understanding su-

percell behavior: storm environment modifications and the convective initiation into

early evolution stage. Regarding the former, we are aware that storms modify the

environments they are in, usually including enhanced inflow as well as changes in

boundary layer characteristics due to processes such as leading edge precipitation

or anvil shading. However, untangling these modifications and how the supercell re-

sponds to each one (i.e., what does the supercell actually “feel”) is extremely difficult,

but is a research topic that should be expanded upon within the next decade. Ignoring

storm-environment modifications may have led to larger residuals in vorticity calcula-

tions for LLM parcels that originated within the inflow environment. Regarding the

latter, not much is known about the time from convective initiation to early evolution

of the supercell, but it is likely that a lot of information about the future potential of

a storm is contained within this time frame. On a given day, there are many updrafts

that attempt to develop and even become deeply convective, but only a fraction of

these will become a mature storm, a smaller fraction will become supercells, and an

even smaller fraction will become tornadic. Because field experiments are typically

designed to capture the mature (and potentially tornadic) phase of a supercell, this

time frame is often missed or forgotten, but may hold some important pieces to the

puzzle.
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Table 1: Specifications of the NOXP radar as operated on 17 May 2019.

NOXP Specifications

Antenna Type Parabolic Dish

Polarization Dual Linear

Latitude 40.5112

Longitude -100.1918

Altitude MSL (m) 300

Frequency (MHz) 9397

Wavelength (cm) 3.22

PRF (Hz) 2500

Pulse Width (µs) 0.25

Beamwidth (◦) 0.88

Gate Spacing (m) 37

Unambiguous Range (km) 62.456

Nyquist Velocity (m s−1) 19.14

117



Table 2: Specifications of the aft and fore P3 radars as operated on 17 May 2019.

P3 Specifications

Polarization Linear

Altitude MSL (m) ∼2200

Frequency (MHz) 9368

Wavelength (cm) 3.22

Dual PRF Ratio 3/2

Pulse Width (µs) 18.1

Beamwidth (◦) 2

Gate Spacing (m) 75

Unambiguous Range (km) 54.016

Nyquist Velocity (m s−1) 44.4
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Table 3: Analysis times of the P3 legs in format HH:MM:SS. The (L) or (R) indicates

the positioning of the storm relative to the aircraft during that leg.

P3 Leg Number Time (UTC)

1 22:57:28 – 23:02:11 (R)

2 23:05:36 – 23:09:40 (L)

3 23:12:12 – 23:16:47 (R)

4 23:19:39 – 23:23:04 (L)

5 23:25:49 – 23:29:47 (R)

6 23:32:13 – 23:37:46 (R)

7 23:50:50 – 23:57:20 (L)

8 00:01:38 – 00:0636 (R)

9 00:09:11 – 00:14:12 (L)

10 00:17:44 – 00:22:08 (R)

11 00:25:23 – 00:29:35 (L)

12 00:34:09 – 00:38:54 (R)
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Table 4: Data on all of the tornadoes that occurred within the analysis period, where

PL = Path Length and MW = Max Width.

Tornado # EF Segment Time (UTC) Start Lat, Lon PL (mi) MW (yd)

1 2 S1 22:55 – 23:01 40.203, -100.76 6 350

2 0 S2 23:10 – 23:15 40.345, -100.627 2.98 100

3 0 S2 23:32 – 23:33 40.47, -100.46 0.1 20

4 0 S2 23:45 – 23:46 40.53, -100.38 0.1 50

5 0 S2 23:55 – 23:57 40.56, -100.34 0.5 315

6 2 S3 23:58 – 00:00 40.581, -100.312 0.6 178

7 3 S3 00:05 – 00:09 40.612, 100.272 2.12 400

8 0 S3 00:12 – 00:13 40.673, -100.191 0.3 40

9 1 S3 00:15 – 00:33 40.7, -100.197 4.67 400
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Table 5: Parameters for the perturbation surface-layer downdraft, damping, and

surface flux parameterizations similar to Table 1 in Ziegler (2013a).

Parameter (units) Symbol Value

Surface layer w scale (m s−1) wmix0 0.5

Min surface layer w (m s−1) wmix1 -0.75

Min reflectivity (dBZ) Z0 20.0

Peak surface downdraft-core reflectivity (dBZ) ZDDC 50.0

Surface trajectory offset height (km) H0 0.01

Damping coefficient cd 0.2

Threshold |w| = W0 for surface damping (m s−1) W0 0.1

Lm value (m) for w = W0 L+
m0 5000

Lm value (m) for w = −W0 L+
m0 300

dLm/dw (s) for w > W0 L+
w 2000

dLm/dw (s) for w < −W0 L−
w 100

Min Cm0 (m−1) Cmin0 7×10−5

Max Cm0 (m−1) Cmax0 2×10−4

Threshold qp (g kg−1) qp0 1
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Figure 1: (Caption next page.)
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Figure 1: Classic schematic on how vorticity generated from unidirectional environ-

mental shear interacts with a single updraft (cylindrical arrows). Vortex lines are

thin black arrows with sense of rotation given by the flat, white arrows. New forcing

from updrafts / downdrafts shown by solid shaded arrows. (a) Initial perturbation

upwards tilts the initially horizontal vortex line, creating cyclonic (anticyclonic) ver-

tical vorticity on the southern (northern) flank of the storm. (b) As time progresses,

the downdraft in the center of the storm tilts the vortex line downward resulting

in storm splitting with a cyclonic / anticyclonic couplet associated with both cells.

Figure from Klemp (1987).

123



Figure 2: (Caption next page.)
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Figure 2: (a) Areas of relative high and low pressure as well as cyclonic and anticy-

clonic vertical vorticity in the case of (a) linear environmental shear and (b) nonlinear

environmental shear. Cylindrical white arrows show the updraft, flat white arrows

represent the direction of the shear vector at that particular level, and thick shaded

arrows illustrate the resultant pressure gradient force. Figure from Klemp (1987).
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Figure 3: Top-down schematic of a supercell from Lemon and Doswell (1979). The

updraft (UD), forward-flank downdraft (FFD), and rear-flank downdraft (RFD) are

annotated and shaded. Arrows represent streamlines and the solid line represents

a typical radar reflectivity outline. The location of the outflow boundaries are also

noted.
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Figure 4: Volume rendering of streamwise vorticity from Orf et al. (2017). Locations

of important features within the supercell, including the SVC, are noted in the figure.
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Figure 5: Sounding released from a far-field vehicle on 17 May 2019 at 23:02:30 UTC.

Green, thick orange, and light blue line indicates the dewpoint temperature, temper-

ature, and virtual temperature, respectively. Gray line and thin orange line represent

lifted parcel path using surface temperature and surface virtual temperature, respec-

tively. Full, half wind barb, and flag indicates 10, 5, and 50 kts, respectively, with

numbering next to the wind barb showing recorded height in km. Values in top right

corner show calculated sounding parameters.
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Figure 6: Figure taken from Ziegler (2013b) depicting the time-morphing algorithm

used to map two consecutive non-synced radar analyses at T2 and T3 to a new analysis

time ta3.
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Figure 7: Panels (a) and (b) show the location of the sounding indicated by the black

star from 17 May 23:02:30 UTC and 18 May 00:57:05 UTC, respectively, along with

the closest corresponding radar image from KLNX. Panels (c) and (d) are as in Fig.

5 showing soundings at 23:02:30 UTC and 00:57:05 UTC.
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Figure 8: Panels (a) and (b) show the linearly interpolated sounding with a

∆z = 0.25 km at 17 May 22:57 UTC and 18 May 00:36 UTC. The red and green

lines indicate temperature and dewpoint temperature while the black line indicates a

lifted surface parcel. Wind barbs are given on the right hand side of the figures.
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Figure 9: Damage track of the tornadoes on 17 May 2019 with the radar

image from 22:55 UTC and 00:35 UTC overlaid underneath on the left and

right panels, respectively (images from the Damage Assesment Toolkit, DAT;

https://apps.dat.noaa.gov/stormdamage/damageviewer/). The triangles indicate

each individual damage indicator while the lines represent the approximate track

of a single tornado. The numbers in the right panel correspond to the tornado num-

bers in Table 4 (tornado #2 and #3 are not marked within the DAT).
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Figure 10: Violin plots showing the distribution of positive vertical vorticity within

5 km of the 1 km AGL circulation. The bottom and top of the violin plot show

the extrema of the distribution while the black and red lines show the median and

95th percentile of the data. The dotted black vertical lines represent the separation

between S1 / S2 and S2 / S3. The blue, green, yellow, and orange shading represent

the times of EF-0, EF-1, EF-2, and EF-3 tornadoes.
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Figure 11: Similar to Fig. 10 except for the negative of the Okubu-Weiss parameter

at the surface.
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Figure 12: Gray shaded gridded reflectivity and multi-Doppler wind synthesis horizon-

tal wind vectors at 0.0 km AGL at (a) 22:57, (b) 23:00, (c) 23:03, and (d) 23:06 UTC.

Black wind vectors represent those obtained by wind syntheses while gray wind vec-

tors are those obtained by smoothing between wind syntheses and the background

wind field. Colored triangles represent damage indicators. Green contours are Okubo-

Weiss values contoured starting at±0.02 s−1 every 0.01 s−1 (dashed contours represent

negative values).
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Figure 13: As in Fig. 12 but for 1 km AGL. Additionally, blue lines represent vertical

velocity contours starting at ±10 m s−1 every 5 m s−1 (dotted blue contours represent

negative values).
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Figure 14: Sequence of images depicting the tilt of the tornado east of Mc-

Cook, NE (tornado #1 in Table 4). Images are screenshots from video:

https://www.youtube.com/watch?v=J5NYzRx5nhc.
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Figure 15: (Caption next page.)
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Figure 15: (a–c) Gray shaded surface reflectivity with black contours of surface ver-

tical vorticity starting from ±0.01 s−1 every 0.01 s−1 and blue contours of 1 km AGL

vertical velocity starting at ±10 m s−1 every 5 m s−1 (dashed contours represent neg-

ative values) at 22:57, 23:00, and 23:03 UTC. Damage indicators are marked by the

colored triangles. (d–f) Vortex lines (blue) at surface starting locations marked by

black squares. Black circles represent clustering of vortex line arches and black arrows

represent tilting vortex lines. Damage indicators are marked by colored squares, gray

shading is gridded surface reflectivity, and solid / dashed black contours represent

surface vertical vorticity as in panels (a–c).
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Figure 16: (Caption next page.)
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Figure 16: Streamline analysis via surface wind syntheses at (a) 23:09, (b) 23:18,

(c) 23:27, (d) 23:39, (e) 23:48, and (f) 23:57 UTC with the thickness of the stream-

line proportional to the wind speed. Gridded surface reflectivity is gray shaded and

contours of surface OW and 1 km vertical velocity are contoured in green and blue,

respectively (values of contours are as in Fig. 13). Damage indicators are denoted

with colored triangles.
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Figure 17: As in Fig. 15 for (a) 00:06, (b) 00:12, (c) 00:18, (d) 00:24, (e) 00:30, and

(f) 00:36 UTC.
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Figure 18: Column-averaged vertical vorticity stretching (shaded) from the surface

to 1 km AGL (5 total vertical grid levels) for the same analysis times as Fig. 17.

Reflectivity is indicated by black contours starting from 5 dBZ every 5 dBZ. Arrows

indicated surface horizontal wind vectors and damage indicators are represented by

colored triangles.
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Figure 19: Isosurfaces of vertical vorticity representing values of 0.03 s−1 (green) and

0.05 s−1 at the same analysis times as Fig. 17 and 18. 1 km reflectivity is color

shaded. 1 km vertical vorticity is contoured in black every 0.01 s−1, with dotted

contours representing negative values.
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Figure 20: (Caption next page.)
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Figure 20: Backward trajectories originating from 1 km AGL around a 1.5×1.5 km

box around the low-level mesocyclone (red box) at (a) 23:45, (b) 23:51, (c) 00:00, (d)

00:15, (e) 00:24, and (f) 00:33 UTC. Middle figure in each panel shows reflectivity

(gray-shaded) with arrows depicting surface horizontal wind vectors. Each backward

trajectory is indicated by a colored line, with the color representing the starting

height of the trajectory. Top figure in each panel gives an X-Z plane visualization of

trajectories, and right figure gives a Y-Z plane visualization.
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Figure 21: Top figure similar to Fig. 20 for 00:00 UTC, with the additional black line

denoting the location of the cross section. Bottom panel shows the cross section with

shaded reflectivity with arrows denoting winds in the cross-sectional plane.
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Figure 22: Similar to Fig. 21 but for 00:15 UTC.
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Figure 23: Observed mobile mesonet surface winds compared to the surface winds

derived from multi-Doppler wind synthesis at (a) 00:06, (b) 00:15, (c) 00:24, and (d)

00:33 UTC. The gridded surface winds from analysis are indicated by smaller wind

barbs superimposed on color-shaded reflectivity. Observed mobile mesonet winds are

given by slightly larger wind barbs along the blue-shaded line — the line indicates

the location of the mesonet vehicle which is spatially-corrected for storm motion

while the color of the line represents potential temperature, with deeper blue colors

indicating cooler θ values. Observed wind barbs are plotted every 20th measurement.

The black dot indicates the start of the mesonet track and the black star represents

the measurement taken at the analysis time.
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Figure 24: Time series of θv from the mobile mesonet (black) and closest grid point

in the DLA (blue). The orange line represents the DLA θv corrected by the median

bias.
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Figure 25: (a) Comparison of vertical velocity from the sounding (blue) launched at

23:55:38 UTC using an assumed constant balloon ascent rate of 5 m s−1 and an error

bar of 4 m s−1 (transparent shading). The orange line is the corresponding vertical

velocity from the wind synthesis, and the red represents the wind synthesis minus

the sounding vertical velocity with error bar shaded. (b) θv from the sounding, with

colors corresponding to that of panel (a).
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Figure 26: Same as Fig. 25 but for the sounding launched at 00:00:33 UTC.
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Figure 27: (Caption next page.)

153



Figure 27: (a) Shaded plots of reflectivity, vertical velocity, θv perturbation, water

vapor mixing ratio, rain / graupel / hail / snow mixing ratio, and cloud water / cloud

ice mixing ratio with wind barbs at 6 km AGL at 23:30 UTC. The solid black line

indicates the location of the cross section shown in panel (b) which shows the same

variables in the same order as (a).
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Figure 28: Same as in Fig. 27 but for 23:51 UTC.
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Figure 29: Same as in Fig. 27 but for 00:12 UTC.
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Figure 30: Same as in Fig. 27 but for 00:33 UTC.
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Figure 31: Surface θv perturbation with surface wind vectors overlaid at (a) 23:30,

(b) 23:36, (c) 23:42, (d) 23:48, (e) 23:54, and (f) 00:00 UTC. The black contours are

surface reflectivity, with the thickness increasing every 10 dBZ starting from 30 dBZ.
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Figure 32: Same as Fig. 31 but for (a) 00:06, (b) 00:12, (c) 00:18, (d) 00:24, (e) 00:30,

and (f) 00:36 UTC.
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(a)
Vorticity Residuals at 23:45 UTC

Streamwise Crosswise Vertical6

5

4

3

2

1

0

1

2

Ac
cu

m
ul

at
ed

 V
or

tic
ity

 R
es

id
ua

l (
s

1 )

(b)
Vorticity Residuals at 00:00 UTC
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(c)
Vorticity Residuals at 00:15 UTC
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(d)
Vorticity Residuals at 00:30 UTC

Figure 33: Boxplots of streamwise, crosswise, and vertical vorticity accumulated resid-

uals along the 36 trajectories over the 15 min for (a) 23:45, (b) 00:00, (c) 00:15, and

(d) 00:30 UTC.
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Figure 34: Vorticity tendency associated with forcing terms for streamwise (top left),

crosswise (top right), and vertical vorticity (bottom left), along with the trajec-

tory path superimposed on gray shaded reflectivity and 1 km AGL wind vectors

at 2345 UTC (bottom right).
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Figure 35: Vorticity tendency along 36 trajectories related to forcing associated

with baroclinic streamwise vorticity (top left), stretching of streamwise vorticity (top

right), tilting of horizontal vorticity into the vertical (bottom left), and stretching of

vertical vorticity (bottom right). Colored lines represent each trajectory. The black

line represents the median value and the red lines (and red shading) represent values

in between the 25th and 75th percentiles.
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Figure 36: Same as Fig. 34 except for a trajectory terminating at 00:00 UTC.
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Figure 37: Same as Fig. 36 except for a different trajectory terminating at 00:00 UTC.
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Figure 38: Same as Fig. 35 except for all trajectories terminating at 00:00 UTC which

have an observed ζ value greater than 0.01 s−1.
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Figure 39: Similar to Fig. 35 except for trajectories terminating at 00:15 UTC which

have a path through the forward-flank region (manually identified).
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