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Abstract 

Cancer remains a leading cause of death worldwide, with no signs of slowing down. In 

2023 alone, the projected number of deaths from cancer is 600,000, with projected incidences at 

almost 2 million. Mortality rates have improved recently, but a cancer diagnosis still burdens 

patients and their families. This burden weighs on patients not only financially but also 

emotionally. For example, the average out-of-pocket patient cost is more than $2,000 and can be 

even higher for more aggressive types of cancer. Additionally, 2 in 3 cancer patients experience 

significant psychological stress due to their diagnosis. As such, cancer research is an increasingly 

important field that will only become more needed as birthrates rise and the population continues 

to live longer. 

The current in vitro cancer models generally rely on 2D monolayer cell growth 

conformation that lacks the sophistication required to represent physiological tissues accurately.  

As such, many therapeutic screening studies that employ these models fail to translate well to 

clinical trials. Furthermore, the xenografted nude mouse model, the most commonly used in vivo 

animal model, lacks many critical immune components to represent drug response and survival 

rates correctly. Also, as anticancer strategies are moving away from cytotoxic styles of drugs and 

toward inhibitory and immunotherapeutic drugs, the use cases for the nude mouse model have 

diminished greatly. Thus, the need for novel 3D physiologically accurate in vitro cancer research 

models is apparent. Bioreactors, specifically flow-perfusion bioreactors, are uniquely poised to 

fill this void as exceptionally useful tools for cell culture that can create 3D macro-scale cultures 

for tissue engineering applications. They offer unique cell culture monitoring facilities through 
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modular sensors, particularly in the liquid phase, which leaves a gap for creating an analytical 

sensor for gas phase volatile metabolite detection.  

As such, the abovementioned deficiencies with current 2D in vitro models and the lack of 

proper gas phase metabolite analysis pose the guiding questions for this manuscript: 1) “How can 

we use novel mid-IR laser spectrometry to monitor cell cultures in bioreactors?” and 2) “In what 

ways does hypoxia affect the proliferation and oxygen uptake rates of cancer cells in 3D in vitro 

flow-perfusion bioreactor models?”. These questions will be answered by modifying the 

previously established flow-perfusion bioreactor system to incorporate 3D collagen hydrogel 

scaffolds as a more physiologically representative in vitro solid tumor model. The verification of 

successful cell culture was determined using cell growth and viability. Furthermore, cell culture 

within the solid tumor model was monitored using a novel Mid-IR laser spectrometer to detect 

acetaldehyde, a gas-phase metabolite, as a potential biomarker for cancer diagnosis.  Further 

exploring the novel 3D in vitro solid tumor model illuminated the need to add hypoxia, a critical 

component of solid tumor pathophysiology, to create a better biomimetic model.  The hypoxic 

component was added by directing the flow of the bioreactor such that media flowed through 

each chamber without reoxygenation in a series way, thus lowering the oxygen saturation 

stepwise. The following chapters of this investigation will focus on answering each of these 

questions in succession. 



 

1 

1. Background and Significance 

Tissue engineering is a growing field that merges biology with engineering and looks to 

propel medicine forward by introducing novel tissue regeneration technologies. While the 

ultimate goal of tissue engineering is to regenerate whole tissues, this goal is still a far cry from 

the state of the art of the field. Today, tissue engineering is taking steps toward creating new 

platforms for accelerated tissue growth, biologics production, and controlled delivery. Much of 

the field has focused on systems like microfluidics for micro-scale drug testing. While useful, 

microfluidics systems lack the complexity needed to accurately represent the body’s natural state 

of tissues. Platforms like bioreactors aim to fill this gap by achieving the growth of macro-scale 

tissues in hopes of more closely mimicking the in vivo tissue state. Recently, bioreactor platforms 

have been considered potentially promising cancer research platforms.  

1.1 Significance of Cancer and Cancer Research 

Cancer has remained one of the leading causes of death worldwide, with trends still showing 

increasing incidence rates in 2023 [1, 2]. In 2023 alone, the estimated number of cancer deaths is 

more than 600,000, and the total number of incidences is almost 2 million [2]. Although 

mortality rates have improved, cancer remains a considerable burden for patients and their 

families. The incumbrance of a cancer diagnosis weighs heavily on the emotions of those 

affected and their finances. For instance, the average monthly out-of-pocket patient cost for 

cancer treatment in the United States is $2,568 and can be even higher for more aggressive 

cancer types [3]. For example, the average total Medicare expenditure per patient on prostate 

cancer radiation therapy ranges from $7,948 to $13,522, which can place undue psychological 

stress on those affected [4, 5]. As such, the prevalence of patient psychological stress due to the 
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financial burden of a cancer diagnosis is as high as 2 in 3 patients, depending on associated risk 

factors [4].  Additionally, the total associated costs of cancers worldwide from 2020 to 2025 are 

projected to be upwards of $37.9 trillion, which places a significant tax on the global healthcare 

system that will continue to rise as birthrates increase and the population ages [6]. Thus, the need 

to bolster cancer research becomes ever more apparent. While cancer research and drug 

development are generally quite costly, the median return for $1 spent on R&D is $14.5, which 

indicates that this research has a high rate of return. Yet, drug prices are marked up to attain these 

profit levels, restricting drug availability [7]. Due to the high number of the population afflicted 

by cancer, research on this disease will be a global mainstay. Solving this problem will require 

interdisciplinary collaboration and countless resources, demonstrating the continuous need for 

new therapies and diagnostic tools. 

1.2 Relevance of in vitro Cell Culture Platforms 

In vitro cell culture platforms attempt to provide a cost-effective and time-efficient 

screening of potential new technologies. Traditional in vitro models rely upon 2D culture flasks 

that force cells to grow in a single monolayer conformation. While these models can be enhanced 

with hydrogels, such as collagen and alginate, they tend to lack the sophistication of in vivo 

models [8, 9]. Yet, this simplicity is one of their main attractors. In vitro models provide easily 

interpretable results due to streamlined environments and controlled variables. Additionally, 

these platforms offer researchers cost and time savings by side-stepping the need for animal 

studies. Generally, beginning studies in an in vivo animal model without first testing simple 

metrics in an in vitro model is unrealistic due to the higher cost associated with failure. 

Furthermore, in vitro models comply with the Institutional Animal Care & Use Committee’s 

(IACUC) first two major guidelines regarding animal use in research, replace and reduce [10]. 
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Utilization of in vitro models can minimize harm to lab animals. Recently, new in vitro 

platforms, such as microfluidics and bioreactors, have pushed the boundaries and attempted to 

replicate the in vivo environment closely, further reducing the need for animal models [11-13]. In 

vitro platforms have become increasingly relevant in many fields, none more so than tissue 

engineering.  

1.2.1 Relevance in Tissue Engineering 

The driving concept behind tissue engineering is the pursuit of the knowledge required to 

regenerate human tissues without the need for allografting. As such, in vitro platforms are vital to 

this goal. The need for novel and biomimetic in vitro platforms is a multidisciplinary problem 

requiring pooled knowledge from biomaterials, biology, engineering, pharma, etc. As such, 

designing in vitro platforms in a biomimetic way is not a trivial undertaking. These platforms 

require multiple components to function fully and can often be limited by size and cell quantity 

[14].  

In tissue-engineered in vitro models, scaffolds are utilized as replacements for the 

naturally occurring ECM. The materials used for these scaffolds can vary depending on the 

desired tissue type. For example, polymers, ceramics, and metals are often used for bone tissue 

engineering [15, 16]. In the case of engineered tendons and ligaments, fibers or hydrogels tend to 

be used [17]. Often these models will require the use of mechanical and physical stimulation, cell 

co-culture, as well as fluid perfusion by the use of bioreactors. Through the use of in vitro 

models, a greater understanding of how the body’s natural tissues function, especially in the 3D 

environment, can be achieved. Factors like nutrient diffusivity, oxygen tension, and fluid shear 

forces can be controlled to determine their effects on cultured cells [18]. In vitro platforms play a 

pivotal role in tissue engineering and will continue to become more critical as the field matures.  
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1.2.2 Relevance in Cancer Research 

While cancer research still relies heavily upon in vivo tumor models, more complex in 

vitro models are becoming a critical first step in therapeutic testing. Whereas both in vivo and in 

vitro tumor models serve as complementary testing platforms in cancer research, the latter can 

serve as an effective preliminary screening tool. In vitro testing platforms vary in cancer 

research, ranging from 2D monolayer cultures to 3D spheroid cultures with corresponding 

microenvironments [19, 20]. As a testing platform, in vitro cell culture offers unique benefits, 

such as the ability to simultaneously test multiple cancer cell lines, more representative anatomy 

of solid tumors, and the exclusion of animal-to-animal variations. Many use cases exist for these 

platforms, including but not limited to drug screening, metastasis modeling, and radiation 

therapy response screening [19]. A review of clinical studies that utilized in vitro selected 

chemotherapy, which uses patient-specific cells in an in vitro tumor culture for screening agents 

for chemotherapeutic response, showed that this testing method was as good and often better 

than empirical chemotherapeutic selection [21]. While successful, the clinical trials selected did 

suffer from a lack of culture repeatability and clear testing protocols, demonstrating the need to 

create better in vitro models. A recent study limited to breast cancer used complex 3D in vitro 

tumor spheroids with co-cultured epithelial, endothelial, and tumor cells that demonstrated 

similar tumor chemotherapeutic response compared to tumors grown in vivo [22]. As such, the 

value of in vitro testing has only continued to increase as these models grow closer to accurate in 

vivo replication. 

1.3 2D versus 3D in vitro Cell Culture Platforms 

The widespread availability of 2D cell culture platforms is undoubtedly due to their 

simplicity, cost-effective nature, and wealth of experience with different cell types. While 2D 



 

5 

culture platforms offer a quick and easy cell expansion method, these platforms lack several 

critical components of natural tissue anatomy. The lack of these components can cause 

discrepancies between 2D in vitro experimentation and in vivo clinical testing [23]. For instance, 

the lack of an extracellular matrix (ECM) in 2D cultures causes significant differences in cell 

morphology and gene expression [24]. To fill the gap between 2D and in vivo models, systems 

like 3D in vitro cell culture platforms are being developed. For example, patient-cells derived 

from primary tissues have been used in cultured spheroids to select treatments and screen for 

responsivity to immunotherapy in multiple cancer types, including colorectal, breast, and lung  

[25-27]. These platforms aim to recapitulate the natural cell environments by including 

components like the ECM and multiple cell types [28]. Novel 3D in vitro models can also be 

used to analyze the metastatic capabilities of cancer cells and potential anti-metastatic drugs [27]. 

3D in vitro models seek to improve the shortcomings of simpler 2D culture systems by retaining 

these components in a more complex system. 

1.3.1 Limitations of 2D in vitro Culture Platforms 

Cultures performed in a 2D environment are exceptionally simplified compared to in vivo 

conditions but can still provide valuable testing, such as scratch/wound healing assay and 

viability [29]. Yet, the applicability of these types of cell cultures is waning. Because 2D cultures 

are an oversimplification of the natural tissues, the results gathered from these cultures often do 

not translate well into animal or clinical studies. Such oversimplifications become further 

apparent in cancer drug development, with only ~10% of potential anti-cancer drugs succeeding 

due to lack of efficacy or toxicity [30-33]. The poor translation of successful drug screening in 

2D testing to in vivo application questions the model’s validity in screening these drugs. For 

instance, in a study performed by Voskoglou-Nomikos et al., the validity in vitro prediction of 
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Phase II clinical performance was analyzed, and it was found that in the case of noncytotoxic 

cancer drugs, these models failed to provide reliable predictions of success in clinical trials [34].  

Additionally, of those prospective cancer drugs that make it to clinical trials, many fail in the 

later stages of development, ~40% in phase III clinical trials, which is more costly than earlier 

phases [31]. Interestingly, in a survey to determine the dominant pre-clinical drug screening 

models, ~66% of respondents claimed to use 2D in vitro cell cultures [33]. Thus, despite the 

limitations of standard 2D cell culture models, they are still widely used. As such, the downsides 

of 2D testing have driven researchers to alternative testing models that translate well to in vivo 

and clinical trials, namely 3D in vitro models that can better represent natural tumors and tumor 

response.  

1.3.2 2D vs 3D in vitro vs 3D in vivo 

When comparing 2D with 3D in vitro, it is essential to consider the ultimate goal of tissue 

engineering and cancer research applications in human in vivo environments. 3D in vitro cultures 

exhibit features more closely resembling these environments; features like gene expression and 

morphologies are altered dramatically between 2D and 3D environments [24, 35]. As such, 3D in 

vitro environments can illuminate potential red flags before studies progress excessively. One of 

the main selling points for 3D cultures is understanding diffusional limits in natural settings. In 

2D cultures, cells generally have access to oxygen and nutrients immediately and abundantly due 

to the imposed monolayer growth pattern. However, in 3D environments, especially avascular 

environments like solid tumors and cell spheroids, gradients of oxygen and nutrients exist, thus, 

limiting cell growth potential [36]. The diffusional limitations in 3D cultures can also help gauge 

potential drug delivery and tumor penetration issues in vivo [37]. Specifically, oxygen-related 

diffusional limitations are becoming increasingly crucial in studying solid tumors. These tumors 
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experience a hypoxic core as oxygen struggles to penetrate the exterior cell layers. This forces 

inner tumor cells to rely heavily upon metabolic and genetic changes [38]. In addition, hypoxic 

tumor environments correlate to worse prognosis and increased drug resistance [39].  

Furthermore, 3D culture environments allow the incorporation of ECM-like components 

that can promote ECM-related gene expression, like E-cadherin [40]. Due to the presence of 

ECM components, relevant and necessary testing like cell migration, metastasis/invasion, and 

vascularization can be performed to better understand these processes in primary tumors [41]. 

Cancer cells cultured in 3D environments also tend to undergo the epithelial-to-mesenchymal 

transition more readily [42, 43], which has been shown to play a prominent role in disease 

progression, metastasis/invasion, and drug resistance [44]. In addition to ECM-like components, 

3D in vitro systems have begun implementing co-cultures, or a culture that includes multiple 

different cell types, with some even including immune-related cells [45]. In one study, the model 

used had cancer-associated fibroblasts in a co-culture with oral squamous cell carcinoma 

(OSCC) and observed an upregulation in genes related to oxidative phosphorylation and an 

improved ability to form spheroids [46]. While relevant for cancer, 3D in vitro co-cultures are 

also valuable for studying the therapeutic effects of mesenchymal stem cells in different target 

locations [47, 48]. 

Several factors must be considered when comparing 3D in vitro cultures to common 

animal models. For instance, nude mice, one of the most commonly used animal models, lack an 

immune system. Nude mice with xenografted tumors have been used similarly to 3D in vitro 

models, focusing primarily on anti-cancer drug screening [49]. Although this model was valuable 

in most cases for cytotoxic drug discovery [49],  new anticancer strategies are moving away from 

these styles of drugs and towards inhibitory and immunotherapeutic drugs instead [50]. This 
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transition has limited the efficacy of the nude mouse xenograft model and ushered in the need for 

new, more advanced replacement models. Developing novel 3D in vitro models has filled this 

void by creating accurate, regarding in vivo environments, platforms for cancer research. In the 

search for modern inhibitory and immunotherapeutic anti-cancer drugs, 3D in vitro systems 

allow for a more controlled analysis of the exact inhibitory mechanisms due to less variability 

[51, 52], as well as a better understanding of immunotherapies thanks to developments in co-

culture techniques [53, 54]. Moreover, the low efficacy of the nude mouse xenograft model has 

ushered in the need for new advanced replacement models. Developing novel 3D in vitro models 

can fill this void by creating accurate, regarding in vivo environments, platforms for cancer 

research. In the search for modern inhibitory and immunotherapeutic anti-cancer drugs, 3D in 

vitro systems allow for a more controlled analysis of the exact inhibitory mechanisms due to less 

variability [51, 52], as well as a better understanding of immunotherapies thanks to 

developments in co-culture techniques [53, 54].  

1.3.3 3D Macro-scale Culture 

Focusing on the ultimate goal of tissue engineering, the regeneration or creation of 

natural tissues, illuminates the necessity of macro-scale cultures. For tissue-engineered products 

to be practical, these products must be sizeable enough to replace or cover wound sites. One of 

the earliest tissue engineering targets was engineered skin grafts due to the almost 2D layered 

conformation of the skin, making this tissue one of the easiest to grow [55]. Many commercial 

tissue-engineered skin options exist today, employing different scaffolding materials and co-

culture strategies [56]. However, products like this require long cell culture times (2-3 weeks) 

and come at a high cost, with some currently available products requiring upwards of $13,000 to 

cover 1% of the body’s surface area [56]. Moreover, the available options lack crucial skin 
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components like sebaceous glands and hair follicles [56]. Current tissue-engineered products are 

limited by culture time, high production costs, and lack of complexity, all of which highlight the 

necessity for better macro-scale culture techniques. However, one of the major limiting factors in 

developing engineered tissues, and therefore 3D macro-scale cell cultures, is the lack of tissue 

vascularization. The size of viable engineered tissues is severely limited because most cells must 

be within 50-100 microns of a blood vessel [57]. Inadequate blood vessel formation presents a 

barrier for most tissue creation, especially in highly metabolically demanding tissues, such as 

skeletal muscle tissue [58]. Blood vessel formation is important for engineered tissues and vessel 

replacement in cases of ischemic diseases, such as atherosclerotic cardiovascular disease [59]. 

While 3D macro-scale cell cultures are fundamental to solving tissue engineering problems, they 

can also play a role in understanding tumor angiogenesis and oxygen gradients. Understanding 

how blood vessels form and affect the oxygen tension in solid tumors is a critical step in solving 

many cancer drug delivery problems [60]. 

1.4 Value of Bioreactor Platforms 

Bioreactors provide unique platforms for various cell culture conditions and types, which 

supports their adoption in laboratory and production scale environments. In addition to their 

adaptable cell culture conditions, bioreactors provide the modularity to swap components and 

sensors. The capability to swap in different sensing modalities makes bioreactors advantageous 

for production and monitoring tools, especially in biologics production [61]. Bioreactor sensors 

also provide researchers with essential data and can enable more accurate and even real-time 

culture monitoring [62].  
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1.4.1 Current Bioreactor Platforms 

There are many different types of bioreactors, including but not limited to stirred tank, 

bubble column, airlift, hollow fiber, see-saw, and flow-perfusion bioreactors. Each modality has 

unique benefits and drawbacks, making them extremely useful in various applications. The 

stirred tank bioreactor is one of the most widely used bioreactors due to its simplicity and well-

understood capabilities and limitations [63, 64]. This type of bioreactor can accommodate many 

different mammalian cell and bacteria types, with potentially therapeutic cells like mesenchymal 

stem cells (MSCs) and human CAR-T cells showing promising growth in stirred tank bioreactors 

[65-67]. Stirred tank bioreactors also offer better scale-up potential than traditional cell culture 

techniques, hence their use in industrial processes. Bioreactors of this nature can reach sizes of 

over 2000L, making producing low-yield products viable. While currently the most commonly 

used bioreactors in industry, other bioreactors like hollow-fiber and mechanically stimulating 

bioreactors provide unique ways to produce therapeutics and regenerate tissues. For example, 

hollow-fiber bioreactors have been proven to work equally well as stirred tanks in exosome 

production platforms, which, when paired with the potentially therapeutic nature of MSC 

exosomes, could be highly beneficial moving forward [68-70]. Similarly, mechanically 

stimulating bioreactors play a pivotal role in developing engineered tendons and ligaments [71, 

72]. As in vitro models become more complex, bioreactors appear to be a natural progression in 

creating new in vitro research and production platforms.  

Furthermore, bioreactors can enable easy monitoring of cell cultures by adding modular 

sensors to detect nutrient inputs and cellular metabolite outputs. Generally, culture monitoring is 

done in the liquid phase using sensors like dissolved oxygen, pH, and glucose [73, 74]. However, 

this leaves a distinct lack of monitoring for volatile metabolite compounds in the gas phase. 
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While liquid phase monitoring is important for cell culture, it restricts detected molecules to 

predominantly system inputs like glucose and dissolved O2, requiring researchers to predict the 

health of cultures based on uptake rates rather than direct results of metabolism. Techniques like 

gas chromatography-mass spectrometry (GC-MS) and IR spectrometry have been investigated as 

potential analytical tools for detecting volatile metabolites but lack the sensitivity needed to 

detect trace metabolites and the capability of real-time measurements. Thus, a hole in the market 

exists for a capable and sensitive real-time analytical tool for detecting trace gas-phase 

metabolites for cell culture monitoring. 

 

1.4.2 Flow Perfusion Bioreactors 

Of the bioreactors previously listed, this thesis focuses mainly on flow-perfusion 

bioreactors. This is due to their ease of use and capacity to provide cells with fluid shear stress 

stimulus. This stimulus is required for the successful culture of many different cell types, 

particularly in osteogenic cell culture, as it promotes bone growth and improves MSC to 

osteoblast differentiation [75]. The fluid flow characteristics of flow-perfusion bioreactors also 

bypass most diffusional mass transport limitations traditionally found in 3D in vitro scaffold 

designs [76, 77]. Flow-perfusion bioreactors also provide unique testing platforms compared to 

2D in vitro or microfluidics. Microfluidic platforms, like organ-on-a-chip, have been effective for 

cancer research in diagnostics and therapeutic screening [78, 79] but lack the scale and 

complexity to realize the micro and macro tumor environment fully. Flow-perfusion bioreactors 

can maintain the benefits of microfluidics but on a macro-scale, thus, more accurately depicting 

the tumor environment on all scale levels [80, 81]. A flow-perfusion setup can also provide the 

opportunity to link different scaffolds together, which allows for variable upstream conditions. 
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Linking scaffolds can enable researchers to investigate cell signaling within the same bioreactor 

through fluid flow. For example, cancer cells could be placed upstream of immune cells, and 

signaling between the two scaffolds could be monitored through bulk media sampling.  

1.5 Research Objectives 

There were two main guiding questions, and each is represented with an objective below, 

which this investigation aimed to answer: 1) “How can we use novel mid-IR laser spectrometry 

to monitor cell cultures in bioreactors?” and 2) “In what ways does hypoxia affect the 

proliferation and oxygen uptake rates of cancer cells in 3D in vitro flow-perfusion bioreactor 

models?”. 

1.5.1 Objective 1 

The initial objective of this investigation (Chapter 2) was to utilize newly developed mid-

IR laser spectrometers as potential tools for monitoring gas phase metabolites from cell cultures 

in flow-perfusion bioreactors and as potential new cancer diagnostic and detection instruments. 

The flow perfusion bioreactor also needed to be modified to allow for the culture of non-RGD 

adherent cancer cell lines. The viability of this monitoring tool and bioreactor modification was 

determined by analyzing gas phase metabolite production and cell growth in the EMT6 cell line, 

a commonly used solid tumor murine breast cancer model, throughout multiple bioreactor runs.  

1.5.2 Objective 2 

The secondary objective of this investigation (Chapter 3) was to quantify the level of and 

effects of hypoxia in 3D hydrogel tumor-like environments in flow-perfusion bioreactors. 

Dissolved oxygen concentrations were measured using phase detection of fluorescent indicators 

to quantify the levels of hypoxia within the bioreactor. The effects of the created hypoxia were 
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determined using cell-counting and viability testing. A spheroid mathematical model was also 

applied using empirically measured data to estimate the size of each scaffold's anoxic core. 
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2. Novel Gas Phase Metabolite Analysis for Perfusion 

Bioreactors with Mid IR-Laser Spectrometry 

 Abstract 

Cancer cells demonstrate an abnormal metabolism, where cells prioritize glucose uptake, 

and glycolysis is preferred even in sufficient oxygen levels, known as the Warburg effect. This 

results in higher production levels of pyruvate and lactic acid, and since pyruvate decomposes to 

acetaldehyde and carbon dioxide, the concentration of acetaldehyde is expected to be higher in 

cancer cells expressing the Warburg phenotype. Because acetaldehyde has a relatively low 

normal boiling point, 20.2C, it has a relatively high vapor pressure at 37C, the typical 

physiological temperature. As such, acetaldehyde appears to be a potentially promising gas-

phase metabolite biomarker of cancer. This study utilized a novel Mid-IR laser spectrometer to 

analyze the gas phase concentrations of acetaldehyde in the headspace of media from EMT6 

murine breast cancer cells cultured in 3D hydrogel scaffolds in a flow-perfusion bioreactor 

system. Acetaldehyde concentrations were successfully measured in the parts-per-billion (ppb) 

range, with results showing sufficient production levels. Additionally, the impacts of hypoxia 

were investigated as a potential effector on the metabolic processing of glucose and, thus, the 

creation of acetaldehyde. 
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2.1 Introduction 

2.1.1 Cancer Metabolism and the Warburg Effect 

Most cancer cells are known to have altered metabolisms, such that glucose is broken 

down through glycolysis even in the presence of abundant oxygen. This has long been known 

and was first observed by Otto Warburg in 1924 [1] and has been dubbed “The Warburg Effect.” 

To explain this phenomenon, Warburg hypothesized that the mitochondria were damaged and not 

functioning in cancer cells [2]. While mitochondrial damage can play a role in the Warburg 

effect, it is now heavily attributed to the lack of tumor suppressor gene expression and 

overexpression of oncogenes. Additionally, the activation of the transcription factor hypoxia-

inducible factor (HIF)-1α in normoxic and hypoxic conditions plays a critical role in the 

hallmark aerobic glycolysis of the Warburg effect. While originally thought to be a universal 

causal factor of carcinogenesis, the Warburg effect is only apparent in 70%-80% of cancers, 

indicating it is a symptom of certain cancers rather than a cause [3]. A Warburg style of 

metabolism can also be found in other rapidly proliferating mammalian cells like stem cells, 

endothelial cells, and even early-stage mammalian embryos [3], thus, suggesting the shift is a 

transition to a biosynthesis-focused metabolism to support cellular growth. The Warburg effect 

enables rapid proliferation and the synthesis of cellular components through multiple 

transcription factors and pathways. However, of these, the activation of the HIF-1α transcription 

factor and Phosphatidylinositol-3-kinase (P13K)/Akt/ mammalian target of rapamycin (mTOR) 

pathways, as well as deactivation of the threonine kinase liver kinase B1 (LKB1)/ AMP-activated 

protein kinase (AMPK) pathways and cMYC transcription factors are the key dysregulations [2, 

4, 5]. 
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The glycolytic pathway (Figure 2.1) involves 9-10 steps that catabolize glucose into 

pyruvate generating 2 ATP. While much less efficient concerning glucose consumption, 

compared to oxidative phosphorylation (OXPHOS), intermediate products in this pathway are 

critical in synthesizing various cellular components [3].  

 

Figure 2.1: Key Steps in the Glycolytic Pathway 

Diagram of the glycolytic pathway in cells expressing the Warburg phenotype. Glucose uptake 

increases as GLUT-1 receptors are overexpressed and converted to 2 pyruvate and 2 ATP 

molecules, the final product of aerobic glycolysis. Less functional gatekeeper enzymes (red star) 

can result in accumulated glucose-derived biosynthesis products. Figure used with permission 

from the following publication [3]. 

Interestingly, cancer cells can act as glucose traps through the decreased activity of the pyruvate 

kinase (PK) enzyme responsible for catalyzing the conversion of phosphoenolpyruvate (PEP) to 
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pyruvate [2]. The activation of HIF-1α and P13K pathways can prompt the transcription of the 

M2 dimeric isoform of pyruvate kinase (PKM2), which is almost entirely inactive, accumulating 

glucose-derived biosynthesis products [2, 3]. HIF-1α activation can also facilitate the production 

of characteristically high levels of lactic acid observed from the Warburg effect. Through both 

cMYC and HIF-1α activation, the expression of pyruvate dehydrogenase kinase 1 (PDK-1), 

which prevents pyruvate from entering the mitochondria, and lactate dehydrogenase A (LDH-A), 

which catalyzes cytosolic pyruvate reduction into lactate, is increased [2, 6]. In addition to 

biosynthesis-related molecules, increased glucose uptake can cause cellular pyruvate 

accumulation [7]. Recently, it has been discovered that increased lactate concentrations around 

tumors can act as an energy-rich substrate for oxidative cells, preserving glucose for less 

oxygenated glycolytic cells [8]. As an alternative to glucose uptake and glycolysis, the outermost 

cancer cells can take up lactate, which can then be oxidized into pyruvate and NADH to fuel the 

TCA cycle. Monocarboxylate transporters (MCT), specifically MCT1 and MCT4, are critical to 

balancing lactate uptake and export [8]. The expression of MCTs varies from cancer to cancer 

but is generally overexpressed [8]. The oxidation of lactate into pyruvate again indicates a 

potential increased pyruvate concentration in cancer cells. Thus, the Warburg effect, the 

characteristic abnormal metabolism characteristic of most cancer cells, can provide unique 

diagnostic and therapeutic targets as potential cancer fingerprinting techniques. 

2.1.2 Traditional Bioreactor Monitoring Systems 

Generally, sensors used in industry bioreactors are older technologies and lack the 

sophistication needed to provide whole-system monitoring. Sensors like the Clark-type dO 

sensors and glass pH electrodes are limited in their usefulness due to stationary positioning, 

which limits their ability to sample entire systems, as well as their fragility and multiple-use 
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nature, which can complicate the cleaning and cleaning validation [9]. To combat this, the 

biopharmaceutical industry has begun to switch to single-use bioreactors, generally multi-layered 

sterilized plastic bags that offer efficient cleaning and cleaning validation; however, fragile 

multiple-use sensors limit this efficiency [10].  Additionally, regulating agencies have begun to 

push biopharmaceutical companies to place more emphasis on process monitoring to ensure drug 

quality, specifically critical process parameters [11]. These parameters can be correlated to drug 

quality and are restricted to ensure satisfactory results. Thus, development in sensing 

technologies is still required to achieve the level of control needed to optimize production 

processes fully.  

Currently used sensors traditionally focus on liquid phase monitoring of key cell nutrients 

and bulk system parameters. Arguably the most commonly measured bioreactor parameter, pH, 

is vital for maintaining cell viability and growth rates [9, 12]. While there are multiple ways to 

achieve pH measurements, steam-sterilizable glass electrode sensors are the most common. This 

is due to how well-understood these sensors are. However, their fragility and bulky size have 

prompted research into alternative options [12]. Optical pH sensors utilize pH-variable dyes of 

fluorescence and absorbance modalities to determine the hydrogen ion concentration in solution 

[12, 13]. Dissolved oxygen is another critical nutrient commonly monitored because it directly 

limits cell growth potential. Like pH, this has traditionally been performed using electrochemical 

Clark-type sensors but has shifted towards optical sensors [14].  Optical dissolved oxygen 

sensors work such that a fluorescent dye is embedded in a silicon rubber patch. This patch is then 

exposed to dissolved oxygen which quenches the measured fluorescence intensity in a 

quantifiable manner by the Stern-Volmer equation [14, 15].  
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While optical sensors have shown promise, they have not matured enough to mitigate 

their drawbacks. For instance, optical sensors tend to drift over time due to photobleaching and 

instability. Additionally, these sensors are affected by environmental conditions like sudden light 

source changes or different external light levels [14]. As an alternative method, some 

commercially available optical dissolved oxygen sensors measure changes in phase angle 

between the excitation of a modulated light source and the emission of a fluorescent dye. This 

can mitigate the effects of light source stability and photobleaching, providing sensors with 

longer stable lifetimes and more accurate readings [14]. However, this is still not a perfect 

solution, as these sensors still have much shorter lifespans, less than bioreactor run lengths, 

compared to electrochemical Clark-type sensors. Yet, optical metabolite sensing solutions may 

be better suited to single-use bioreactor systems, thus, lowering the bar for stable lifetime length. 

As such, these sensors have become a significant focus for the bioreactor industry and will 

continue to play a prominent role in biopharmaceuticals' quality assurance.  

2.1.3 Need for Gas Phase Monitoring 

While the abovementioned sensors work great for monitoring bioreactor systems' liquid 

phase, this is often limited to input parameters. Metabolites and output products are not as 

commonly measured, forcing researchers and companies to predict cell culture status rather than 

looking at the whole picture. One of the most overlooked cell culture monitoring methods is the 

analysis of the gas phase nutrients and metabolites. The existing gas phase monitoring 

methodologies also focus on nutrients and metabolites that can be easily measured in the liquid 

phase, like oxygen [16, 17]. Many volatile mammalian cell metabolites, like ethanol and 

acetaldehyde, can be measured in the gas phase using varying gas analysis methods [18].  
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Acetaldehyde, an exciting volatile metabolite target, is readily produced exothermically 

from pyruvate. The energy of formation of this reaction was calculated in Table 2.1 below. 

Table 2.1: Energy of Formation for the Decarboxylation of Pyruvate to Acetaldehyde 

Energies of formation, at 37°C, for 𝐶3𝐻4𝑂3(𝑎𝑞)
     

         
←       

→     𝐶𝐻3𝐶𝐻𝑂(𝑎𝑞) + 𝐶𝑂2(𝑔) at different 

ionic strengths, as in biological systems during active ATP-driven hydrolysis.  These energies 

were calculated using Gibbs free energy, G = H –TS, and enthalpy and entropy of formation data 

from [19]. 

 Ionic Strength (mol/l) 0.00 0.10 0.25 

Energy of Formation, 

Gf (kJ/mol) at 37°C 

- C3H4O3 (pyruvate) -342.6 -341.3 -340.9 

+ CH3CHO (acetaldehyde) 30.2 32.8 33.6 

+ CO2 -394.4 -394.4 -394.4 

G for pyruvate decarboxylation -21.6 -20.3 -19.9 

 

This metabolite has a relatively low boiling point of 20.2C and, as such, should have a high 

vapor pressure (1315.6 mmHg) at 37C entering the gas phase reasonably easily [20]. As 

aforementioned, in many cancers, there can be an excess of pyruvate, thus indicating a potential 

increase in acetaldehyde production. These properties imply that this metabolite may be a 

potentially favorable biomarker for cancer diagnosis. Additionally, the cancer diagnosis through 

gas sampling has been shown through canine olfaction, establishing the basis for investigating 

what biomarker is being detected [21]. Similarly, acetaldehyde is a common metabolite of many 

bacteria and yeasts, making it a potential marker for detecting infection in bioreactors and food 

production [22, 23]. While canine olfaction is extremely impressive, this methodology would be 

challenging to apply in a clinical or industrial setting. As an alternative, a commonly used 

method, gas chromatography mass spectrometry (GC-MS), is excellent for detecting trace 

metabolites but suffers from drawbacks like carry-over effects and lack of real-time 
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measurement [24]. Other gas analysis techniques, like traditional IR spectroscopy, do not offer 

the sensitivities necessary to detect trace metabolites. Additionally, target biomolecule peaks are 

convoluted due to broad water peaks in the near-infrared (NIR) and mid-infrared (MIR) regions 

[25]. Therefore, there is a need to create a novel instrument for the real-time analysis of gas-

phase metabolites.  

2.1.4 Mid-IR Laser Spectrometry 

While measuring acetaldehyde concentrations in the headspace of cell culture media has 

been previously demonstrated [26, 27]. These studies confirmed the ability to monitor 

acetaldehyde concentrations ranging from 300 ppb to 1500 ppb. Additionally, in 3D scaffolds, 

acetaldehyde concentrations as high as 1900 ppb have been measured with selected ion flow tube 

mass spectrometry (SIFT-MS) [28]. However, these tools cannot provide the real-time analysis 

needed for bioreactor monitoring in the industry. To alleviate this shortcoming, previous attempts 

have been made to utilize cryogenically cooled IV-VI semiconductor diode laser technology in 

combination with absorption spectrometry [29].  Although this study successfully measured 

acetaldehyde concentrations as low as the 40 ppb range, the requirement of cryogenic cooling 

places this technology out of the reach of industrial applications. In this study, a novel 

thermoelectrically-cooled inner cascade laser (ICL) (Nanoplus GmbH) with tunable single-mode 

tunable emission between 1770.2 cm-1 and 1770.4 cm-1, within the R-branch of the carbonyl 

stretch band, is used to sense acetaldehyde by exciting rotational-vibrational molecular motions 

within the R-branch of the carbonyl stretch band. The acetaldehyde spectrum exhibits three 

prominent peaks separated by about 0.020 cm-1 from each other.  The peak-to-peak voltages for 

the two strongest peaks at 1770.305 cm-1 and 1770.283 cm-1 are 291 mV and 212 mV, 

respectively.  Figure 2.2 below shows absorption spectra for a gas sample containing 20 ppm 



 

29 

acetaldehyde in a balance of nitrogen (Specgas, Inc.), lab air, and formic acid headspace plotted 

as a function of channel number. 

 

Figure 2.2: Absorption Spectra for Various Headspace Gas Samples 

The absorption spectra for various gas headspace samples are plotted as a function of channel 

number. Second harmonic absorption spectra for laboratory air, formic acid headspace, and 20 

ppm acetaldehyde in N2. 

Based on the 20 ppm acetaldehyde calibration spectra in Figure 2.2, the calculated standard 

deviation for 10 seconds of coadded measured spectra is 0.5 mV, corresponding to a minimum 

acetaldehyde detection limit of 34 ppb. 
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2.2 Materials & Methods 

2.2.1 Cell Culture 

The chosen cell line for this experiment was the EMT6 murine epithelial breast cancer 

model. All cells were cultured in plates and bioreactors with Waymouth’s Medium (Gibco) 

supplemented with 15% fetal bovine serum (FBS) and 1% antibiotic/antimycotic (Life 

Technologies) in an incubator at 37°C and 5% CO2. Before seeding, cells were expanded in T75 

cell culture flasks until 80% confluency. They were then lifted with 0.05% trypsin-EDTA 

(Sigma-Aldrich) and centrifuged at 1100 RCF for 5 minutes to form a cell pellet, the supernatant 

was discarded, and cells were resuspended at desired concentrations for seeding scaffolds.  

2.2.2 PLLA 3D-Printing Filament Production 

Due to the chemical additives in commercially available 3D-printing filaments, this study 

required the production of custom pure PLLA filament. Pure virgin PLLA pellets (NatureWorks 

LLC; grade 6251D; 1.4% D enantiomer; MW=108,500 kDa) were used in a FilaStruder single 

screw extruder to produce a 1.75 mm diameter filament. Due to the high melt flow rate of this 

particular grade PLLA, a metal can with correct guide grooves was used to cool the filament 

directly upon extrusion to ensure consistent filament diameter. 

2.2.3 Hydrogel Scaffold Holding Mesh Production 

A custom-designed 3D-printed gel holder mesh was first modeled using Autodesk 

Fusion360 to prepare the cassette to hold the hydrogel scaffold. The holder mesh was printed 

using a Creality Ender V2 Neo and a custom-manufactured PLLA filament, as described above. 

This holder was designed to elevate the gel above the fluid exit and spaced from the chamber's 
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walls. This allowed unobstructed media flow around the hydrogel scaffold, thus, allowing for the 

most optimal nutrient diffusion from bulk media. The mesh can be seen in Figure 2.3 below. 

 

 

Figure 2.3: Hydrogel Scaffold Holding Mesh 

The mesh was designed in Autodesk Fusion360 and printed using a Creality Ender 3 V2 Neo. 

(A): 3D printed mesh inserted into the cassette (B): a 3D rendering of the mesh design (C): the 

3D printed mesh before being inserted into the cassette. 

2.2.4 Bioreactor Setup and Hydrogel Formation 

The bioreactor consisted of 6 individual chambers, one of which is shown as a cross-

section in Figure 2.4, each containing a hydrogel scaffold. To achieve fluid flow, the bioreactor 

utilized a peristaltic pump set at a flow rate of 150µL/min, with silicon tubing (oxygen 

permeable and impermeable) and at least one media vessel to hold bulk media. Media cycled 

throughout the bioreactor, entering the chamber's top, flowing around the hydrogel scaffold, and 

exiting the bottom. For each run, 70 mL of media was used, which cycled throughout the 

bioreactor ~3 times per day. Depending on the desired media oxygen conditions of the 

bioreactor, normoxic or variable, the tubing between chambers was run in series (Daisy Chain) 

or parallel (Figure 2.5). With the bioreactor in the normoxic (parallel) variation, the chambers 

were plumbed so that each chamber’s inlet was fed directly from the media vessel, and each 
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chamber’s outlet was connected to the input of the media vessel. In the parallel conformation, the 

oxygen saturation level entering each bioreactor chamber was assumed to be 100% due to the 

long lengths of oxygen-permeable tubing leading to each chamber. Alternatively, in the Daisy 

Chain (series) variation, the chambers were plumbed in series such that the outlet of an upstream 

chamber was connected to the inlet of the chamber immediately downstream using oxygen-

impermeable tubing, which prevented the media from reoxygenating, thus lowering the overall 

media oxygen saturation in a stepwise manner. In this case, the oxygen saturation entering 

chamber 1 was assumed to be 100% due to the long length of oxygen-permeable tubing leading 

to chamber 1. The Daisy Chain bioreactor setup allowed the scaffolds to be pushed into 

simulated hypoxia as far as possible without a hypoxic chamber, which was expected to increase 

the overall acetaldehyde production of the run.  Both bioreactor variations can be seen in Figure 

2.5. 
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Figure 2.4: Cross-section of a Single Bioreactor Chamber 

Cross-sectional diagram of a single chamber in the bioreactor setup, consisting of an inlet, a 

mesh scaffold holder, a hydrogel scaffold, and an outlet. The media flow surrounds the hydrogel 

scaffold from all sides, moving from top to bottom. 
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Figure 2.5: Bioreactor Variation Diagram 

Diagram of 3 out of 6 bioreactor chambers in the two variations. The Daisy Chain variation 

(above) is a modification of the bioreactor tubing such that the outlet of each of the six chambers 

is pumped into the inlet of the next chamber using oxygen-impermeable tubing. This lowered the 

bulk media oxygen concentration stepwise as the media flowed through each chamber and into 

the next in series. The typical variation (below) runs the media parallelly, so the media flows 

through one chamber, is returned to the media vessel, and is reoxygenated. This variation 

simulates normoxic conditions where the incoming media is fully saturated with oxygen. 
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Most bioreactor components were sterilized by autoclaving; however, other polymer 

components were sterilized by ethylene oxide (Anprolene 74i). Autoclavable components were 

autoclaved on the same day as set up and stored in a sterile hood until use. Gas-sterilized 

components were run in a 12-hour cycle and stored in a fume hood for at least three days to 

outgas excess ethylene oxide. The bioreactor was set up before seeding and hydrogel formation 

to purge the air from the system and allow the cell culture media (Waymouth’s) to equilibrate 

with incubator conditions (37°C, 5% CO2). The assembled bioreactor and media were placed in 

the incubator for at least 4 hours before seeding. To prepare cells for seeding in the collagen 

hydrogel, cells were lifted using 0.05% trypsin-EDTA (Sigma-Aldrich) and centrifuged at 1100 

RCF for 5 minutes to create a cell pellet. The supernatant was discarded, and cells were 

resuspended in a concentration ten times that of the final desired seeding concentration. To 

prepare the RatCol (Advanced Biomatrix) rat tail type I collagen hydrogel, the included 

neutralizer solution was mixed with the collagen hydrogel solution in a 1:9 ratio per the 

manufacturer’s instruction, resulting in a 4 mg/mL collagen concentration. The high collagen 

concentration forms a firm enough gel to resist damage from fluid flow in the bioreactor. Then, 

for each chamber, 0.4 mL of neutralized collagen solution was mixed with 0.1 mL of cell 

suspension and pipetted up and down thoroughly. This allowed the cells to be evenly distributed 

and avoid forming spheroids/clumps too early in the culture. The seeded hydrogel solution was 

pipetted at 0.5 mL per well in 6 wells of a 96-well plate. The collagen hydrogel was then 

incubated at 37°C and 5% CO2 for 1 hour until firm. Once firm, the collagen hydrogel scaffolds 

were added to the bioreactor by carefully transferring with tweezers onto the custom-designed 

mesh scaffold holders. The bioreactor was closed, moved back to the incubator, and the media 

flow rate was set at 150 μL/min. Each bioreactor run lasted 4 days, and media samples from the 



 

36 

media vessels were collected and frozen to preserve volatile metabolites in the liquid phase. 

These samples were then analyzed with the Mid-IR laser spectrometer to detect acetaldehyde in 

the headspace or gas phase as a combination of all 6 bioreactor chambers. 

2.2.5 Cellularity Quantification 

At the 4-day mark, bioreactor runs were stopped, and the number of cells was quantified 

for each chamber/hydrogel in the bioreactor. To do so, the collagen hydrogel scaffolds were 

transferred to a 24-well plate and digested in 3 mL of 0.25% (w/v) collagenase type I in 

unsupplemented Waymouth’s Medium for 2 hours. Once fully digested, the media was moved to 

a 15 mL falcon tube, and wells were washed with another 2 mL of fresh media. The washing 

media was also added to the 15 mL falcon tube. A 100 μL cell sample of this solution was stained 

with Trypan Blue (0.4% in Solution; Sigma) and counted using a hemocytometer. 

2.2.6 Acetaldehyde Measurement 

The procedure for acetaldehyde measurement is located in Appendix section A1.1. 

2.3 Results 

2.3.1 Bioreactor Cell Growth  

Total bioreactor cellularity (6 chambers) was quantified per run and displayed as initial 

seeding and final cell quantities in Figure 2.6. The total percent growth of all bioreactor runs, 

including variable and normoxic, were organized based on initial seeding cell quantities and 

displayed as individual bars per run in Figure 2.7. While at lower seeding quantities, the percent 

growth for both normoxic (parallel) and Daisy Chain (series) runs are similar, in the case of the 

variable oxygen condition runs, a more gradual decrease in percent growth is demonstrated as 
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seeding cell quantity increases. Additionally, these runs showed higher cell growth regardless of 

seeding quantities, whereas normoxic (parallel) variation runs demonstrated a plateau in percent 

growth as seeding concentrations increased (Figure 2.7).  

 

Figure 2.6: Total Seeding and Final Cell Quantity for Consecutive Bioreactor Runs 

Cell Quantity is reported as a total of all six bioreactor chambers. Daisy Chain (series) setup, or 

runs where bulk media dissolved oxygen concentration surrounding hydrogel scaffolds varies as 

the media flows downstream in the series of chambers, are highlighted in white with diagonal 

hashes.  
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Figure 2.7: Total Percent Growth of Bioreactor Run vs. Seeding Cell Quantity 

Percent growth is reported as a function of the total cellularity of all six bioreactor chambers 

and is the percent change from total seeding to total final cell quantity. Daisy Chain (series) 

setup, or runs where bulk media dissolved oxygen concentration surrounding hydrogel scaffolds 

varies as the media flows downstream in the series of chambers, are highlighted in white with 

diagonal hashes. Generally, runs with higher seeding cell quantities and variable hypoxia 

displayed higher growth percentages than their normoxic counterparts. 

2.3.2 Acetaldehyde Measurements 

Bulk media headspace gas-phase acetaldehyde concentrations after 4 days are listed in 

Table 2.1 on a per-run basis. The bulk media headspace gas-phase acetaldehyde concentration in 

normoxic (parallel) runs decreases as the seeding cell quantity increases. In contrast, this trend 
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seems reversed in Daisy Chain (series) runs seen in Figure 2.8. The total acetaldehyde 

production per cell was calculated and plotted against the total percent growth to more accurately 

compare acetaldehyde levels between runs with different cell quantities. This plot tended to 

increase with higher total percent growth (Figure 2.9).  

 

 

Table 2.2: Bulk Media Headspace Gas-phase Acetaldehyde Concentrations and Bioreactor 

Run Conditions 

Bulk media headspace gas-phase acetaldehyde concentrations were measured using Mid-IR 

laser spectrometry. Bioreactor run number, seeding and final cell quantity, total percent growth, 

conformation, and bulk media headspace gas-phsae acetaldehyde concentration are listed per 

run.  

  Cell Quantity (106)  Acetaldehyde Measurement 

Run Seeded Finished 
Total Percent 

Growth 
Conformation Avg ppm 

1 3 6 100% Normoxic 0.783 

2 6 10 67% Normoxic 0.974 

3 6.6 11.3 71% Normoxic 0.740 

4 10 13 30% Normoxic 0.205 

5 27.6 30 9% Normoxic 0.315 

6 5 9.3 86% Daisy Chain 0.708 

7 10 18 80% Daisy Chain 1.547 
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Figure 2.8: Gas-phase Acetaldehyde Concentration vs. Bioreactor Seeding Cell Quantity 

Bulk media acetaldehyde concentrations are reported in ppm and seeding cell quantity in 106 

cells. Acetaldehyde concentration in bioreactor runs with normoxic (parallel) chamber setup 

showed a trend of decreasing concentration as cell number increases. However, bioreactor runs 

performed with the Daisy Chain (series) or runs where bulk media dissolved oxygen 

concentration surrounding hydrogel scaffolds varies as the media flows downstream in the series 

of chambers, represented with empty circles and a dotted line, showed a trend in increasing 

acetaldehyde concentrations as cell quantity increased.  



 

41 

 

Figure 2.9: Gas-phase Acetaldehyde Production per cell vs. Total Percent Growth in Normoxic 

Runs 

Acetaldehyde production is reported in ppt/cell, which was calculated as 
𝒕𝒐𝒕𝒂𝒍 𝒂𝒄𝒆𝒕𝒂𝒍𝒅𝒆𝒉𝒚𝒅𝒆 𝒑𝒓𝒐𝒅

𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒄𝒆𝒍𝒍𝒔 
. 

Total percent growth is a function of the final total cellularity of all six bioreactor chambers and 

is the percent change from total seeding to total final cell quantity. Acetaldehyde production per 

cell in bioreactor runs with a normoxic (parallel) chamber setup showed a trend of increasing 

and peaking as total percent growth increases.  

Figure 2.10 plots the average acetaldehyde production per cell versus the seeding cell quantity 

for each bioreactor run. This plot shows a steep drop in per-cell acetaldehyde production as 

seeding cell quantity increases in normoxic (parallel) runs. However, in Daisy Chain (series) 

runs, this trend is reversed at higher seeding quantities per-cell acetaldehyde production increases 

as seeding cell quantity increases.  
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Figure 2.10: Acetaldehyde Production per Cell vs. Seeding Cell Quantity by Run 

Acetaldehyde production is reported per cell in ppt/cell. The calculation is based on the final 

total cellularity. Daisy Chain (series) setup, or runs where bulk media dissolved oxygen 

concentration surrounding hydrogel scaffolds varies as the media flows downstream in the series 

of chambers, are highlighted with empty circles and a dotted line. Variable oxygen runs 

demonstrated a trend of increasing production per cell as seeding cell quantity increased. 

Conversely, normoxic (parallel) runs demonstrated a per-cell decrease as seeding cell quantity 

increased.  

2.4 Discussion 

Positive total growth percentages were recorded regardless of Daisy Chain (series) or 

normoxic (parallel) run variation. Figures 2.6, 2.7, and Table 2.1 all display the positive total 
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growth percentages, a function of the total cellularity of all six bioreactor chambers, in each 

bioreactor run. The lowest growth percentage was found in run number 5 at 9% and the highest 

in run 1 at 100% (Table 2.1). The disparity is likely due to spacial and diffusional limitations 

within the hydrogel scaffold. In essence, the total maximum capacity of the bioreactor was likely 

approached during run five due to such a high seeding cell quantity. This effect is also conversely 

demonstrated in runs 1, 2, and 3. Due to these runs' relatively lower seeding cell quantities, the 

cells could expand without spacial or nutrient-diffusional limitations, with each of these runs 

showing a total percent growth of at least 67%. Introducing the variable media oxygen saturation 

conditions in the Daisy Chain (series) bioreactor setup appeared to change the behavior of the 

cells, such that regardless of the seeding cell quantity, the cells could proliferate at a greater rate. 

This effect was more noticeable at higher seeding quantities, specifically when comparing runs 4 

and 7, which were both seeded with 10 million cells. Run 7 was done with the Daisy Chain 

(series) variation, with a total percent growth of 80%. In contrast, run 4 was done with the 

normoxic (parallel) variation and had a much lower percent growth of 30%, displayed in Figure 

2.7. This shift in behavior could be a shift in metabolism, favoring the glycolytic pathway rather 

than OXPHOS, thus creating more synthesis-focused cellular components, as described in Figure 

2.1. Regardless of bioreactor variation, the modified flow-perfusion system successfully 

accommodated the chosen EMT6 cell line, and potentially other cell lines, proving to be a 

promising in vitro cancer testing model. Additionally, by changing the variation of the bioreactor 

system, we successfully changed the behavior of the cells, likely due to simulated variable 

oxygen tensions in the hydrogels, to more closely mimic the physiology of solid tumors.  

 Once the bioreactor variations were confirmed as viable test beds for cancer cells, media 

headspace gas-phase acetaldehyde measurements could be taken. These measurements are shown 



 

44 

in Table 2.1. The measurements differed between the two bioreactor variations, with the highest 

normoxic (parallel) run concentration at 0.974 ppm and the highest Daisy Chain (series) run 

concentration at 1.547 ppm. The acetaldehyde concentration also depended on the seeding cell 

quantity in normoxic conditions. Generally, the acetaldehyde concentration in the headspace of 

used media peaks at around 6 million cells and decreases as the seeding cell quantity increases 

(Figure 2.8). This is most likely linked to the lower total percent growth as the seeding cell 

quantity increases. Figure 2.9 shows the increasing acetaldehyde production per cell as total 

percent growth increases. A possible explanation for this observation could be that cells with a 

synthesis-focused metabolism tend to produce more acetaldehyde due to the shift to a glycolytic 

phenotype required for synthesizing cellular components needed for cell division. This again 

signals back to the Warburg metabolism, signified by a build-up of pyruvate and synthesis 

components in the cytosol. Additionally, bioreactor runs with the Daisy Chain (series) variation 

exhibited higher acetaldehyde production per cell than normoxic (parallel) bioreactor runs. This 

is exaggerated with higher seeding quantities. Again, runs 4 and 7, which were both seeded at 10 

million cells, are excellent examples of this behavior. Similar to total growth percentage, runs 4 

and 7 exhibit different headspace gas-phase acetaldehyde total concentrations (Figure 2.8), 0.205 

ppm and 1.547 ppm, respectively, and per-cell acetaldehyde production (Figure 2.10), 0.0158 

ppt/cell and 0.0859 ppt/cell respectively. This trend agrees with the previously proposed 

explanation for the discrepancies in total percent growth, that the variable oxygen conditions 

could push the cells to exhibit a predominantly glycolytic phenotype, thus generating more 

pyruvate build-up, which then decomposes to acetaldehyde. Nonetheless, the newly proposed 

mid-IR laser spectrometer could accurately detect acetaldehyde concentrations as low as ~200 

ppb (Table 2.1). This technology also provides more capabilities when compared to currently 
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utilized gas-phase metabolite analytical tools, such as GC-MS. Mid-IR spectrometry offers the 

ability of real-time measurement in sub-ppm ranges, establishing the possibility for its use in 

many industrial applications. 

2.5 Conclusion 

This study aimed to modify the flow-perfusion bioreactor to create an in vitro solid tumor 

model for analyzing gas-phase metabolites. Adding a 3D collagen hydrogel scaffold and a 

custom-designed 3D-printed mesh hydrogel holder to the bioreactor enabled the use of the 

EMT6 cancer cell line as a potential solid breast tumor model. This modification has shown 

promise, as total percent growth was positive for each bioreactor run. Additionally, utilizing the 

bioreactor in the Daisy Chain (series) variation can influence the model's behavior by inducing 

variable media oxygen concentration and, thus, partial hypoxia. The change in cell behavior 

indicated a potential transition to a higher expression of a Warburg metabolic phenotype. Once 

this model was proven viable for cell growth, it could be used as a testing platform to validate 

the practicality of utilizing mid-IR laser spectrometry as a gas-phase metabolite analysis tool. 

While many volatile gas-phase metabolites exist, like ethanol and pyridine, acetaldehyde was 

chosen as a potential biomarker for cancer due to its exothermic production from pyruvate and 

the suspected elevation of pyruvate concentrations in cancer cells. The used mid-IR laser 

spectrometer measured acetaldehyde concentrations as low as ~200 ppb and, in theory, should be 

able to measure concentrations as low as 34 ppb. Comparing the acetaldehyde production per 

cell in normoxic (parallel) bioreactor runs with the total percent growth showed a positive trend, 

increasing with higher levels of total percent growth. Additionally, when the bioreactor was used 

in the Daisy Chain (series) variation, the acetaldehyde production per cell increased as the 

seeding cell quantity increased, which was reversed in the normoxic (parallel) bioreactor runs. 
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This could indicate higher pyruvate accumulation in more hypoxic conditions, which agrees with 

a shift towards a glycolytic phenotype. These findings lend promise to using mid-IR laser 

spectrometry as a potential gas-phase monitoring technique.  

Moving forward, this technology should be adapted to analyze real-time bioreactor 

metabolites, which could lend itself well to working with artificial intelligence for data 

interpretation and culture data prediction. Additionally, the effects of hypoxia on cell metabolism 

should be further explored to understand how this would impact the in vitro solid tumor model. 
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3. Effects of Hypoxia on EMT6 Cancer Cells in a 

Perfusion Bioreactor 3D Hydrogel Tumor Model 

Abstract 

Cancer research has been and will continue to be a mainstay globally, thus solidifying the 

need for better in vitro testing models. Current in vitro models commonly rely on 2D monolayer 

cell culture techniques, which are outdated and ill-representative of physiological tissues. 

Additionally, the studies employing 3D in vitro models lack the critical flow component in 

physiological tissues. While microfluidics is becoming more popular, this technique lacks the 

scale to recapitulate prominent solid tumor pathophysiological characteristics, like diffusion of 

nutrients, elevated interstitial fluid pressure, and use of cocultures. This study proposes using a 

modified flow-perfusion bioreactor combined with 3D collagen hydrogel scaffolds as a solid 

tumor model that includes more characteristics found in vivo. Furthermore, bioreactor tubing 

was connected such that variable levels of media oxygen saturation were generated. The step-

wise oxygen saturation drop was created by connecting each bioreactor chamber in a series 

without allowing for media reoxygenation in a configuration dubbed the “Daisy Chain.” This 

configuration created artificial hypoxia within each scaffold, a major variable in the diagnosis 

and treatment of solid tumors. The bioreactor was paired with previously used custom-designed 

optical oxygen sensors to confirm the expected step-wise drop in media oxygen saturation. In 

doing so, it was determined that the oxygen uptake rate per cell for cells in the normoxic region, 

even in decreased oxygen saturation conditions, was consistent throughout the run, indicating 

almost no change in metabolism. Cell proliferation and viability were assessed to determine the 

validity and effects of the estimated increased downstream hypoxia. These measurements 
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confirmed the expected increase in hypoxic core volume by showing decreased cell proliferation 

and viability in downstream chambers. Finally, a modified spheroid hypoxia model was applied 

using empirically measured data for our hydrogel and the EMT6 cell line to estimate the depth 

into each scaffold until oxygen concentrations are lowered to hypoxic levels. The model 

confirmed our findings and predicted a larger hypoxic region in downstream scaffolds.  

3.1 Introduction 

3.1.1 Pathophysiology and Microenvironment of Solid Tumors 

Solid tumors function similarly to natural tissues, requiring adequate blood flow to 

supply nutrients and remove waste. The problem arises when these tumors quickly outgrow host 

blood vessels. As this occurs, the cancer cells stimulate new vessel growth, a process known as 

angiogenesis.  The newly formed tumor vasculature is primitive and disorganized compared to 

the host vasculature [1]. These tumor vessels are “leaky” and cannot correctly deliver nutrients 

and oxygen to the tumor. As such, cancer cells within the tumor are nutrient-deprived and 

oxygen-starved. Environmental conditions within tumors are harsh, yet most of the deprived 

cells are still viable. As a result of these conditions, cancer cells are often resistant to many 

different forms of treatment due to abnormalities in genetic expression and reprogramming of the 

immune system [2]. 



 

51 

 

Figure 3.1: Solid Tumor Diagram Exhibiting Multiple Cell Types 

Illustration of solid tumor and its microenvironment showing the multiple different cell 

phenotypes present. The figure was used with permission from the following publication [3]. 

Some notable characteristics in solid tumor pathophysiology include high interstitial fluid 

pressure, glycolytic metabolism, acidic pH, and hypoxia [1, 4]. The interstitial fluid pressure 

(IFP) of tumors is generally heterogeneous and elevated due to immature vasculature and 

lymphatic abnormalities. Elevated IFP has been investigated as a potential biomarker for cancer 

and has been correlated with lower survival rates [4-6]. This also poses a potential problem for 

drug delivery to tumors since elevated IFP can limit the ability of drugs to disperse in tumors by 

convection [7]. In addition, the tumor microenvironment exhibits an acidic pH due the excessive 

lactic acid production. This is due to the overexpressed glycolytic metabolism in cancer cells, as 

previously described in section 2.1.1. The hypoxic nature of the tumor further exaggerates a 
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glycolytic metabolism. While all these factors together make up the tumor pathophysiology, the 

hypoxic nature of solid tumors has been the most investigated and will be explored further in 

depth in section 3.1.2.  

One central element that shapes the tumor microenvironment is the interaction between 

the cancer cells and the immune system, specifically the immune cells. Of these immune cells, 

the most prevalent include macrophages, natural killer (NK) cells, and lymphocytes [3]. It has 

been difficult to fully understand the interactions between tumors and the immune system, 

primarily due to the conflicting reports of immune cells' roles in this interaction [8-10]. However, 

it is understood that these cells can be necessary for the survival of tumors and serve as 

biomarkers. Macrophages are commonly found in the tumor microenvironment and have been 

shown to promote cancer progression and metastasis by creating a stroma conducive to 

neoplastic invasion [11]. For example, macrophages with the M2 phenotype can be activated by 

IL-4 produced by cancer cells, and in return, the macrophages supply the tumor with epidermal 

growth factor (EGF), promoting cancer migration [12, 13]. Additionally, these macrophages can 

provide matrix-degrading enzymes such as metalloproteinases and cysteine cathepsin proteases, 

which allow cancer cells to migrate throughout the extracellular matrix (ECM) more efficiently 

[11]. Macrophages are not the only immune cell responsible for cancer progression. T 

lymphocytes, specifically regulatory CD4+ T-cells, can promote immune evasion by silencing 

activated CD8+ T-cells. This is done through multiple mechanisms, but the most prevalent are 

immune checkpoint molecules, such as programmed cell death 1 (PD-1) and cytotoxic T-

lymphocyte-associated protein 4 (CTLA-4) [14]. Activated CD8+ T-cells can also become 

exhausted due to prolonged antigen exposure and overexpression of these immune checkpoint 

inhibitors [8].  
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While not a type of immune cell, cancer-associated fibroblasts (CAFs) have been 

associated with the stage and progression of tumors. In healthy tissues, fibroblasts are key in 

ECM remodeling and synthesis during wound healing and become activated by tissue damage 

[15]. The origin of CAFs can vary, but regardless of origin, these cells can contribute to the 

growth and survival of tumors through several different mechanisms. The prime example is the 

hijacking of these CAFs by adjacent cancer cells to create tumor ECM components [15]. CAFs 

can also provide immune suppression to cancer cells through the excretion of transforming 

growth factor (TGF)-β, IL-4, and vascular endothelial growth factor (VEGF) [15, 16]. 

Understanding the pathophysiology and microenvironment of solid tumors is key to creating 

accurate in vitro models. While the proposed model does not consider the effects of immune or 

stromal cells, it does include 3D ECM components, which is a step towards improving upon the 

commonly used 2D monolayer in vitro models. The 3D nature of the model imposes more 

accurate physiological restrictions upon the cells (diffusion, migration, etc.). Combined with the 

flow-perfusion bioreactor, this model can more accurately represent in vivo nutrient delivery. 

3.1.2 Significance of Hypoxia in Cancer 

Hypoxia is the most investigated of all regularly cited solid tumor pathophysiological 

characteristics due to its commonality in solid tumors. Hypoxia is defined as oxygen tensions 

less than 10 mmHg and is generally caused by insufficient oxygen supply from immature, poorly 

formed vasculature. Many hypoxia studies revolve around understanding the hypoxia-inducible 

factors (HIFs). HIFs are heterodimers, consisting of an oxygen-sensitive α-subunit and a 

constitutively expressed β-subunit. In normoxic conditions, the α-subunit is marked for 

degradation by HIF prolyl hydroxylase domain family proteins (PHDs), which utilize O2 as a 

substrate. Intracellular O2 levels largely regulate the PHDs, and when this level drops PHDs no 
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longer mark HIF-α for degradation [17, 18]. The stable α-subunit can then enter the nucleus and 

dimerize with the HIF-β subunit, which binds to the hypoxia response elements (HREs) on target 

genes, increasing RNA expression [18, 19]. HIFs also play a role in the immunosuppressive 

properties of the tumor microenvironment. The hypoxic tumor environment can recruit myeloid-

derived suppressor cells (MDSCs) as well as upregulate the expression of immune checkpoint 

ligands like programmed death ligand-1 (PD-L1) in these cells [20, 21]. Additionally, the 

lowered oxygen concentrations can reduce the effectiveness of invading immune cells like CD4+ 

T cells, CD8+ T cells, and NK cells [21]. Cancer cell metabolism is also affected by HIFs. 

Through the upregulation of pyruvate dehydrogenase kinase 1 (PDK-1) and lactate 

dehydrogenase A (LDH-A), pyruvate is blocked from entering mitochondria and instead 

converted to lactic acid [18].  Hypoxia has also been related to cancer drug resistance. For 

example, HIFs have also been linked to the overexpression of multidrug transport P-gp, encoded 

by the MDR1 gene, resulting in more drug-efflux proteins. 

Due to the importance of hypoxia in studying cancer, it is apparent that a valid in vitro 

model must incorporate this effect to represent in vivo responses accurately. This study modified 

the flow-perfusion bioreactor to recapitulate in vivo tumors by decreasing oxygen tensions in the 

3D hydrogel scaffolds. Further analysis was performed using optical oxygen sensors. 

Additionally, empirically measured data was used to modify a spheroid oxygen tension model, 

which was then used to estimate the size of the hypoxic core in each 3D hydrogel scaffold. 
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3.2 Materials & Methods 

3.2.1 Cell Culture 

The cell culture procedure was followed the same as previously described in section 

2.2.1. 

3.2.2 Bioreactor Setup and Hydrogel Formation 

The bioreactor setup procedure was followed as previously described for the Daisy Chain 

variation in section 2.2.3. This procedure was modified to include the optical oxygen sensors 

after chambers 3 and 6. Each scaffold in the bioreactor was seeded with 770,000 cells for a total 

seeding quantity of 4.6 million cells.  

3.2.3 Oxygen Data Collection 

The oxygen sensors utilized the RedEye oxygen sensing patches (Ocean Optics). These 

patches were contained within an oxygen sensing module (OxyMod), developed initially by 

Simmons [22]. The main body of the utilized oxygen sensors consisted of square glass tubing to 

which the RedEye patch was attached. The glass tubing then had a custom-designed 3D-printed 

housing fitted around the tubing to block excess light and act as a guide for the probe. Finally, 

barbed tubing fittings were epoxied to the ends to seal the sensors. The optical oxygen-sensing 

patches contained two fluorescent molecules, ruthenium and Pt-porphyrin complexes [23]. The 

fluorescent emission of this material is directly related to the media oxygen saturation by the 

Stern-Volmer equation [23]. These sensors were paired with the NeoFox Viewing System (Ocean 

Optics) to determine relative oxygen saturations within the media. The NeoFox Viewing System 

used a fiber optic probe that pulsed blue light at 450 nm to excite the fluorescent material. The 

same probe then captured the fluoresced light. This data was passed to the NeoFox Viewer 
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software and related to the media oxygen saturation level. The oxygen saturation levels ranged 

from 0 to 100%, where 100% was the maximum oxygen saturation for media in the given 

environmental conditions (37°C, 5% CO2). The partial pressure of O2 for the 100% relative 

saturation value was calculated using the environmental conditions of 1 atm, 95% relative 

humidity, 5% CO2, and 21% O2. This partial pressure was then used to calculate the dissolved O2 

concentration in the liquid by Henry’s Law. The Henry’s Law constant (K) was calculated using 

the Van’t Hoff equation to adjust for the higher incubator temperature. The utilized K at 37°C of 

1.04 mmol/L/atm was calculated from the value provided by Sander et al. of 1.3 mmol/L/atm at 

25°C [24]. The concentration of dissolved O2 was assumed to be 0 at 0% saturation. Using these 

concentration values, a linear equation relating the relative percent saturation levels to dissolved 

O2 concentrations can be created (Figure A2.3). 

The media entering chamber 1 was previously shown to be 100% saturated, so only 

exiting media saturation was measured and related to the concentration. OxyMod sensors were 

placed at the exits of chambers 3 and 6 rather than after each chamber. This was done because 

the oxygen sensors occasionally trapped air bubbles that had the capacity to add oxygen to the 

media downstream. However, by spacing the sensors out more, the bubbles can exit the system, 

and their effect on the measured oxygen concentration changes can be minimized. Each sensor 

had a measured calibration curve that was applied to record oxygen saturation levels. The real-

time data was recorded every 10 seconds for 60 seconds to measure the relative oxygen 

saturation percent values, resulting in 6 saturation readings. These readings were averaged to 

reduce noise in the readings and converted to concentrations using the calculated linear equation 

for further calculations. The oxygen uptake rate (OUR) was calculated as described by Felder et 

al. in Equation 3.1 [25].  
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The OUR per scaffold is defined as 

𝑂𝑈𝑅𝑠𝑐𝑎𝑓𝑓𝑜𝑙𝑑 = (𝐶𝑂2,𝑖𝑛 − 𝐶𝑂2,𝑜𝑢𝑡) ∗ 𝑣    𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟏 

where Co2,in is the concentration of oxygen entering the chamber, Co2,out is the concentration of 

oxygen leaving the chamber, which are both in µmol/L, and v is the volumetric flow rate in L/hr. 

The OUR per cell was determined by Equation 3.2. 

𝑂𝑈𝑅𝑐𝑒𝑙𝑙 =
𝑂𝑈𝑅𝑠𝑐𝑎𝑓𝑓𝑜𝑙𝑑

𝑁𝑐𝑒𝑙𝑙
    𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟐 

In Equation 3.2, Ncell is the total number of cells in the scaffold. 

3.2.4 Oxygen Sensor Calibration 

Before each bioreactor run, the oxygen sensors were calibrated to 100% saturation and 

0% saturation conditions. In the case of 100% saturation, the bioreactor was assembled with 

oxygen-permeable tubing, filled with DI water, and placed in the incubator for 12 hours. After 12 

hours, the tau values for each sensor were recorded in the same way described in section 3.2.3 

for measuring saturation levels. Alternatively, in the 0% saturation condition, the bioreactor was 

assembled using only one media vessel and oxygen-impermeable tubing. It was filled with DI 

water, and then a diffusing stone was connected to a nitrogen air tank and placed into the media 

vessel. This forced dissolved oxygen out of the system, creating a 0% saturation condition. After 

4 hours, each sensor's tau values, or the fluorescent time constant measured from the RedEye 

patch, were recorded as described in section 3.2.3 for measuring saturation levels. The measured 

tau values were then applied to the two-point calibration curve in the NeoFox Viewer software 

for each sensor before oxygen saturation measurements. 
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3.2.5 Hydrogel Dimension Measurement 

To measure the dimensions of each hydrogel scaffold, an image was taken with each 

hydrogel and a ruler for a known scale. This image was input into ImageJ, and each hydrogel's 

length, width, and height were calculated. Additionally, the percent change in volume was 

calculated based on the original 0.5 mL hydrogel solution volume. The volume of each scaffold 

was calculated using the formula for the volume of an elliptical cylinder (Equation 3.3). Photos 

of the hydrogel scaffold after the 4-day bioreactor run can be seen in Figure A2.1 and Figure 

A2.2 in the Appendix. 

 

𝑉 = 𝜋𝑎𝑏h    𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟑 

Where: 

𝑉 = 𝑉𝑜𝑙𝑢𝑚𝑒 

𝑎, 𝑏 = 𝑟𝑎𝑑𝑖𝑖 

ℎ = ℎ𝑒𝑖𝑔ℎ𝑡 

3.2.6 Cellularity Quantification 

The cellularity quantification procedure was followed as previously described in section 

2.2.5 with slight modification. In this case, live/dead viability was also quantified during 

counting with the hemocytometer. The total number of cells used in the oxygen uptake rate 

calculations included only live cells. This was done to accurately represent the per-cell oxygen 

uptake rate because the dead cells were not taking up oxygen.  
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3.2.7 Hydrogel Hypoxia Model 

To better understand the hypoxia experienced individually within each hydrogel scaffold, a 

modified mathematical spheroid model was applied to calculate the size of the hypoxic core in 

each scaffold. The model was borrowed from Grimes et al. and was modified with empirically 

measured values for the diffusion of O2 through collagen hydrogels from Colom et al. and the 

calculated oxygen uptake rates [26, 27]. The model considers a spheroid, such that cells comprise 

an entire sphere. The model, as described by Grimes et al., was derived initially from the 

diffusion equation and a consumption factor, written below as Equation 3.4. 

𝜕𝐶

𝜕𝑡
= 𝐷∇2𝐶 − 𝑎(𝑟)    𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟒 

In the equation, D is the diffusion constant of the tissue, which in this case was 2.0 x 10-9 m2/s, C 

is the volume of oxygen per unit mass, and a(r) is the oxygen consumption rate at point r [27]. 

For this model, the oxygen supply was assumed to be at a steady state, and a(r) was assumed 

constant throughout the spheroid, which did not affect estimations [26]. Rewriting this equation 

in terms of the spherical Laplacian yields Equation 3.5. 

𝑎(𝑟) =
𝐷

𝑟2
𝜕

𝜕𝑟
(𝑟2

𝜕𝐶

𝜕𝑟
)     𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟓 

This equation is solved by assuming the following boundary conditions: 

𝐶𝑜 = 𝐵𝑢𝑙𝑘 𝑚𝑒𝑑𝑖𝑎 𝑜𝑥𝑦𝑔𝑒𝑛 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 

𝑎𝑡 𝑟𝑛, 𝐶 = 0 𝑎𝑛𝑑 
𝜕𝐶

𝜕𝑟
= 0 

 and the solved equation is written as 
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𝐶(𝑟) =  𝐶𝑜 +
𝑎

6𝐷
(𝑟2 − 𝑟𝑜

2 + 2𝑟𝑛
3 (
1

𝑟
−
1

𝑟𝑜
))     𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟔 

where C is the volume of oxygen gas per unit of tumor mass. Finally, solving for rn, or the anoxic 

limit within the spheroid (Figure 3.2), yields a fully analytical solution. Thus, setting C(rn) = 0 

allows for the equation to be written as 

2𝑟𝑐
3 − 3𝑟𝑜𝑟𝑐

2 +
6𝐷𝐶𝑜𝑟𝑜

𝑎
= 0    𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟕 

The radius of an entirely viable spheroid is defined as rl, whose equation is written below. 

𝑟𝑙 = √
6𝐷𝑝𝑜

𝑎𝜌𝑇𝜌𝑂2𝐾
    𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟖 

In this equation, po is the dissolved oxygen partial pressure at the surface of the spheroid, 

assumed to be the same as the bulk dissolved oxygen partial pressure, ρT is the density of the 

spheroid, assumed to be the same as water, and ρO2 is the density of oxygen gas at 1.331 kg m-3. 

K is the Henry’s Law constant previously calculated for oxygen concentration measurements of 

1.04 mmol/L/atm. Equation 3.7 can be solved using trigonometric identities yielding the 

equation χ in terms of ro. 

 𝜒 =
𝑎𝑟𝑐𝑐𝑜𝑠(1 − 2𝑟𝑙

2/𝑟𝑜
2) − 2𝜋

3
    𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟗 

Therefore, the radial thickness of the anoxic and normoxic/hypoxic regions are given as 

𝑟𝑐 = 𝑟𝑜 (
1

2
+ cos (𝜒))     𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟏𝟎 

and 
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𝑟𝑛 = 𝑟𝑜 (
1

2
− cos (𝜒)) .    𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑. 𝟏𝟏 

While the model is not a perfect fit for the geometry of the 3D hydrogel scaffolds used 

here, it can provide an estimate of the size of the anoxic region in each scaffold. Because oxygen 

concentrations were only measured after chambers 3 and 6, measurements were averaged for 

chambers 1-3 and 4-6 and assumed to be constant. For example, the oxygen consumption per cell 

was assumed to be the same for chambers 1-3 and 4-6, respectively. The bulk media oxygen 

concentration was calculated by assuming equal consumption per chamber and dividing total 

consumption by 3, and subtracting this consumption from the previous sensor’s bulk oxygen 

concentration, measured or calculated, for the groups of chambers 1-3 and 4-6, respectively. 

Measured oxygen values were from day 4 because cellularity and viability were quantified 

simultaneously, giving the most accurate representation of these values. The average height of 

the hydrogel scaffolds (Table 3.1) was the model spheroid's diameter since this dimension was 

the smallest in all cases and would be the least restrictive regarding diffusional limitations.  
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Figure 3.2: Hypoxia Spheroid Diagram 

The diagram illustrates the different radii of the spheroid and what they represent. In this case, r0 

represents the total radius of the spheroid, rn is the radius of the anoxic core, and rc is the shell 

thickness of the hypoxic/normoxic region. The figure was used with permission from the 

following publication [26]. 

The calculated rn from the model was used to determine the total volume of the anoxic 

region, and this value was used to determine the total percentage of the scaffold that was anoxic. 

If the cells in the scaffold were assumed to be homogenously distributed, this would give the 
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percentage of cells expected to be in anoxia and, therefore, dead. The volumes were calculated as 

spherical. 

3.3 Results 

3.3.1 Measured Oxygen Saturations 

Figure 3.3 presents the measured oxygen saturation levels after chambers 3 and 6 

throughout the 4 days. The oxygen saturation entering chamber 1 was assumed to be 100% based 

on previous measurements [25]. The oxygen saturation drop through chambers 1-3 is ~30% for 

all four days, and the drop through chambers 4-6 varies more but is ~20%. The oxygen 

consumption, therefore, did not change significantly during the 4 days. When looking at the 

oxygen consumption rate per cell (Figure 3.4), chambers 1-3 do not change significantly 

throughout the run, but chambers 4-6 appear to increase their oxygen consumption levels per 

cell.  
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Figure 3.3: Oxygen Saturation throughout Daisy Chain Bioreactor Run 

Percent oxygen saturation was measured in bulk media after chambers 3 and 6 for 4 days and 

plotted per day. This was done on a Daisy Chain (series) setup or runs where bulk media 

dissolved oxygen concentration surrounding hydrogel scaffolds varies as the media flows 

downstream in the series of chambers. 
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Figure 3.4: Cellular Oxygen Uptake Rate on Day 1 and Day 4 

Each bar represents the average cellular oxygen uptake rate for cells before Chamber 3 (black), 

and for cells in chambers 4-6 (grey), values are reported in pmol/cell/hr. Oxygen uptake rates 

were calculated as specified by Felder et al. [25]. 

3.3.2 Cell Growth 

The final cell amounts, percent growth, and viability were quantified for each hydrogel to 

determine the effects of variable oxygen concentrations on the proliferation rates of the cells. 

Figure 3.5 presents each final cell quantity versus the chamber number, which increases as 

oxygen saturation decreases. A clear downward trend can be seen in total cell numbers as the 

oxygen saturation level decreases. The dashed line represents the seeding cell quantity of each 

chamber. Figure 3.6 illustrates the percent growth of each scaffold plotted versus chamber 
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number, which also shows a downward trend, matching the final cell quantities. The percent 

viability of each scaffold was measured to validate the percent growth and final cell quantities. 

Again, a similar trend is seen where the percent viability decreases as the chamber number 

moves downstream (Figure 3.7). 

 

Figure 3.5: Final Cell Quantity vs. Chamber Number 

The final cell quantity after the 4-day run is plotted against its chamber number. The chamber 

numbers increase as oxygen saturation decreases and as media moves downstream in the 

bioreactor. The light grey dashed line indicates the seeding cell quantity with which each 

chamber began the run.  
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Figure 3.6: Percent Growth of Cell Scaffold in each Chamber  

Cell quantity was quantified per chamber of a Daisy Chain (series) bioreactor run or runs where 

bulk media dissolved oxygen concentration surrounding hydrogel scaffolds varies as the media 

flows downstream in the series of chambers. A trend of lower cell growth with decreasing oxygen 

concentration was seen. 
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Figure 3.7: Percent Cell Viability vs. Chamber Number 

Cell viability was calculated as (
𝒍𝒊𝒗𝒆 𝒄𝒆𝒍𝒍𝒔

𝒍𝒊𝒗𝒆 𝒄𝒆𝒍𝒍𝒔 + 𝒅𝒆𝒂𝒅 𝒄𝒆𝒍𝒍𝒔
)𝒙𝟏𝟎𝟎. This was plotted against chamber 

number, which increases as oxygen saturation decreases and as media moves downstream in the 

bioreactor. 

3.3.3 Hydrogel Dimensions and Hypoxia Model 

Notably, each hydrogel's volume changed significantly compared to the original volume. 

This change is likely due to flow and cellular remodeling/contraction and was quantified using a 

scale bar and the ImageJ software. The measured values are reported in Table 3.1, along with the 

percent change in volume based on the original 0.5 mL seeding volume. The highest percent 

change in volume was 83%, and the average percent change in volume was 71%. Generally, after 

the 4-day run, the hydrogel’s geometrical shape most resembled an elliptical cylinder, which is 
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logical considering the bioreactor chambers are cylindrical. The elliptical nature is most likely 

due to the flow of media deforming the hydrogels into irregular shapes. 

Table 3.1: Hydrogel Dimensions, Volume, and Percent Change in Volume on Day 4 

Hydrogel Dimensions were measured by taking an image of each hydrogel with a ruler. The 

image was then imported into ImageJ, and dimensions were quantified. Volume was calculated 

using the formula for an elliptical cylinder. The percent change in volume is based on the 

original 0.5 mL volume of hydrogel solution.  

 

The hypoxic core was estimated using the modified spheroid model, and Figure 3.8 plots the 

calculated depth into the hydrogel to reach the hypoxic core, rc, according to Figure 3.2. The 

estimated radius of normoxic conditions decreases as chamber number increases and oxygen 

saturation levels decrease. These results mirror the measured cell growth trends and help explain 

why the percent viability trends downward with increasing chamber numbers. Table 3.2 lists the 

predicted percentage of the anoxic spheroid volume based on the calculated rn values for each 

chamber.  

Chamber 

Radius a 

(mm) 

Radius b 

(mm) 

Height 

(mm) 

Final Volume 

(mm3) 

Percent 

Change of 

Volume 

1 5.263 3.904 2.936 189.5 62% 

2 5.354 3.806 2.17 138.9 72% 

3 5.827 3.433 1.85 116.3 77% 

4 4.814 4.746 2.082 149.4 70% 

5 7.355 3.697 2.113 180.5 64% 

6 4.451 4.265 1.46 87.07 83% 

Average 5.511 3.975 2.102 143.6 71% 
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Figure 3.8: Depth into Hydrogel to Anoxic Core 

Using the hypoxia model, the depth to reach the hypoxic core of each scaffold was calculated 

and plotted per chamber. The chamber number increases as oxygen saturation decreases and as 

media moves downstream in the bioreactor.  
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Table 3.2: Model Predicted Percentage of Anoxic Volume and Percent Viability per Chamber 

The percentage of the total volume calculated to be anoxic was done based on the model’s 

predicted rn value and the spherical volume formula. The total volume was calculated using the 

average of hydrogel heights (Table 3.1) as the diameter of a sphere, which was 4.849 mm3. 

 

3.4 Discussion 

Each day during the 4-day bioreactor run, the bulk media oxygen saturation levels after 

chambers 3 and 6 were measured and plotted versus time in Figure 3.3, which shows a relatively 

consistent oxygen level drop during the experiment. One thing to note, the drop in oxygen 

saturation level is much lower for chambers 4-6 compared to chambers 1-3. The difference in 

oxygen level drop is most likely due to the increased size in the hypoxic region of each scaffold, 

which means that diffusion of oxygen into the scaffolds became increasingly more limited. Thus, 

the innermost cells couldn’t consume oxygen, translating to a lower oxygen delta for chambers 

4-6 because a smaller proportion of the total cells in the scaffold could consume oxygen. This 

sentiment is further explained by Figure 3.4, which plots the average per-cell oxygen uptake 

rates for chambers 1-3 and 4-6, respectively. When looking at Day 1 for both groups, chambers 

1-3 show a higher per-cell oxygen uptake rate. On Day 4, the oxygen uptake rate is still higher 

Chamber 
Anoxic Region 

Volume (mm3) 

Percent 

Volume Anoxic 

Estimated 

Percent 

Viability 

Measured 

Percent 

Viability 

1 3.017 62.2% 37.8% 68.0% 

2 3.109 64.1% 35.9% 70.3% 

3 3.209 66.2% 33.8% 65.0% 

4 3.225 66.5% 33.5% 47.3% 

5 3.284 67.7% 32.3% 57.0% 

6 3.345 69.0% 31.0% 34.2% 
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for chambers 1-3, but the gap is narrowed. A key difference between the two calculations is that 

on Day 4, the percentage of live versus dead cells was quantified and considered for both groups. 

As such, it can be assumed that the hypoxic/necrotic core of the scaffold was not as considered in 

this calculation, and mostly the outermost normoxic region was represented. In this region, the 

per-cell oxygen uptake rate was similar in both groups, indicating that the oxygenated cells did 

not alter their metabolism much due to the lower bulk oxygen saturation. Due to the unknown 

levels of cell death for each scaffold on days 1-3, the per-cell oxygen uptake rate is most likely 

an underestimate.  

The effects on the cell proliferation of the decreased oxygen saturation levels in 

downstream media were also assessed. Figure 3.5 plots the final cell quantity for each scaffold 

against its corresponding chamber number, which increases as media moves further downstream 

in the bioreactor. This plot shows a negative trend in cell growth with decreased oxygen levels, 

which agrees with the idea of a larger hypoxic/necrotic core in these scaffolds. Furthermore, the 

growth percentage was also calculated and plotted per chamber in Figure 3.6, which again shows 

a trend of decreased cell proliferation in chambers downstream. The lowest reported growth 

percentage was seen in chamber 6, as expected, the chamber with the lowest level of bulk media 

oxygen, with a value of 18%. Interestingly, this value was also seen in chamber 4, a face that can 

be attributed to a difference in scaffold shapes, thus, oxygen concentration gradients. The percent 

viability, or the ratio of live cells to dead cells, was calculated for each chamber as an indication 

of a hypoxic core and to compare this characteristic between scaffolds. Figure 3.7 shows these 

values plotted against the chamber number. The percent viability of each scaffold decreases as 

the oxygen saturation level decreases and ranges from 70.3% to 34% in chambers 2 and 6, 

respectively. The change in percent viability between consecutive chambers does not appear 
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large enough to outweigh the expected noise due to the hydrogel shape and volume 

characteristics provided in Table 3.1. However, the change from chamber 1 to chamber 6 is large, 

indicating an apparent change in the hypoxic region of the scaffold.  

Understanding the shape effects and size of the anoxic core of each scaffold is also 

required to ensure the repeatability and accuracy of the in vitro model. The dimensions with 

averages of each scaffold are listed in Table 3.1. The scaffolds most closely geometrically 

resembled an elliptical cylinder. Thus, the volume was calculated as an elliptical cylinder. The 

volumes of the hydrogels changed drastically throughout the run, showing, on average, 71% but 

up to 83% shrinkage. Scaffold shrinkage is expected in the case of hydrogels due to cell-ECM 

forces [28]. In this case, while not confirmed, fluid flow could have played a role in the hydrogel 

deformation [29]. Additionally, scaffold size and shape variations can also occur during the 

gelation and swelling, even with a mold [30]. Another important factor in nutrient diffusion is the 

total volume of the scaffold, which was found to have a large standard deviation with an average 

of 143.618 ± 38.649 mm3. This variance between scaffolds can potentially explain measured cell 

growth and viability variations. For example, in Figure 3.6, chamber 3 shows higher percent 

growth than chamber 2, which goes against the overall negative trend. However, when cross-

referenced with Table 3.1, the scaffold in chamber 3 has a smaller volume than the previous two 

chambers, possibly accounting for some of the measured noise. Estimating the size of this anoxic 

region is also crucial for estimating the number of cells in this region. As a method of predicting 

the size of the hypoxic core, a spheroid model was adapted by applying empirically measured 

data for the oxygen uptake rates of the EMT6 cell line and diffusion of oxygen in high-

concentration (4 mg/mL) collagen hydrogels. While the scaffolds do not necessarily match the 

intended geometry of the model, the modified model does show how quickly the oxygen 
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saturation level drops to anoxic levels. The precited depth into the scaffold required to reach the 

hypoxic region is plotted in Figure 3.8, which mirrors the measured oxygen and cell data. The 

model predicts higher anoxia in downstream scaffolds, confirmed by cell viability and percent 

growth. When comparing Table 3.2 with the measured percent cell viability the model predicts a 

higher level of anoxia, thus cell death, than empirically measured in all scaffolds except chamber 

6. Again, this most likely comes down to the shape and size effects that the model cannot 

consider. 

3.5 Conclusion 

One of the major goals of this study was to incorporate varied oxygen saturation 

conditions in the modified bioreactor. Additionally, we aimed to determine the effects of the 

varied oxygen saturation levels on the EMT6 cell line to create a better in vitro solid tumor 

model. Bulk media oxygen saturation levels were measured utilizing previously optimized 

optical oxygen sensors and a modified version of the previously used flow-perfusion bioreactor 

[25]. The bioreactor was modified to accommodate 3D collagen hydrogel scaffolds as a potential 

3D solid tumor model. While more representative of the pathophysiology involved in solid 

tumors, hypoxia, a significant component of this pathophysiology, has not been incorporated in 

previous studies. Due to the significance of hypoxic effects in solid tumors, valid in vitro tumor 

models should incorporate this characteristic. Varying oxygen saturation levels were created 

inside the bioreactor by connecting the tubing so that the media flowed through each scaffold 

without reoxygenation in series, such that the oxygen saturation was lowered step-wise. Optical 

oxygen sensors strategically placed after chambers 3 and 6 confirmed the drop in oxygen 

saturation levels. Furthermore, the result of increasingly lower oxygen saturation levels was 

determined by analyzing each scaffold's cell number, percent growth, and viability. The results 
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showed lower growth percentages and lower viability in downstream scaffolds, confirming the 

predicted increased size in hypoxic regions in these scaffolds. Lastly, we applied a modified 

spheroid model to the empirically measured data to better understand how large the anoxic 

region in each scaffold would be. The model predicted larger anoxic regions in scaffolds 

downstream, but the effects of different scaffold shapes/volumes on oxygen diffusion could not 

be included, possibly accounting for some measured noise in cell growth and viability. While 

predicted anoxic regions were larger than the measured percent cell viability, the model still 

helps provide a useful understanding of how quickly oxygen concentrations can drop within the 

hydrogel scaffolds.  

In the future, this model can be combined with measured data to estimate the percent cell 

viability and amount of anoxia in each scaffold in real time. Additionally, histology and hypoxia 

staining should be performed to confirm the validity of the modified spheroid model. The 

scaffold mesh holder should be redesigned as a spherical shape to keep scaffold deformation in 

the shape of a spheroid. Along these lines, a sphere mold should be used when forming the 

scaffold. These changes would allow the scaffolds to fit the model better than the current 

geometry, assuming the observed deformation during the culture period would not result in 

departures from the model’s implied sphericity. Lastly, exploring different cell seeding quantities 

would be beneficial to determine what would most accurately represent a solid tumor.  
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Appendix 

A1. Supplemental Methodologies 

A1.1 Acetaldehyde Concentration Measurement 

Acetaldehyde concentrations in the headspace of culture media samples were measured 

by bubbling laboratory air at a rate of 100 ml/min through about 40 ml of culture media 

contained in a 50 ml Erlenmeyer flask and passing the output through the Herriott gas cell of the 

laser spectrometer.  The Erlenmeyer flask was placed in a temperature-controlled water bath 

during measurements, and an empty Erlenmeyer flask was used to trap any liquid carried by the 

flowing air.  A cold trap consisting of a coiled section of ¼” Teflon tubing about 1 meter in 

length immersed in ice water was placed between the liquid trap flask and the mass flow 

controller at the entry to the Herriott gas cell.  Data collection involved saving a background 

spectrum before the initiation of headspace sampling and then saving a sample spectrum at 3 

minutes and a second sample spectrum at 4 minutes following the initiation of headspace 

sampling.  This time span was sufficient to fill the 3.2-liter volume Herriott gas cell at a 20 torr 

pressure with a representative headspace vapor sample.  The liquid trapping flask and the Teflon 

tubing for the cold trap were rinsed with water and dried with compressed air between 

measurements of different cell culture media samples.  Acetaldehyde concentrations were 

determined by subtracting the background spectrum from the headspace sample spectrum and 

multiplying the peak-to-peak voltages for the two most substantial acetaldehyde peaks by the 

calibration factors obtained with the 20 ppm acetaldehyde reference gas sample shown in Figure 

2.2. 
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A2. Supplemental Material 

A2.1 Collagen Hydrogel Images 

 

Figure A2.1: Collagen Hydrogel Top View with Scale 

An image taken from the top view of the collagen hydrogels after the 4-day bioreactor run. This 

view is where the two radii, a and b, were measured. 
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Figure A2.2: Collagen Hydrogel Side View with Scale 

An image taken from the side view of the collagen hydrogels after the 4-day bioreactor run. This 

view is where the height of each scaffold was measured. 
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A2.2 Oxygen Saturation to Concentration Curve 

 

Figure A2.3: Oxygen Concentration vs. Relative Oxygen Saturation  

The plotted linear curve used to calculate the concentration of dissolved O2 from the measured 

relative oxygen saturation values of the OxyMod sensors. 

 


