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Abstract. We present a real-time data-processing and display unit
based on a custom-designed digital signal processor (DSP) module for
imaging tissue structure and Doppler blood flow. The DSP module is
incorporated into a conventional optical coherence tomography sys-
tem. We also demonstrate the flexibility of embedding advanced Dop-
pler processing algorithms in the DSP module. Two advanced velocity
estimation algorithms previously introduced by us are incorporated in
this DSP module. Experiments on Intralipid flow demonstrate that a
pulsatile flow of several hundred pulses per minute can be faithfully
captured in M-scan mode by this DSP system. In vivo imaging of a
rat’s abdominal blood flow is also presented. © 2004 Society of Photo-
Optical Instrumentation Engineers. [DOI: 10.1117/1.1695409]
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1 Introduction
Optical Doppler tomography~ODT!1–3 is a noninvasive, non-
contact imaging modality that combines coherent gating and a
Doppler principle to obtain high-resolution cross-sectional
images of tissue microstructure and blood flow simulta-
neously. As a functional extension of optical coherence to-
mography~OCT!,4 ODT performs depth-resolved tomogra-
phic flow measurements in a series of time frames. Since
ODT imaging is highly localized, the image acquisition speed
must exceed the time scale of the movement of nonstationary
objects in order to avoid motion artifacts. In addition, a real-
time ODT data-processing scheme that provides rapid and
continuous imaging and monitoring of blood flow synchro-
nized with structural imaging is needed for timely diagnosis.
The development of a rapid-scanning optical delay line is the
first technical challenge for real-time ODT, and it is practi-
cally solved.5–7

The second issue is the development of a real-time data-
processing and display unit. In general, two steps of data pro-
cessing are involved in simultaneous detection of structure
and flow velocity using ODT. First, a structural cross-
sectional~B-scan! image is obtained by segmenting the raw
interference data to obtain consequent A-line profiles, and
then mapping the logarithm of the amplitude of A-line profiles
to gray scale. Second, a flow image is obtained using Doppler
analysis and displayed either aside or overlapped on top of the
structural image for simultaneous visualization of flow re-
gions and directions. Formation of the structural image is in
general straightforward and fast by using a Hilbert transform
and envelope detection. Flow imaging, however, requires in-
tensive computations.

Because of ODT’s promising potential in clinical applica-
tions, real-time ODT is under extensive investigation. West-
phal et al.8 and Rollins et al.9 employed autocorrelation

schemes in their hardware to measure the phase of the corre-
lation function, which corresponds to the local Doppler shift.
Zhao et al.10 and Ding et al.11 proposed an optical Hilbert
transformation method utilizing the polarization properties of
light to obtain the phase information for measuring flow ve-
locity. Yang et al.12 implemented an in-phase and quadrature
~I&Q ! demodulator in their hardware and a subsequent Kasai
autocorrelation velocity estimator in their software. All of
these techniques focused on the hardware implementation of a
particular Doppler algorithm in order to eliminate the need for
offline processing of the recorded interference signals. There-
fore, the Doppler algorithm implemented determines the per-
formance of the velocity estimator.

The Doppler analysis algorithms currently used in ODT
can be classified into three major categories: a short-time Fou-
rier transform~STFT! method,1–3 a filtering method,13 and a
Hilbert transform method.14 The STFT method extracts local
Doppler shifts by measuring the spectrum centroid displace-
ment of the interference signal from the carrier modulation.
The filtering method directly maps the frequency shift at each
pixel using a digital filtering technique performed by a bank
of narrow bandpass filters. The Hilbert transform method, also
called the correlation method, calculates the autocorrelation of
individual A-lines or the cross-correlation between sequential
A-lines, and estimates velocity changes from the phase of the
correlation function. The STFT method is efficient in compu-
tation for its simplicity, but it is generally noisy owing to
stochastic modifications of the Doppler spectrum by fluctuat-
ing scatterer distributions in the flow field.15 Compared with
STFT and Hilbert transform techniques, the filtering method
is more accurate and robust to noise; however, its digital fil-
tering process requires intensive computation.13 The Hilbert
transform method is known to have the highest velocity sen-
sitivity when the phase is calculated from the cross-
correlation between sequential A-lines.13,14 Nevertheless, it
tends to be noisy in lower flow speed and/or lower signal-to-
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noise ratio~SNR! regions because the correlation techniques
are more sensitive to local decorrelation of the flow field re-
sulting from low SNR or the high-velocity gradient that is
present in a low flow velocity region.13,16 The Hilbert trans-
form method is also computation intensive, owing to the cor-
relation process involved. An investigation of the offline com-
putation load of these three categories of algorithms revealed
that approximately 15, 60, and 106 s were required to process
the flow image with a typical dataset of 51232048 by the
three algorithm categories, respectively, on a Pentium III 800-
MHz personal computer~PC!.13

In the real-time ODT techniques mentioned earlier, the
Hilbert transform technique was employed. A Hilbert trans-
form accomplished in hardware has the advantage of simple
implementation; however, it lacks flexibility when a different
Doppler method is to be investigated. An ODT system based
on a digital signal processor~DSP! module, on the other hand,
has the advantage of embedding probably any desired high-
performance Doppler algorithm. In addition, it has the flex-
ibility to incorporate other functional imaging algorithms such
as those needed for spectroscopic OCT.17 In this paper, we
present a real-time ODT system using a low-cost DSP module
embedded with two advanced Doppler algorithms. In this ap-
proach, a custom-designed DSP is incorporated into a conven-
tional ODT system with a grating-based rapid-scanning delay
line. Configured with a signal-processing evaluation module
and an analog-to-digital~A/D! daughterboard, this DSP per-
forms data acquisition, structural imaging, and flow process-
ing sequentially. A real-time data-processing capability is ex-
pected based on an evaluation of DSP performance.
Experiments on Intralipid flow demonstrate that in M-scan
mode this DSP system is able to faithfully capture pulsatile
flow at a rate of several hundred pulses per minute.In vivo
imaging of a rat’s abdominal blood flow is also demonstrated.
Two advanced velocity estimation algorithms, namely,
weighted-centroid and sliding-window filtering, are embedded
in this DSP, and the superior performance of the sliding-
window filtering algorithm over the weighted-centroid tech-
nique as reported in our previous study is verified in real-time
ODT imaging circumstances.

2 Flow Velocity Estimation Algorithms
Embedded in the DSP
In our previous work,13 we discussed five velocity estimation
algorithms, among which we introduced two new techniques:
weighted-centroid and sliding-window filtering. In that work,
we assessed the velocity estimation accuracies of these algo-
rithms by simulations. The algorithms were evaluated for dif-
ferent noise levels at the same velocity resolution. At a higher
SNR, e.g., greater than 15 dB, the estimation errors of sliding-
window filtering and weighted-centroid algorithms were 2
and 3%, respectively, while the previously existing centroid
and correlation techniques gave errors of more than 4%. At a
lower SNR of 6 dB, the estimation errors of sliding-window
filtering and weighted-centroid algorithms were 11 and 15%,
respectively, while the other centroid and correlation tech-
niques had errors greater than 19%. The overall results for
SNR from 5 to 20 dB demonstrated that the weighted centroid
technique slightly outperformed previously available algo-
rithms, and the sliding-window filtering technique was supe-

rior to all other techniques in accuracy of velocity estimation,
most significantly at low signal-to-noise ratios. In terms of
operational count, however, the computation time of the
sliding-window filtering algorithm was six times longer than
that of the weighted-centroid algorithm. To take advantage of
the robust sliding-window filtering technique on flow estima-
tion and also to satisfy the real-time data processing demand,
we have designed a low-cost DSP-based signal-processing
module. This DSP module improves the calculation speed
dramatically so that real-time data processing is readily
achieved. In Secs. 2.1 and 2.2 we give a brief review of these
two algorithms embedded in the DSP.

Since ODT requires a broader bandwidth to detect fre-
quency shifts that are due to moving scatterers, averaging of
repeated data acquisition to improve SNR is necessary. By
taking into account the averaging, we express the detected
2-D interference signal after Hilbert transform as13

z̃k,i~ t !5uz̃k,i~ t !uej vt ~1!

wheret is the time argument along the depth scanning direc-
tion, k represents the lateral dimension of thek’th A-line, i is
the index of the repeated A-line measurements, andv is the
angular frequency of signal reflected from the target. The
sampled interferometric signal is represented byz̃k,i(tn),
wheretn5nts and ts is the sampling interval, and the power
spectrum ofz̃k,i(tn) is denoted withPk,i

n (v).

2.1 Weighted-Centroid Algorithm
The weighted-centroid algorithm, which is an extension of the
conventional centroid method, is given by

v̄k,i~n!5E
2`

` v@Pk,i
n ~v!#jdv

@Pk,i
n ~v!#jdv

, ~2!

where a positive integerj is introduced as the weight of the
spectrum to emphasize the frequency component correspond-
ing to the peak power in the spectrum.

2.2 Sliding-Window Filtering Algorithm
The sliding-window filtering technique directly maps the fre-
quency shift at each pixel using a digital bandpass filtering. In
this approach, the detected signalz̃k,i(tn) at each depth scan-
ning rangetn is processed by a filter bank consisting ofM
filters, f 1 , f 2 ,...,f M , yielding one signal at the output of each
filter as illustrated in Fig. 1. This producesM output signals
Õm(tn), m5$1,2,...,M % for each detected signal so that

Õm~ tn!5 z̃k,i~ tn! ^ F21~ f m!, ~3!

where the passband off m is @(2m21)p/2M2Dv/2,(2m
21)p/2M1Dv/2# with Dv being the filter bandwidth. The
output signals represent components of the input signal that
change at a rate corresponding to the passband of the filter.
Then, at each rangetn , the energy in each filter,«m(tn), is
estimated as16

«m~ tn!5 (
t85tn2Dt/2

tn1Dt/2

@Õm~ t8!#2, ~4!
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whereDt represents a short-range window centered attn . At
any giventn , the filter window position corresponding to the
maximum «m(tn), m5$1,2,...,M %, represents the most sig-
nificant frequency component, equivalently the frequency
shift, of flow signal. In this algorithm, a second-order Cheby-
shev filter of the first kind is chosen.13

3 Architecture of a DSP-Based ODT System
The DSP-based ODT system is constructed on top of a con-
ventional ODT device.19 Functionally, this new system con-
sists of four units~shown in Fig. 2!: the ODT scanner, a
control signal generator, an embedded real-time processor,
and the image display module. A description of the detailed
function of each unit follows.

3.1 Unit 1. ODT Scanner
The ODT scanner is a typical balanced setup configured with
one 132 and one 232 fiber coupler~see Fig. 3!. The low-
coherence source is a superluminescent diode with a 1300-nm
center wavelength, 40-nm spectral width, and 2.0-mW maxi-
mum output power. In the reference arm, a scanning optical
delay line based on Littrow mounting of a diffraction grating
is used to generate range scanning and a phase modulation for
carrier frequency as well.13 In the sample arm, a galvanometer
and an achromatic lens are integrated to perform the repeat-

able lateral scanning that is essential for continuous monitor-
ing of flow. In the detection arm, the signal is detected differ-
entially by an autobalanced receiver, with which the source
intensity noise is rejected. The signal is then amplified, band-
pass filtered, and digitized.

Using this system, cross-sectional imaging of one frame
per second is obtained by driving the reference arm and
sample arm galvanometers with a 128-Hz triangle wave and a
1-Hz sawtoothed wave, respectively. The reference galvanom-
eter is capable of scanning at a much higher frequency; how-
ever, a 128-Hz scan speed is used because of the bandwidth
limitation of the dual-balanced receiver. Each frame consists
of 128 axial scans containing 2048 data points at each round
of scan. Because a 50% duty cycle of galvanometer scanning
is used, each A-line covers 1024 points, and four consecutive
A-lines are then averaged to improve the SNR. In the axial
dimension, 16 points are averaged at one pixel, resulting in a
pixel dimension of 32364 covering an area 2.531.0 mm~In-
tralipid study! and 2.532.0 mm~in vivo study!.

3.2 Unit 2. Control Signal Generator
To synchronize axial and lateral scanning as well as data ac-
quisition, we built a control signal generator using LabVIEW
based on a National Instruments~NI! multifunction data ac-
quisition ~DAQ! card, PCI-MIO-16E-1. As shown in Fig. 4,
this unit generates synchronization signals for ODT scan and
data acquisition: one fast wave for reference arm scanning
and one slow-wave for lateral scanning as previously men-
tioned, and a TTL-compatible triggering signal for data acqui-
sition and real-time processing.

3.3 Unit 3. Embedded Real-Time Processor
The newly embedded real-time processing unit is a combina-
tion of the TMS320C6701 DSP evaluation module~’C6701
EVM, Texas Instruments Inc.!20–22 and an analog expansion
daughterboard, AED-10923 ~Signalware Inc.!. The ’C6701
EVM board is a complete DSP system based on a ’C6701
DSP chip operating up to 1336 million instructions per second
~mips! with a central processing unit clock rate of 167 MHz.
With ’C6701, one can actually perform two multiplication and

Fig. 1 Schematic of the sliding-window filtering technique. The
sliding-window filtering bank is used to measure the components of
each interference signal that change at a rate corresponding to the
passband of the filters.

Fig. 2 Schematic of the DSP-based ODT system.

Fig. 3 The ODT scanner, which is a typical balanced setup with both
axial and lateral scanning, performed by a galvanometer. O1, O2,
microscope objectives; G1, G2, galvanometers; L1, L2, achromatic
lenses.
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accumulation operations within a single clock cycle. This
board also provides 256 kbytes of external 133-MHz
synchronous-burst static RAM~SBSRAM! and 8 Mbytes of
external 100-MHz synchronous dynamic RAM~SDRAM!,
both of which could be used as data buffers. The daughter-
board AED-109 has two dual-channel 12-bit A/D converters
with up to 8 MHz of sampling speed and two digital to analog
~D/A! converters; the input channels have been configured
into differential inputs for higher SNR consideration. In addi-
tion to analog channels, 16-buffered digital signals can be
used as flags for system control.

The data flow with this real-time processor is shown in
Fig. 5. When ODT scanning starts, the daughterboard AED-
109 acquires the signal from the ODT scanner and the 12-bit
data are buffered into a 256-word two-way first-in first-out
~FIFO! unit in the field-programmable gate array~FPGA!
XCV100E6~Xilinx Inc.!. As soon as this FIFO unit is full, the
XCV100E6 triggers the ’C6701 DSP to transfer data to the
’C6701 in direct memory access~DMA ! mode. The circular

buffer in the ’C6701 DSP memory, which is segmented into
eight frames with 256 words per frame, can hold 2048 words
of data acquired during one complete fast scanning. The trans-
ferred 256-word data are saved in one frame of the circular
buffer, then the buffer is polled to process the new incoming
data. For structural image formation and flow calculation us-
ing the weighted-centroid algorithm, this DSP module pro-
cesses each section~256 words! in the circular buffer continu-
ously; however, for flow calculation using the sliding-window
filtering algorithm, the DSP needs to acquire four continuous
frames before it starts to process 1024 data points for a com-
plete A-scan line. The processed structural image and flow
image data are saved in each buffer in the SDRAM on the
’C6701 EVM. The next step is to load the image data into a
personal computer for display.

3.4 Unit 4. Image Display Module
A real-time image display is the last yet critical step of this
real-time DSP-ODT system. The real-time data exchange

Fig. 4 The synchronization strategy of ODT scanning and data acquisition.

Fig. 5 Data flow in the DSP-ODT system: hardware perspective. An eight-frame circular buffer in the ‘C6701 DSP continuously receives 12-bit data
from the AED-109 analog daughterboard; the DSP module simultaneously processes data in each frame; a PC loads the image data right after
processing through the host-port interface (HPI).
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~RTDX! provided by Texas Instruments offers continuous bi-
directional data exchange in real time with minimal perturba-
tion to the application. However, in the ’C6701 EVM, the
maximum RTDX rate is 20 kbytes/s. Since structural image
and flow image data are in floating data format~4 bytes!, a
total of 96 kbytes of data need to be loaded in one image
frame ~1 s! for simultaneous display of both structural and
flow images, which is beyond the RTDX speed of our current
DSP. To overcome this problem, the host-port interface~HPI!
between the DSP and PC is employed to load image data right
after processing. With this technique, flow image processing
and image uploading are performed alternately. During the
operation, the DSP is continuously processing and saving im-
age data in 8 Mbytes of SDRAM on the ’C6701 EVM to
avoid data loss. After the DSP has completed the desired
frames, all of the image data are loaded at one time. This
strategy ensures an image acquisition speed up to a maximum
of 128 A-scans per frame, which is the actual scan speed. If a
photoreceiver with a broader bandwidth is employed in the
ODT scanner to accommodate faster scanning, and a new
high-speed RTDX~HS-RTDX! with a 2-Mbytes/s transfer
rate is implemented, we expect to achieve much higher pro-
cessing and display updating speed than the current 1-Hz
frame rate.

4 Evaluation of DSP Performance
To study the performance of the DSP, we estimated the its
cycles to three processing modes: structural image, weighted-
centroid flow image, and sliding-window filtering flow image.
The resulting operational structures for implementing each of
them are shown in Fig. 6 and described in the following para-
graphs.

For a structural image, one set of A-scan lines with 1024
data points is segmented uniformly into 64 sections, with 16
points per section. The data in each section are then Hilbert
transformed by a floating-point fast Fourier transform~FFT!
and IFFT pair.24 For each section, the maximum of the abso-
lute values of Hilbert-transformed data is determined, which
represents the signal level in the local pixel. Therefore, a total
of 64 pixel values are obtained for single A-scan data in struc-
tural imaging. Most calculations are FFT and IFFT pairs, re-
sulting in 0.043 million cycles for the fixed-point calculation
and 0.041 million cycles for a floating-point calculation.

For the weighted-centroid algorithm, again, one set of
A-scan lines is segmented into 64 sections. The data in each
section are zero-padded to 64 points, and then Fourier trans-
formed by 64-point complex floating-point FFT. From the cal-
culated 32-point spectrum value of each section, the Doppler
frequency shift is calculated by finding the local center fre-
quency with the weighted-centroid principle and subtracting
the known modulation frequency. Again, a total of 64 Doppler
shift values are obtained for single A-scan data in flow imag-
ing by the weighted-centroid technique. Most calculations fo-
cus on FFT. By using complex radix-2 floating-point FFT,
about 0.096 million cycles are needed to finish the calculation
of one 1024-point A-scan datum. If complex radix-4 fixed-
point FFT is implemented instead, only 0.077 million cycles
are needed.

For a sliding-window filtering algorithm, a complete set of
A-scan lines with 1024 data points is filtered individually by

32 second-order IIR bandpass filters, each of which has one of
32 evenly distributed narrow passbands from 0 top, and the
passbands of all filters cover the entire spectrum. The number
of 32 evenly distributed filters is chosen to maintain the same
velocity resolution as the weighted-centroid does where the

Fig. 6 Code structures of three processing modes: (a) Structural imag-
ing, (b) weighted-centroid flow imaging, (c) sliding-window filtering
flow imaging.
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spectrum profile consists of 32 points. The filtered 1024 data
are segmented into 64 sections equally, with 16 points per
section. In each section, the filter number corresponding to the
maximum signal power after these 32 filters is indexed as the
center frequency, and the Doppler shift is calculated by sub-
tracting the modulation frequency. The resulting total number
of Doppler shift values for single A-scan data in the sliding-
window filtering method is 64. Most calculations are IIR fil-
tering banks. The execution takes about 0.32 million cycles
for 1024-point fixed-point calculations, and 0.61 million
cycles for floating-point calculations. As shown in Table 1, the
most intensive calculation is for the sliding-window filtering
technique, which is about six times that of the weighted-
centroid technique. Nevertheless, for one A-line at a duration
of 1/128 s, the computation load of all three modes is within
the 1.3-million cycle real-time limitation of the 167-MHz
’C6701 EVM.

The above-described DSP speed estimate is based on the
assumption that the DSP has enough internal memory. How-
ever, the ’C6701 DSP provides only 64 kbytes of internal
memory for program storage and 64 kbytes of internal
memory for data storage. As a result, the relatively low-speed
external memory in SBSRAM and SDRAM has to be used for
the DSP object file because it has a size of 95 kbytes, which
exceeds the 64-kbyte internal program memory. If a code is
present in an external memory, more cycles are needed for its
execution. In addition, a large number of data buffers are
needed in external memory. By optimizing memory allocation
and code efficiency, we have achieved continuous calculation
for simultaneous structural and flow imaging in less than 1 s
with the current DSP module.

To verify that our DSP code is efficient, we evaluated the
ratio of DSP speed for two flow-processing modes and com-
pared it with Matlab calculations. In Matlab, 2.5 and 17 s are
needed for the weighted-centroid technique and the sliding-
window filtering technique, respectively, on a Pentium-4 2.0-
GHz personal computer. The ratio of speed in Matlab is 6.8,
which is very close to the 6.4 achieved by the ’C6701 DSP
using the floating-point calculation.

The ’C6701 is a floating-point DSP, and it can operate in
either fixed-point or floating-point calculation mode. The
’C6701 uses a 2-byte short data type in fixed-point FFT and
IIR functions and a 4-byte floating data type in floating-point
FFT and IIR functions. Because Matlab uses an 8-byte double
data type to do the calculation, we can use the result from
Matlab as a benchmark, and the calculation accuracy of fixed-

point and floating-point calculations can be found by studying
the mean-square-error~MSE! with respect to the Matlab re-
sults. Table 2 lists the MSE in the DSP calculation for fixed-
point and floating-point data types. By comparing Tables 1
and 2, we can see that there is a tradeoff between speed and
calculation accuracy in choosing either a fixed-point or a
floating-point DSP. Since our DSP system is able to process
flow information in the desired time frame, the floating-point
DSP is favored for its higher accuracy and is therefore imple-
mented in our code.

5 Results
5.1 Experimental Flow
To demonstrate the performance of our DSP-ODT system, we
constructed an experimental flow setup with 0.5% Intralipid
solution. The ODT probing beam was focused to the axis of a
glass capillary tube with a 1.0-mm inner diameter, 1.2-mm
outside diameter, and 100-mm length. The glass capillary was
mounted to a rotary stage and connected to a 2-m-long 3/32-
in. plastic tubing. The mean flow velocity of Intralipid
through the glass capillary tubing was converted from the
time interval of liquid traveling 1 m in the3/32-in. plastic
tubing, which was placed straight on a horizontal plane. A
peristaltic tubing pump was used to drive the Intralipid
through the capillary tubing and to circulate it in the tubing
loop. The pulsation induced by peristaltic pumping was used
to emulatein vivo blood circulation. The tubing pump gave
approximately 3 pulses per second~pps! at its minimum rota-
tion speed.

Using this setup, 30 frames were taken continuously at a
1-Hz frame rate to perform M-mode scans. During this 30-
frame interval, the pumping speed was manually changed,
with a sequence of no flow, minimum speed, gradually in-
creased speed, gradually decreased speed, increasing/
decreasing again, and stopping. One frame of the real-time
acquired and processed flow images is shown in Fig. 7. In
those flow images, several color strips are distributed perpen-
dicular to the lateral scanning direction in the Intralipid flow
region. The axial and transverse flow profiles are also plotted,
where the axial profile gives a clear laminar flow pattern
within a single color strip corresponding to one pulse of flow,
and the transverse profiles reveal the pulsation of the flow.
The number of flow cycles and the magnitude of frequency
shift correspond very well with the numbers of pulses gener-
ated by the pump and the speed of the flow. With this DSP-

Table 1 Calculation cycle evaluation of three processing modes
based on the 167-MHz ‘C6701 EVM.

Processing Mode
Fixed-point

(million cycles)
Floating-point
(million cycles)

Structural 0.043
(0.26 ms)

0.041
(0.25 ms)

Weighted-
centroid

0.077
(0.47 ms)

0.096
(0.58 ms)

Sliding-window
filtering

0.32
(1.9 ms)

0.61
(3.7 ms)

Table 2 DSP calculation accuracy of fixed-point and floating-point
calculations compared with a Matlab calculation in 8-byte double
data format. The number is the mean square error with respect to
Matlab results.

Processing
Mode

Fixed-point
(2-byte short)

Floating-point
(4-byte float)

Structural 3.5 3 1022 1.5 3 1026

Weighted-centroid 6.8 3 1023 3.4 3 1027

Sliding-window
filtering

3.9 3 1022 6.1 3 1024
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Fig. 7 Experimental results on pulsatile Intralipid flow. (a) 3 pulses per second, (b) 6 pulses per second.

Fig. 9 In vivo blood flow imaging of the abdominal blood vessels of a small rat. Two bidirectional blood vessels are clearly identified. (a)
Weighted-centroid flow image superimposed on a structural image. (b) Sliding-window filtering flow image superimposed on a structural image.
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ODT system, we were able to faithfully capture a dynamic
Intralipid flow of as high as 10 pps. This suggested that our
system was capable of monitoring pulsatile flow circulation in
humans and experimental animals.

To investigate the performance of the two embedded Dop-
pler algorithms in this real-time processing scenario, we com-
pared the flow velocity estimated by the weighted-centroid
technique and the sliding-window filtering technique at 3 and

6 pps~shown in Fig. 8!. The mean flow speeds were 50 mm/s
at 3 pps and 55 mm/s at 6 pps, and the Doppler angle was set
at 80 deg. The maximum Doppler shifts produced in the lami-
nar flow were 26.7 kHz and 29.4 kHz for 3 pps and 6 pps,
respectively. It can be seen from Fig. 7 that the sliding-
window filtering method gives a much less noisy, more accu-
rate flow profile, and a clearer pulsation pattern than the
weighted-centroid algorithm does. This result is consistent

Fig. 8 Axial and transversal velocity profiles by weighted-centroid algorithm and sliding-window filtering algorithm for pulsatile Intralipid flow. (a)
3 pulses per second, (b) 6 pulses per second.
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with our simulations and experiments reported in Ref. 13,
which also indicates that flow velocity can be quantified with
the prior knowledge of the Doppler angle in this real-time
detection.

5.2 In vivo study
We have conductedin vivo study on an animal to validate the
real-time imaging capability of our DSP-based ODT system.
A 78-g rat was prepared and operated upon under the protocol
approved by the University of Connecticut~Z2400201!. We
imaged two blood vessels running parallel to each other inside
the opened abdomen, and euthanized the animal at the end of
the study. One frame of the processed structural and flow
images is shown in Fig. 9. In this figure, the two blood vessels
are clearly identifiable as carrying bidirectional blood flow.
However, the color strips representing the pulsatile flow seen
in the Intralipid experiment were not observed in thisin vivo
imaging, although the image frame rate was several times
higher than the rat’s pulse rate, which was emulated in the
Intralipid study. One factor that accounts for the missing color
strips could be the damping of pulsatile flow because the
blood vessels imaged were less than 1 mm. Nevertheless, this
in vivo study demonstrated that our system was capable of
monitoring in vivo bidirectional blood flow in realtime.

6 Discussion and Summary
For the two velocity estimation algorithms that were embed-
ded in the DSP module, the velocity resolution was deter-
mined either by the length of the FFT for the weighted-
centroid algorithm, or the filter bandwidth for the sliding-
window filtering algorithm. Better velocity resolution leads to
higher sensitivity. However, there is a tradeoff between sensi-
tivity and the robustness to noise that affects the accuracy of
the estimate, and another tradeoff between sensitivity and dy-
namic range, or the maximum detectable velocity. We have
chosen the FFT length or the amount of filters to be 32, which
was based on our previous study to find a compromise be-
tween sensitivity and the robustness to noise for the dynamic
range of the blood flow of the subject.

In our DSP-based ODT system, we have the flexibility of
modifying system parameters, which can easily be done
through the front panel of LabVIEW. We also have the flex-
ibility of incorporating different flow algorithms in the DSP
processing module because the client program in the DSP has
been modularized into the DAQ module, the processing mod-
ule, and the communication module. It is easy to implement
new algorithms in the processing module without changing
the DSP code structure. Instead of implementing the DSP
code in hardware, we have a host program coded in Lab-
VIEW, which downloads a DSP object file to the ’C6701
EVM before the ODT system starts, and triggers the DSP
after initializing the DSP-ODT system parameters. Therefore,
any new modifications to the algorithms can easily be imple-
mented in software.

The performance of this DSP system can be further im-
proved if a DSP board with a higher system clock or multiple
DSP boards can be employed. Further improvements in the
performance of this DSP system will produce a higher scan-
ning speed, which, however, will slightly affect the flow im-
aging performance. In our scanning optical delay line, the

phase modulation frequency and the scanning speed can be
separately controlled. However, if the scanning speed is
greatly increased, the phase modulation frequency must be
increased as well to maintain enough numbers of interference
fringes to be detected. If the Nyquist rate of sampling is in-
creased accordingly, the length of the FFT for the weighted-
centroid algorithm or the amount of filter for the sliding-
window filtering algorithm has to be adjusted to maintain the
same sensitivity as in the current DSP setup. The adjustment
of the FFT length or the filter amount will thus affect the
accuracy of the estimate.

In summary, we have designed a DSP-based ODT module
that features real-time data acquisition and processing by em-
bedding two advanced Doppler analysis algorithms. This sys-
tem incorporates a low-cost custom-designed DSP module in
a conventional ODT system. Experiments using Intralipid
flow and anin vivo study have demonstrated the real-time
capability of this system to capture and monitor pulsatile
flows.
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