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Abstract: Lithium-ion batteries (LIBs) with high energy density and longer cycle life
enable a comparable driving range per charge for electric vehicles (EVs) with their gas coun-
terparts. However, the LIBs are very sensitive to variations in operating conditions, such
as overcharge/discharge, high/low temperatures, and mechanical abuse. A battery manage-
ment system (BMS) is employed to orchestrate safe and reliable operation by monitoring
the voltage, current, temperature, state of charge (SOC), and state of health (SOH) and
optimizing the charging and discharging cycles. The SOC and SOH, which determine the
performance of the LIB, are governed by several stress-inducing factors, such as operating
temperature, C-rate, aging, and internal faults. So, it is important to estimate the SOC and
SOH in real time, considering the factors affecting the degradation of the battery. On the
other hand, an internal fault in LIB leads to thermal runaway. Early detection and diagnosis
of these faults are necessary to avoid catastrophic failures of LIBs.

In this dissertation, we developed health-inclusive dynamic models for simultaneous state
and parameter estimations and fault detection (FD) schemes. First, we proposed a nonlinear
parameter-varying equivalent circuit model (ECM) integrated with the parameter dynamics
for simultaneous state and parameter estimation using nonlinear observer-based approaches.
Second, the proposed model is extended to integrate the SOH and thermal behavior with
ECM. The SOH-coupled nonlinear electric-thermal-aging model comprehends the interplay
between the SOC and SOH and couples the ECM dynamics with capacity fade. The proposed
model is further extended by integrating the ohmic resistance dynamics for simultaneous
SOC, SOH, and parameter estimation using filtering algorithms. Finally, two FD schemes,
based on the SOC-based and SOH-coupled models, are proposed to detect internal (thermal
and side-reaction) faults by tracking the temperature and parameter residuals of the battery.
Adaptive thresholds are designed to account for modeling uncertainties and the effect of
degradation in the residuals and avoid false positives. In addition, a novel neural network-
based observer is proposed to learn the fault dynamics and estimate the SOC, SOH, and
core temperature under internal faults. Experimental and numerical validation results are
presented to corroborate the designs.
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CHAPTER I

INTRODUCTION

Lithium-ion batteries (LIBs) were conceived in 1980 by Mizushima, Jones, Wiseman, and
Goodenough [5]. Today, LIBs are one of the most popular energy-storing devices constituting
approximately one-third of all batteries [6]. LIBs have been at the forefront of applications
advancing into the field of electric vehicles (EVs). High energy density, low self-discharge
rate, and longer life [5] of LIBs made it the common choice for powering both high- and
low-power equipment. For instance, the recent plug-in EVs [7], with the LIB as the primary
power source, successfully bridge the gap between the average EV range and their gas-
powered counterparts. The new EV variants can also provide a range of 300 miles per charge.
On the other hand, the EV community is also working relentlessly to reduce charging time
to a level close to gas-powered vehicles’ fueling time. With the introduction of high-power
superchargers (450 kW) [8], the current charging time is reduced to 15 minutes to reach 80%
of the state of the charge (SOC) level. These advancements in LIB and EVs are alleviating
the user’s range anxiety and paving the way for their ubiquitous acceptance.

However, stress-inducing factors, such as high charging current and low/high operating
temperature, aggravate the battery’s degradation (capacity loss). So, there is a necessity for
an efficient and improved battery design along with furnishing tools to control such complex
systems. In addition, it is well known that the volatility of internal constituents, flammability,
reactivity, and toxicity of the electrolyte, which is the flip side of the high energy density LIBs,
make them thermally unstable at high temperatures and reduces life when operating at low
temperatures [9]. The low tolerance to abuse (over-charging/discharging) and vulnerability
to thermal runway jeopardize user safety, which is a primary concern. A battery management
system (BMS) is employed for a LIB’s safe operation, power, and energy management.
The state-of-the-art BMSs are augmented with advanced SOC and state of health (SOH)
estimation tools along with other traditional functions, such as voltage, current, temperature
monitoring, and cell balancing. A standard architecture of BMS with various SOC and SOH
estimation functionality is shown in Figure 1. The list of all abbreviations used throughout
the dissertation is presented in Table 1.

1.1 Modeling of LIB

A dynamical model of LIB is necessary to monitor the battery behavior and estimate the
states, such as SOC and SOH, and efficient power and energy management. The classical
battery models include, electrochemical model [10], mathematical/analytical model [11], and
equivalent circuit model (ECM) [12].

An electrochemical model, by its name, deals with material microstructure, physio-
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Figure 1: The architecture of the BMS with SOC and SOH estimation, fault diagnosis and
prognosis.

Table 1: List of all abbreviations.

ANN Artificial neural network ICL Irreversible capacity loss
BMS Battery management system KF Kalman filter
CEI Cathode electrolyte interface LIB Lithium-ion battery
CFD Capacity fade deviation percentage LLI Loss of lithium inventory
DNN Deep neural network ML Machine learning
DOD Depth of discharge NLO Nonlinear observer
DVA Differential voltage analysis OCV Open circuit voltage
ECM Equivalent circuit model PF Particle filter
EIS Electrochemical impedance spectroscopy PDF Probability density function
EKF Extended Kalman filter P2D Pseudo 2D
ETA Electro-thermal-aging RLS Recursive least square
EVs Electric vehicles RUL Remaining useful lifetime
FL Fuzzy logic SEI Solid electrolyte interface
FD Fault detection SOC State of charge
GPR Gaussian process regression SOH State of health
GRA Grey relational analysis SP Single particle
HI Health indicator SVM Support vector machine
ICA Incremental capacity analysis UPF Unscented particle filter

2



Figure 2: The 2-RC ECM of LIB [2].

chemical process, and mathematical expressions concerning the electrochemical process in-
side the battery. These models are derived from porous electrodes and concentrated solution
theories. The chemical reactions give in-depth knowledge to the researcher to analyze the
battery’s performance and have greater potential in capturing battery dynamics. However,
these models suffer from computational complexity due to involving large time-varying spa-
tial partial differential equations [13]. On the other hand, analytical models use simple
mathematical or stochastic functions to reproduce external behavior without exploiting the
real physical principles of the underlying system. Therefore, the mathematical models can-
not provide accurate voltage measurements with drive cycle input currents [14]. On the other
hand, ECMs are less complex, easy to implement and provide a fair accuracy compared to
analytical and electrochemical models. Therefore, based on the application requirement, the
most widely used battery models are ECM [2] and single particle (SP) electrochemical model
[15], which is a simplified version of the electro-chemical model. The readers are suggested
to refer [16, 17] and the references therein for more details on battery modeling.

In this dissertation, we focus on ECM due to its computation efficiency and ease of
implementation in BMS. There are different types of lumped parameter ECMs proposed in
the literature. These models include internal resistance (rint), hysteresis, Randle, 1-RC, and
2-RC models and their combinations. A detailed description of each model is given in [18].
The RC models can be further categorized as impedance- [19], run-time- [20], and Thevenin-
based [21] models. A detailed description of these models is given in [2] and the references
therein. The circuit components of the above-said models are extracted from the measured
voltage responses for different charging and discharging cycles [22].

Among all ECMs, the 2-RC model is more accurate and has been shown to capture all the
terminal characteristics and nonlinear dynamics of the battery [18]. A detailed discussion
on modeling of LIB (2-RC) by describing each component of ECM taking into account all
the chemical reactions occurring inside a LIB, can be found in [23]. The 2-RC ECM of a
LIB [2], obtained by combining Thevenin and run-time-based models, is shown in Figure 2.
In general, the ECM parameters, i.e., R0, Rp1, Cp1, Rp2 and Cp2 are linked to physics-based
electrochemical model parameters of the LIB [24] as detailed below.

• R0 represents the total ohmic resistance in the cell. It accounts for the electrical
conductivity of the electrodes, electrolyte, separator, and surface film layer resistance

3



on the electrode due to the solid electrolyte interface (SEI).

• Rp1 and Cp1 represent the short time constant in voltage response. They account for the
charge transfer resistance and the capacitance between the electrolyte and electrode,
respectively.

• Rp2 and Cp2 represent the long time constant in voltage response. They account for the
Warburg impedance, i.e., the diffusion of the lithium ions between the active material
and electrolyte.

• Voc(SOC) is an ideal voltage source, which varies with SOC.

• Rsdis represents the self-discharging resistance of LIB.

• Cuse represents the usable capacity, which is the extracted energy from the battery.

• Vt represents the terminal voltage of the battery.

The left part of the 2-RC electric circuit in Figure2 is the energy balance circuit, rep-
resenting the battery lifetime. The right part of the circuit is the voltage response circuit,
which serves as the transient and steady-state response of the battery. The 2-RC model
is widely used in literature to estimate the SOC using various estimation schemes, such
as coulomb counting (CC) [25], extended Kalman filter (EKF) [24], linear and nonlinear
observers (NLO) [26], and artificial neural networks (ANN) [27]. Although most of these
approaches can estimate the SOC effectively, the inherent assumption of time invariance of
ECM parameters may lead to an erroneous SOC. In practice, the battery parameters vary
non-linearly [28] with SOC and temperature both during charge and discharge cycles. In
addition, the internal parameters of the cell also change with the changes in SOH. Several
variables, such as Crate, aging, and electrochemical side reactions inside the cell accelerate
the degradation [29]. Therefore, the recent LIB models focus on integrating time-varying
parameters and the battery’s health to capture the dynamics of the cell over its lifetime and
improve the accuracy of SOC and SOH estimation, presented next.

1.2 Overview of SOC and SOH Estimation Methods

SOC is the ratio of the remaining capacity to the fully charged capacity of the battery. The
SOC estimation in LIBs dates back to the early 1980s. An accurate SOC estimation is the
most crucial part of the BMS design in EVs. This not only provides information on the
useful energy but also prevents the battery from overcharging/discharging. Therefore, the
SOC estimation has attracted considerable interest, and ample reviews on SOC estimation
schemes are available in the literature [30, 31]. The classifications of different SOC estimation
methods are shown in Figure 3. The direct measurement method estimates the SOC using the
physical properties. Bookkeeping estimation methods (CC [25]) use the battery charge and
discharge current as input. In model-based methods (EKF [24], linear and NLOs [26, 32]),
the battery parameters and SOC are estimated using adaptive filters and observers. The
intelligent methods (ANN [27]) are based on the statistical relations between the input and
output data and require higher computation time and storage space.
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Figure 3: SOC estimation methods.

On the other hand, SOH is a figure of merit of a battery cell/pack’s present condition
compared to its ideal conditions. SOH linearly refers to capacity loss and power loss (the in-
ternal resistance increment), which quantifies the aging phenomena of LIB. SOH estimation
is challenging and might not always be accurate due to the dependency on the time-varying
internal degradation mechanisms. These inter-related degradation mechanisms include SEI
layer formations [4], metal dissolution, loss of contact between the active materials and
current collector or carbon network (both cathode and anode), lithium (Li) metal plating,
dendrite formations, and mechanical degradation of the electrodes (particle cracking). Al-
though there are several results available on modeling and analysis of internal degradation
mechanisms (refer to Section II) and their interplay, they are not yet fully understood and
is an active research area.

Primarily there are three SOH estimation methods, i.e., 1) experimental; 2) model-based;
and 3) data-driven, proposed in the literature [33, 34, 35]. Figure 4 summarizes all the SOH
estimation schemes available in the literature for the above three categories. Experimental
methods constitute direct/indirect measurement-based approaches (EIS, open circuit voltage
(OCV), incremental capacity analysis (ICA), differential voltage (DVA)) and book-keeping
method (CC). The SOH is estimated by correlating the physical measurements and properties
of the battery. The large test/measurement time precludes the real-time implementation of
the experimental methods in BMS. Model-based methods overcome these limitations and
improve the accuracy of SOH estimation by considering the effects of both internal and
external aging factors. However, obtaining an accurate model is often challenging. Therefore,
data-driven methods, such as analytical and machine learning, were proposed, which use a
large amount of experimental data to learn the black-box model of the battery to estimate
and predict SOH.

Surveys on empirical, model-based (recursive least square (RLS), Kalman filter (KF)),
direct measurement (static measurement, electrochemical impedance spectroscopy (EIS)),
and filter-based methods (EKF, particle filter (PF)) are available in the literature for a long
time [33, 34, 35, 36, 37, 38, 39]. Likewise, intelligent SOH estimation methods using neural
networks (NN), support vector machine (SVM), genetic algorithm (GA) along with model-
based methods (RLS, EKF) are reviewed in [40, 41]. For real-time applications, online SOH
estimation methods utilizing NN, fuzzy logic (FL), and deep NN (DNN) [42] in combination
with degradation mechanisms were discussed in [37]. Similar reviews addressing different
SOH estimation methods focusing on battery chemistry, data processing mode, processing
time, algorithm, characteristics, accuracy, strength, and weakness are also presented in [38,
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39]. Recently, data-driven SOH estimation techniques using “big data” analytics, which has
gained attention for their application in EVs with high accuracy, are reviewed in [35, 43].
For more details on SOH-estimation methods, refer to Section II. In addition to the SOC
and SOH estimation, the detection of internal faults is another important function of the
BMS for safe operation and longevity of the battery, and an overview is presented next.

Figure 4: SOH estimation methods.

1.3 Fault Diagnostics and Prognostics of LIBs

Lithium-ion cells are more complex due to their compact size and internal electrochemi-
cal reactions. The complex manufacturing process, leading to miniature defects and side
reactions inside the cell, may result in internal faults [44]. These faults usher their way,
causing high internal pressure and temperature, which may lead to ignition and explosion
(thermal runaway). To ensure safety and reliability and avoid catastrophic failures in LIB,
BMS must have the capability of diagnosing these internal failures in addition to external
faults. Although external faults can be detected from sensor measurement, the placement
of sensors for measuring internal changes and detecting internal faults in a LIB is cost and
space prohibitive. Therefore, internal fault detection (FD) schemes must rely on advanced
noninvasive algorithms.

The BMS is equipped with algorithms to detect external faults, such as voltage drift,
overcharge current, and high-temperature [26]. Several model-based FD schemes [45, 46, 47,
48, 49, 50, 51] are proposed in the literature to detect external faults, which use output error
as a residual to detect a fault in the system. A fault is detected when this residual exceeds
the threshold value. Although these FD schemes [45, 46, 47, 48, 49, 50, 51] could detect and
isolate various external faults (sensor and actuator, overcharge/discharge fault, electrochem-
ical) in LIB, these approaches do not address internal and thermal faults especially internal
thermal resistance fault which is reflected in core temperature dynamics. Therefore, these
FD schemes may not be able to detect and isolate faults. There are several model-based FD
schemes presented in the literature [52, 53, 54, 55] to address thermal faults in LIBs. How-
ever, the model-based FD scheme [55] requires a physics of failure mechanism to estimate the
core temperature and detect thermal faults in the battery. In addition, the model-based FD
approaches [52, 53, 54, 55] do not estimate the SOC and SOH during faults. Estimating SOC
and SOH during faults eases the user’s range anxiety and predicts the health degradation
of the battery, which is still an open problem, along with detecting internal side reaction
faults, i.e., faults due to internal degradation phenomenon (such as dendrite growth, SEI
layer formation, lithium plating [29]).
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In the model-based approaches, the ECM parameters are considered to be constant. A
constant parameter ECM may lead to false positives due to the incapability of differentiating
between the parameter change and fault. Additionally, the internal degradation phenomenon
(dendrite growth, SEI layer formation, lithium plating [29]) and external factors such as Crate,
temperature, depth of discharge (DOD) affect the battery ECM parameters (especially R0).
Therefore, the ECM parameters variation must be coupled with SOH, i.e., the use of the bat-
tery’s electro-thermal-aging (ETA) dynamics for FD, which is still an open problem. On the
other hand, the model-based approach also uses a constant threshold for FD. Since the LIB
parameters vary as the SOH changes, a constant threshold approach may not differentiate
between the degradation and faults from the residuals. Further, modeling uncertainties can
trigger false positives under constant threshold [56]. A constant threshold also fails to detect
faults of smaller magnitude (incipient stage) in normal operating conditions [56]. Therefore,
the threshold for model-based FD must be adaptive to accommodate the internal parameter
variation due to aging and modeling uncertainty for FD.

1.4 Organisation of the Dissertation

Motivated by the limitations of the available LIB models, SOC, SOH and parameter esti-
mation, and FD, in this dissertation, we have proposed SOH-coupled nonlinear parameter
varying models and associated observer/filtering schemes for state and parameter estimation
and FD. They are organized as individual chapters in the dissertation.

The dissertation consists of five chapters, and each chapter portrays a sequential de-
velopment of the research work as outlined in Figure 5. Chapter II presents an in-depth
review of internal and external degradation mechanisms at both the anode and cathode and
the SOH estimation of LIB. Chapter III, Section 3.2 discusses the details of developing a
SOC-dependent ECM, where parameters are considered to be varying with the SOC of the
battery. The SOC-dependent model is extended in Section 3.3, where SOC and SOH dy-
namics are coupled to develop a SOH-coupled ETA model. This makes the SOH-coupled
model states and parameters vary with the SOH of the battery. Experimental studies are
shown in Section 3.3 to validate the SOH-coupled models. Chapter IV details the FD scheme
based on both the SOC-dependent and SOH-coupled ETA to detect internal faults in LIBs.
The FD scheme using the SOH-coupled model is detailed in Section 4.3 and 4.4 to estimate
faulty states and detect thermal and side reaction faults in LIBs. Adaptive threshold design
is also presented in Section 4.3 and 4.4 to facilitate FD in the presence of parameter changes
due to degradation, modeling uncertainties, and exogenous input disturbances. Finally, the
conclusions are drawn, and future works are described in chapter V.

1.5 Contribution of the Dissertation

The overall contributions can be summarized as follows

• An in-depth review of the SOH estimation methods that incorporate studies on differ-
ent internal and external aging mechanisms, discussed in Section 2.2 and 2.3, respec-
tively, and the recently developed machine learning-based approaches to estimate SOH
(Section 2.4).
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Figure 5: Organisation of the dissertation.

• Development of nonlinear SOC-based parameter varying model, which is used for si-
multaneous estimation of the SOC and internal battery parameters for both charge
and discharge cycles.

• Development of a SOH-coupled ETA model with coupled SOC-SOH dynamics is used
for simultaneous estimation of SOC, SOH, and parameters of the LIB.

• Development of the model-based FD scheme based on the SOC-dependent model to
detect internal (side-reaction) faults in LIBs.

• Development of the NN-based fault learning scheme based on the SOH-coupled model
to estimate the faulty core temperature and detect the thermal faults in LIB.

• Development of a learning-based FD scheme based on a SOH-coupled model to estimate
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the faulty states (SOC, SOH, core temperature) and detect thermal and side reaction
faults in LIB.

• Design adaptive threshold generator to differentiate between the degradation and faults
from the residuals and account for the modeling uncertainties and exogenous input
disturbances in no-fault conditions in the FD scheme.

The next chapter presents a detailed literature review on LIB internal and external
degradation modeling and SOH estimation.
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CHAPTER II

A REVIEW OF LITERATURE ON LITHIUM-ION BATTERY INTERNAL
AND EXTERNAL DEGRADATION MODELING AND STATE OF HEALTH

ESTIMATION

BMS is an integral part of the LIB for safe operation and power management. The ad-
vanced BMSs also provide SOC and SOH information. Accurate estimation of the SOC and
SOH from a sparse set of input and output measurements (voltage, current, and surface
temperature) is challenging due to the internal inter-related complex electrochemical side
reactions. Several factors, such as charge rate, operating temperature, internal aging, abnor-
mal charging-discharging cycles, and internal faults, adversely affect the LIB’s health. To
aid the development of intelligent and robust BMS with the capability of health-conscious
decision-making, a deep understanding of the internal degradation mechanisms and the effect
of external degradation-inducing factors are of primary importance. This chapter presents
an in-depth review of internal and external degradation mechanisms at both anode and cath-
ode of LIB with their corresponding mathematical models and correlation with SOH metrics
(capacity and power fade). Different electrochemical models integrated with the internal
degradation mechanisms and their governing equations are discussed and summarized. The
effects of the external aging factors on capacity and power fade and the dominant degra-
dation mechanism under cycling and stored conditions are also reviewed and tabulated for
quick reference. Recent developments in BMSs capability for SOH estimation using advanced
and intelligent algorithms under various internal degradation conditions are also presented.
Finally, the challenges in modeling, estimation of SOH, and several future research directions
for developing self-learning and smart BMS are provided.

2.1 Introduction

There are several SOH estimation methods presented in literature [33, 34, 35, 36, 38, 39].
The focus of all the above review papers is on the SOH estimation process only without
incorporating discussions on the internal degradation mechanisms. Since the SOH metrics
(capacity and power fade) are orchestrated by both the internal and external degradation-
inducing factors and the mechanisms, a review that can explicitly discuss the correlations
will be of paramount importance to the LIB research community. Although a few of the
recent reviews [35, 36] provided insights into internal aging mechanisms, such as loss of
active material (LAM), SEI layer formation, and loss of Li inventory (LLI), these reviews
did not discuss the modeling approaches for internal degradation mechanisms at anode and
cathode, which can be integrated with traditional model-based schemes to quantify SOH
more accurately. Furthermore, reviews on recently developed advanced SOH estimation
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methods tethered with internal and external degradation are not available.
Motivated by the lack of a comprehensive review of LIB’s degradation and its correla-

tion with the SOH metrics and estimation, we present an in-depth review of the internal
degradation mechanisms along with their mathematical models. We also review the ad-
vanced/emerging SOH estimation methods considering both the internal and external aging
effects to identify the trend and research gap which hinders the development of intelligent
BMS with health-conscious decision-making capability. To the authors’ best knowledge, this
is the first time such a review encompassing internal degradation and health estimation is
presented.

Contributions: The key contributions of this chapter are the review of 1) modeling
studies on internal degradation mechanisms at both anode and cathode and their relation to
SOH metrics, 2) different electrochemical models integrated with the internal degradation
mechanisms, along with their governing equations, for commercially available graphite and
metal anodes, 3) the individual and combined contributions of external aging factors to
capacity and power fade along with the dominant degradation mechanism under cycling
and stored conditions, 4) advanced SOH estimation methods accounting for the influence
of both internal and external aging factors, and 5) empirical models of capacity and power
fade for calendar and cycle life aging with different cathode chemistry. Finally, we provide
recommendations and future directions for intelligent BMS development with self-learning
capabilities.

The chapter is organized as follows. The internal degradation mechanisms and their
modeling are discussed in Section 2.2. The external factors affecting the degradation of
LIB are discussed in Section 2.3. Section 2.4 deals with advanced SOH estimation methods.
Finally, the review concludes in Section 2.6 with some recommendations and future direction
in Section 2.5. The list of all nomenclature used throughout the dissertation is presented in
Table 2.

Table 2: List of all nomenclature.

A Cross sectional area (m2) Rg Universal gas constant (JK−1mol−1)
Ah Ampere-hour throughput Rj Radius of the particle (m)
ck̄ Concentration of species k̄ (molm−3) Rl Rate of homogeneous reaction (mol cm−2 s−1)
Closs Capacity loss R0inc

Increase in internal resistance of the battery
c0 Li+ bulk concentration (molm−3) sk̄l Stoichiometric coefficient for species in reaction l
Crate Charge/discharge rate of the battery T Temperature (K)
Crated Nominal/rated capacity of the battery (Ah) Ta Ambient temperature (K)
¯c1,j Surface concentration of the sphere (molm−3) Tc Core temperature (K)
c+ Normalized concentration of Li-ions (molm−3) t+ Transference number
Deff Effective diffusivity (m2 s−1) V Molar volume of Li (m3mol−1)
Dk̄ Solvent diffusivity in SEI phase (m2 s−1) Voc Open circuit voltage potential (V)
D0
s Arrhenius diffusion constant Vt Terminal voltage of the battery (V)

Ea Activation energy (Jmol−1) ytip Dendrite tip position (m)
F Faraday’s constant (Cmol−1) z Coordinate direction normal to the anode (m)
I Charge or discharge current (A) αc Cathodic transfer coefficient
iLf Flat limiting current density (Am−2) ρe SEIs electronic resistivity (Ωm)
in Current density normal to dendrite tip (Am−2) ∆SOC SOC variation
L Thickness/growth of SEI layer (m) ξ Electric permittivity of the film (CV−1m−1)
n Number of moles of electrons Φ, ϵ Phase filed variables, values ranging 0− 1
Nk̄ Molar flux of the species (mol cm−2 s−1)
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2.2 Internal Degradation Mechanisms and their Modeling

The LIB is composed of four components, namely cathode, anode, electrolyte, and separator
and its performance are dependent on various properties of its components. The characteris-
tics of different LIB materials along with their applications are given in Table. 3. The health
degradation is caused by different mechanical, thermal, and chemical processes occurring in-
side the battery. Modeling and controlling these processes is complicated and involved, yet
is very useful for accurate and efficient SOH estimation. The modeling of the internal degra-
dation mechanisms includes modeling different internal chemical reactions contributing to
changes in SOH indicators. Figure 6, adopted from [3], depicts various internal degradation
mechanisms for LIB including anode (SEI-layer formation, electrode fracture, Li plating,
dendrite formation) and cathode degradation. In this section, we have discussed various
anode and cathode degradation mechanisms and their corresponding mathematical models.

Table 3: Lithium-ion battery’s material characteristics and applications.

LIB’s name Electrodes Key benefits Limitations Applications

Lithium Cobalt
Oxide (LCO)

LiCoO2/gr1 High specific energy

Low inherent safety; due to the
low thermal stability of cobalt-
oxide, cycle life is relatively
modest, and high cost.

Sony

Lithium iron
phosphate
(LFP)

LiFePo4/gr1

Durability, good thermal sta-
bility, inherent safety and
reliance on abundant eco-
friendly materials, low cost

Sensitive to temperature varia-
tion, and low specific energy in
the range of 90-140Wh/Kg

BYD

Lithium man-
ganese spinel
(LMO)

LiMn2O4/gr1

Low internal resistance yields
in a relatively high specific
power, LMO batteries have a
longer cycle life than LCO,
typically in the range of
1000–1500 cycles, inherently
safe

Lower energy density, in the
range of 100–140 Wh/kg

Nissan

Lithium nickel
cobalt alu-
minum oxide
(NCA)

Li2/gr1
Outstanding specific energy in
the range of 200–250 Wh/kg as
well as high specific power

Marginally safe, and high cost. Tesla, Daimler

Lithium nickel,
manganese
cobalt oxide
(NMC)

Li3/gr1 High specific energy

Compared to NCA, the NMC
battery has a lower energy den-
sity typically in the range of
140–200 Wh/kg, and high cost

Toyota, Volk-
swagen, Gen-
eral Motors

Lithium ti-
tanate (LTO)

(LMO,NCA)/Li4 Highly safe, long life cycle span
Low specific energy in the
range of 30–110 Wh/kg

Honda, Sam-
sung, Toshiba

gr1-graphite,Li2-Li(Ni085CO0,1Al005)02, Li3-Li(Ni0,33Mn0,33Co033)O2, Li4=Li4Ti5O12.

2.2.1 Anode Degradation

Solid electrolyte interface (SEI) layer formation

The SEI layer formation at the electrode-electrolyte interface was first introduced in 1979 [57].
The solvents (intercalated Li) and Li-salt (electrolyte) forms a passivating layer (products
of decomposed electrolyte) at the active electrode surface and grows in width substantially
with consecutive charge and discharge cycles. This layer allows Lithium-ion transportation
across the electrode and electrolyte and restricts electron tunneling, preventing continuous
electrolyte decomposition. The SEI layer also protects against anode corrosion and maintains
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the battery’s chemical and electrochemical stability by prohibiting further electrolyte reduc-
tion during cycling. Despite the above advantages of the SEI layer, active Li and electrolyte
materials are consumed during layer formation, and the internal resistance also increases,
which are the orchestrating factors for capacity fade and low power density, respectively.

The SEI layer is formed during the first charge-discharge cycles of the battery on the
anode (carbon electrodes), as shown in Figure 6.

It is one of the main aging factors of a graphite electrode (the most common choice of
the anode) [58]. The reduction reactions and considerable volume expansion of the anode
materials cause the SEI to be more unstable than on the cathode [59]. Over the years,
extensive studies on anode SEI films have been reported in the literature.

The SEIs complicated structure, due to the electrolyte reduction reactions near the elec-
trode surface, and the structural–property relationships play an essential role in modeling
the SEI layer. These factors make the modeling process complex, leading to trial-and-error-
based approaches [60]. In [57], a first attempt is made to model the SEI. The electron leakage
through the SEI layer is considered a constraint for SEI growth. A growth rate SEI layer
model is given by [57] ,

dL

dtstorage
=
K̄Voc
ρeL

(2.2.1)

where L is the thickness/growth of the SEI layer, tstorage is storage time, K̄ is constant,
Voc is open circuit potential, and ρe is the SEIs electronic resistivity. Since SEI is formed
during the first charge-discharge cycle of the battery, it is also necessary to consider model
equations that describe Li’s mass transport in solid phases. The diffusion of Li-ions in an
active solid particle is, in general, expressed using Fick’s law [61], given by

∂ck̄
∂t

= Dk̄

(
∂2ck̄
∂z2

+
2

z

∂ck̄
∂z

)
(2.2.2)

where ck̄ is the concentration of species k̄, Dk̄ is the solvent diffusivity in the SEI phase, z is
the coordinate direction normal to the anode, and t is the time variable. A one-dimensional
solvent diffusion model through the SEI layer is adopted in [62]. Film growth rate, resistance,
and irreversible capacity loss (ICL) are estimated using a simplified dilute solution theory
by considering the transport of both Li+ ions and electrons through the SEI. The material
balance equation in [61] is modified in [62] to account for variable film thickness (L(t)), as
follows,

∂ck̄
∂t

− ∂L

∂t

∂ck̄
∂ξ

ξ

L(t)
+

1

L(t)

∂Nk̄

∂ξ
+
∑
l

sk̄lRl = 0 (2.2.3)

where ∂L
∂t

is the film growth rate, Nk̄ is the molar flux, Rl is the rate of homogeneous reaction
in the film, sk̄l is the stoichiometric coefficient for species in reaction l, and ξ is the electric
permittivity of the film. If the film growth rate ∂L

∂t
is slow, the second term in (2.2.3) can

be neglected, and (2.2.2) is recovered to describe the transport of solution species limited to
solid diffusion [61]. A similar one-dimensional model, which considers both solvent diffusion
and kinetics of SEI formations [63], is developed in [64].

All the above models, focusing on the SEI layer formation process, lack in predicting
the cycling behavior of LIB at different operating conditions along with the associated SEI
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growth processes. A multi-physical pseudo 2D (P2D) [63, 65, 66, 67, 68] SEI layer model,
focusing on bridging the transport processes (charge balance, mass balance, energy balance)
with elementary reaction-based SEI growth, is developed in [63]. Here, the diffusion rate-
determining passive film thickness is given as,

L(t) = 2λ

√
D0
se

−Ea
RgT t (2.2.4)

where D0
s is Arrhenius diffusion constant, Ea is the activation energy, Rg is the universal

gas constant, T is the temperature, and λ = c+e−λ2

√
πCLi2C03

erf(λ)
. Unlike the 1-D model, the

concentration of Li [69] inside the solid phase is solved at each node point (j) along the
radial coordinate, which is given by [69]

∂ck̄,j
∂t

=
Dk̄,j

z2
∂

∂z
(z2

∂ck̄,j
∂z

). (2.2.5)

A similar P2D model coupled with the 1D porous electrode model is developed in [65]. The
proposed multiscale and multi-physics model reveals the effects of diffusivity, temperature,
and kinetics on SEI growth.

The major limitation of the P2D model is the coupled nonlinear partial differential equa-
tions and high computational complexity. To overcome this limitation, an SP model [70]
was introduced. Electrodes are represented by a single spherical particle whose surface area
is equivalent to the solid phase’s active area in the porous electrode. This model considers a
lumped parameter approach and reduces (2.2.5) to a first-order partial differential equation
[70] given by

∂ck̄,j
∂t

+
15Dk̄,j

R2
j

(ck̄,j − ¯c1,j) = 0, (2.2.6)

where ¯c1,j is the surface concentration of the sphere, and Rj is the average radius of the
particles that constitute the electrode. Eq. (2.2.6) also eliminates the dependence on the
spatial variable z. In [71], the SP electrochemical model coupled with thermal dynamics is
developed to include temperature in SEI layer modeling. This coupled model can be used
to provide insight into controlling the major technological hurdles of current interest, i.e.,
capacity loss under low temperatures, much-reduced performance at subzero temperatures,
and thermal runaway at high temperatures. Moreover, from the properties and functionali-
ties, the SEI growth rate is also determined by modeling the electron tunneling and presented
in [65].

Dual-layer SEI emerges from different electrolyte decomposition reactions. The studies
on dual-layer SEIs are obtained by adding a second SEI formation reaction. The two layers
of SEI differ in chemistry and morphology and grow simultaneously. Analysis of each SEI
layer provides us with information on fluctuations in SEI thickness and the relation to the
rate-limiting transport mechanism in the solid SEI phase. Opposed to single-layer SEIs,
dual-layer SEI formations consider two transport mechanisms, i.e., solvent diffusion and
charge transport. Studies revealing the behavior of such dual layer structures are discussed
in [72, 73, 74]. In [74], a double layer at the SEI-electrolyte and the particle-SEI interface are
included in a model-based study of the aging-dependent processes. The physicochemical SP
model in [71] has been extended by introducing a new aging model, which includes the SEI,
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Figure 6: Internal degradation mechanisms in Lithium-ion cells adopted from [3].

to analyze the degradation of the LIB. The initial thickness of the SEI (L0), is represented
as [74],

L0 =
VSEIRa

3ϵs,aAcellda
(2.2.7)

where ϵs,a is the anode solid phase volume fraction, Ra is anode particle radius, da is the

thickness of the anode, VSEI =
nlossMLi2CO3

2ρLi2CO3
, with nloss as the amount of lost Li, MLi2CO3 and

ρLi2CO3 as the molar mass and density of Li carbonate, respectively, and Acell is the area of
the cell.

The SEI layer modeling discussed above plays a prominent role in determining the SOH
of LIBs. However, SEI is permeable to Li-ions. So, during the charging and discharging of
the battery, large stresses are generated due to the volume expansions and contractions of the
anode. Cycling also induces graphite exfoliation due to the interaction between the solvent
and graphite after diffusion through the SEI. These phenomena result in the electrode’s
fracture and further growth of fresh SEI, leading to the capacity fade of the battery. The
fracture mechanism and mechanical fatigue of the batteries are discussed next.

Fracture

The volume expansion and contraction of the electrodes during charging and discharging of
the battery, respectively, build up internal stress leading to fractures/cracks on the electrodes.
Upon cycling the battery, the fracture on the electrode surfaces grows gradually. The SEI
layer grows on the newly exposed electrode surfaces consuming Li. It also increases the

15



existing SEI thickness, resulting in additional Li loss and an increase in resistance. Thus,
this mechanical degradation caused by diffusion-induced stresses (DIS) is another significant
contributor to capacity fading.

The DIS on electrodes has been studied and modeled in [75, 76]. A stress generation
model is developed in [75] to predict fractures in active electrode material of Lithium-ioncells
based on two regimes (one-phase and two-phase material). Stresses calculated based on these
regimes indicate that high-rate applications require smaller particles (particle size) and avoid
a two-phase regime to prevent over-discharge. Although DIS modeled in [75] are helpful in
analyzing stresses and increasing mechanical durability, the model lacks the inclusion of
concentration dependence of Young’s modulus, which significantly affects peak stress and
stress evolution in the electrodes. The above limitation was later addressed in [76]. The
models in [75, 76] focused on understanding the host particle pulverization, i.e., DIS causing
large Li concentration gradients at host electrode particles during high Crate , where Crate is
the measurement of the charge and discharge current with respect to its nominal capacity.
However, the study failed to explain higher coulombic loss during low Crate than during
storage, which can be attributed to the SEI layer’s possible mechanical degradation.

Fractures of the SEI layer, which are caused due to exertion of large-magnitude stresses
during the expansion/contraction of an electrode particle, is studied in [77]. The authors
concluded that the stresses experienced by the SEI leading to fracture and reforming at
low Crate as the dominant mechanism of cell capacity loss. The mathematical formulation
relating SEI cracking to capacity fade during cycle aging is given as [77],

Ccycloss = a(∆SOL)2 (2.2.8)

where ∆SOL is the state of lithiation swing, a > 0 is a constant and a function of diffusion
properties of Li in the electrode material, rate of reaction, temperature, number of Li atoms
involved in the reaction, radius of particles, and mechanical properties of SEI and electrode
material. Recently [78], the evolution of DISs and concentration of Li-ions have been evalu-
ated using an analytical model to determine the SEIs fracture mechanism and the fatigue in
LIBs. In [79], the battery’s capacity loss is examined as capacity fade deviation percentage
(CFD) and it is also shown that, as the CFD increases, the crack propagation is dominant
along with the influence of SEI layer growth on the battery capacity loss.

Besides SEI layer formation and fracture, the other side reaction requiring attention to
extend the existing coupled chemical/mechanical degradation models is Li plating. The
determination of Li plating is crucial for efficient battery operation without compromising
its life and safety. Li plating mechanism and modeling approaches to study capacity loss
induced by itself are discussed next.

Lithium-ion plating

Li plating occurs after a few charge and discharge cycles [9], where the SEI layer grows at
the anode reducing the porosity of anodes. The porosity reduction leads to a local potential
gradient rise at the anode-electrolyte interface, promoting Li metal formation at the narrow
gap between the anode and the electrolyte. Li plating occurs when the negative electrode
surface potential falls below zero volts with respect to Li/Li+ reference electrode.
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The Li-ions are inclined to form metallic Li, particularly at low temperatures and during
charging. Low temperatures (5◦C) usually lead to decreased diffusion of Li within the SEI
and graphite, which can overlay the electrode with Li plating [80, 81]. In general, the
deposited metallic Li is reversible. However, Li dendrites can lose contact with the active
material during the oxidation process leading to dead Li in the cell. Furthermore, the
plated metallic Li is also highly reactive and forms an irreversible SEI with the electrolyte.
Conversely, Li stripping occurs if the negative electrode potential reaches a positive value
during the discharge process.

Li plating decreases the amount of cyclable Li-ions or increases the amount of frozen Li
in the SEI layer between the electrodes which manifests itself as a reduction in capacity.
The Li metal also increases Li plating’s positive feedback, leading to an increase in battery
resistance. Thus, the modeling of Lithium-ionplating is essential in analyzing aging and
safety issues at lower temperatures.

Physicochemical models predict the onset of Li deposition and the possible amount of
deposited metallic Li. An initial approach to describe the conditions for Li deposition during
overcharge is presented in [82]. Here Doyle’s model [66] is extended to include a side reaction
described by the Butler-Volmer equation. Modifying this model, a reduced-order control-
oriented cell degradation model is developed in [83]. Further, the model in [82] is also
modified by the authors in [84] to include the effects of temperature (Arrhenius law-Section
2.3.1). A similar physics-based LIB aging model is presented in [9] by accounting for Li
plating and SEI growth and predicting the transition from linear to nonlinear aging after
extended cycling. The material balance equation employed for Li-metal is expressed as [9],

∂CLi
∂t

= −jlpl
F

(1− β) (2.2.9)

where CLi is the molar concentration of Li metal per unit volume of the electrode, jlpl is
the transfer current density of Li deposition reaction, and parameter β is introduced, which
denotes the fraction of plated Li that becomes SEI.

In addition, the degradation effects caused by Li-plating and Li-stripping simultaneously
at low temperatures are also not discussed. Later, the authors in [85] developed a quantitative
detection method for Li plating and included a study of electrochemical models incorporated
with both Li plating and stripping reactions to investigate the process at low temperatures
(−5◦C). Further, less complicated reduced-order models are developed in [86] to quantify
the negative electrode potentials to predict Li plating’s onset by considering the degradation
effects, such as LLI, LAM, growth of plated Li, and secondary SEI and consumption of
electrolyte solvents.

Dendrites

Li-dendrites are electrode surface protrusions that grow under activation and deposit on the
electrode’s flat surface during the diffusion process. These protrusions are often a result
of Li-plating at the anode. Dendrites usually resemble a tree-like structure and grow only
above critical over potential values. The different growth sites for the dendrite include screw
dislocations, nuclei of higher indices, or twinned structures [87]. Therefore, the formation of
dendrites causes irreversible consumption of Li inventory and increases the charge transfer
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resistance due to the accumulation of dead Li [88]. Dendrites formation can also penetrate
the separator and short-circuit the electrodes, which further aggravates Li metal’s exothermic
reactions with the electrolyte.

The formation and growth of Li dendrites can be categorized into two groups as 1)
tip-growth mode [89], and 2) root-growth mode [90]. The modeling and analysis of tip
growth are extensively researched compared to root growth. It is based on Fick’s law (2.2.2),
incorporating various other effects, such as electric current, surface energy, and mechanical
deformation. The first attempt was made in [91] to simulate the electrochemical dendrite
growth and proposed a comprehensive mathematical model of the time evolution of dendrite
tip height (2.2.10) and growth velocity in Li-polymer batteries, given by [91]

∂ytip
∂t

=
V

F
in(ytip, t) (2.2.10)

where ytip is the dendrite tip position, V is the molar volume of Li, F is Faraday’s constant,
and in is current density normal to dendrite tip.

A simplified modeling approach analyzing the various over potentials underplay at the
dendrite tip and the flat electrode surface is developed in [89]. The modeling work constitutes
liquid electrolytes, and the analysis of various over potentials leads to a simplified dendrite
tip current density expression in terms of various system parameters, such as operating
current density, electrodeposition kinetics, and transport properties, when compared to the
computationally complex expression in [91]. The current density expression is given as [89]

it
if

= − 1

bc0
ln[e−bc0 +

if
iLf

(1− e−bc0)]
−αc

n

(2.2.11)

where αc is the cathodic transfer coefficient, ratio it/if represents the ratio of the dendrite
tip current density to the current density on the flat surface, iLf is flat limiting current
density, n is the number of moles of electrons, c0 is the Li+ bulk concentration, and the
parameter b represents the concentration dependence of the diffusion coefficient. Later this
model is extended to quantify the dendritic growth (it/if ) during Li electrodeposition at a
sub-ambient temperature [92].

All these models involve the solutions to the Nernst Planck equations [93] in the elec-
trode or electrolyte, coupled with the electrochemical reactions at the electrode-electrolyte
interfaces, given by

∂c+
∂t

=
∂

∂x
[Deff ∂c+

∂x
+

(1− t+)I

FA
] (2.2.12)

where c+ is the normalized concentration of Li-ions in an electrolyte, Deff is effective diffu-
sivity, t+ is the transference number, A is the cross-sectional area, constant current I applied
between x = 0 and x = lcell with lcell is the length of a cell.

The electrode-electrolyte interface positions in the above models are assumed to be fixed,
making them difficult to capture the complex moving interfaces and their morphological
changes during the electrochemical processes, such as the Li dendrite growth in the cell.
To overcome the above limitation, a phase-field method is proposed in [94] to simulate the
continuous phase transition (evolution process) at the solid-liquid interface and Li dendrite’s
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growth process. In this method, the Nernst Planck equation in (2.2.12) is modified to include
the phase filed variables Φ and ϵ as follows [94],

∂c+
∂t

= ∆[Deff∆c+ +
Deffc+
RgT

nF∆Φ] + rt (2.2.13)

where rt is the source term containing phase field variable ϵ given as rt = −K̄1
∂ϵ
∂t
, K̄1 is the

accumulation constant. All the modeling approaches proposed above provide deep insights
into the physics of the formation and growth of Li dendrites on Li metal electrodes. Studies
related to the Li dendrite formation on graphite electrodes at room temperatures and low
charge rates are given in [95, 96, 97, 98]. Unlike graphite electrodes where Li plating may be
reversible, Li metal anodes cause irreversible Li-dendrite formation, interfacial side reactions,
volume change, and low coulombic efficiency [98]. Figure 7 depicts the dominant aging
mechanisms at graphite anode. Cathode degradation is discussed in the next subsection.

2.2.2 Cathode Degradation

Recent studies [99] suggest that active cathode material loss also plays a vital role in the
battery’s degradation process. Causes of cathode degradation include the deactivation of
active materials due to changes in the particle’s surface structure and the electronic dis-
connection between the active materials and a current collector [99]. Further, the cathode
material loss due to the DISs [100] also aids the degradation process. These stresses lead to
the formation of cracks and an inactive layer on the surface of the cathode, referred to as
cathode electrolyte interface (CEI), which leads to LLI.

The evolution of the cracks on the cathode is discussed in [101, 102]. The electrode
performance was found to be fading due to the fatigue caused by alternating tensile and
compressive stresses during the lithiation and delithiation cycles of the battery, respectively.
It is found that the non-uniform intercalation and de-intercalation currents also cause stress
between the particles in the electrode. In another effort, [101], the evolution of stress and
strain energy inside the cathode is investigated analytically by integrating electrochemistry
and mechanics. It is observed from the multi-scale mechanical-electrochemical model [101]
that an electrochemically inoperative region in an electrode causes stress built-up. The
model also addresses the issues arising due to fractures in the cathode.

On the other hand, the quantitative relationship between stress and cathode material
loss is studied in [103] along with the influence of other side reactions, such as Li-plating and
SEI layer formations. The authors proposed a coupled electrochemical-mechanical-thermal
degradation model to include the effects of external factors such as Crate and ambient tem-
perature. A similar detailed non-invasive investigation on the complex interaction between
cathode dissolution, CEI growth, particle cracking in both anode and cathode, and SEI
growth to understand the aging behavior of the batteries is given in [104].

A summary of all the internal degradation mechanisms discussed above and the software
used for their modeling approaches are given in Table. 4. It can be concluded that mechan-
ical degradation (fracture), Li plating, and cathode degradation contribute to the battery’s
capacity fade. SEI growth is responsible for both capacity and power fade. Apart from
dissecting and relating the internal degradation mechanisms to SOH, it is also necessary to
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Figure 7: The aging effects on the anode (carbon/graphite) adopted from [4] with author’s
permission.

reflect on the external factor’s contribution to capacity fade and resistance rise in LIBs. The
effects of different external aging factors on SOH metrics are discussed in the next section.

2.3 External Factors Affecting the Degradation of the Battery

Degradation of the battery occurs in every stage of its life in different proportions with
usage and external operating conditions. Battery degradation can be classified into cycle
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Table 4: A summary of internal degradation mechanisms and their modeling approaches.

Internal
degrada-
tion

Modeling
ap-
proaches

References Remarks Software

SEI

Parabolic
models/one-
dimensional
model

[57, 62, 64,
105]

The models account for variable film thickness and pro-
vide a broad, and fundamental understanding of the
SEI; models focused on the SEI layer formation process
while the battery level models are simplified.

CFD[105].

A multi-
physical
pseudo
2D (P2D)
model

[63, 65, 66,
68]

Coupled SEI growth model with the accurate battery
level model are provided for a more accurate prediction
than 1D models; models have long simulation time due
to a large number of nonlinear equations and coupled
nonlinear partial differential equations.

COMSOL
Multiphysics[63]

Single par-
ticle (SP)
model

[70, 74, 79]

The models improve computational run time without
compromising accuracy; can be simulated quickly but
suffers precision at high Crate due to the lack of elec-
trolyte physics and degradation is not taken into ac-
count.

MATLAB[74,
106]

Fracture

Coupled
chemi-
cal/mechanical
degradation
model

[107, 108,
109, 110]

The models couples electrochemistry, chemical degrada-
tion (including SEI formation), and fracture mechanics
so as to clarify the life performance of a Lithium-ioncell,
the models have high prediction accuracy with reduced
computation complexity; fracture of the SEI can lead to
the reduction of the electrolyte (that penetrates through
the cracks) regenerating the SEI and henceforth increas-
ing its thickness.

COMSOL
Multiphysics[107]

Li plating
Physicochemical
models

[9, 82, 84]

Li plating occurs at higher currents or lower ambient
temperature; anode polarization and Li intercalation ki-
netics play a crucial role in determining the propensity
of Li deposition; deposition of metallic Li on the sur-
face of the anode particles together with the initiation
of dendritic growth of Li is the most probable cause for
a short circuit.

CFD[84]

Reduced or-
der models

[83, 111]
The models are simple enough to be executed quickly
on an inexpensive embedded systems processor.

COMSOL
Multiphysics[83]

Dendrite growth

Tip growth-
physical
models

[89, 91, 112]

The dendrite growth is always slowed by lowering the
current density; Li dendrites can detach from the elec-
trode surface, leaving loose Li crystals called “dead” Li,
which is a major source of battery energy density loss;
unlike the SEI layer, Li dendrite formation is not ac-
claimed.

COMSOL
Multiphysics[112]

Phase field
modeling

[94, 113, 114]

The models are used for modeling temporal and spatial
microstructure evolution of materials undergoing a wide
variety of processes, such as phase transformations, de-
formation, and particle coarsening.

COMSOL
Multiphysics[114]

Cathode
degrada-
tion

Chemical/mechanical
degradation
model

[101, 102]

Cathode degradation is caused due to changes in the
surface structure of particles and the electronic discon-
nection between the active materials and a current col-
lector; models are useful for gaining insight into possible
degradation mechanisms and could be more robust than
pure empirical approaches; models are computationally
complex and have many parameters which may be un-
known.

COMSOL
Multiphysics[101]

CFD-computational fluid dynamics

aging and calendar aging [33]. The calendar-aging corresponds to the consequence of battery
storage and cycle aging is associated with the usage. Battery temperature, charge/discharge
rate, DOD, time, voltage effects during cycling, and SOC during rest periods are the major
factors [35] for battery aging. All the above external aging factors responsible for Li loss and
increased inner resistance are discussed independently in the next subsections.
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2.3.1 Effect of Charging/Discharging rate (Crate) and Temperature

Crate is defined as the charge/discharge rate at which the battery is cycled. Studies on the
influence of charging Crate and cut-off voltages on the aging of batteries are presented in
[115, 116]. In both these studies charging current has been shown as the deciding factor of
loss of LAM, during which the crystal structures of the active material are easily fatigued
and damaged. High charging Crate also leads to Li-plating on the anode [117]. Similarly, the
discharge capacity significantly falls at a higher discharge rate [118, 119]. The degradation
mechanisms at a high discharge rate is similar to the ones at a high charge rate.

The temperature (T ) dependency of aging is, in general, described by the Arrhenius
equation and studied in the vast amount of literature [120, 121, 122, 123, 124], given by

k̄1 = k̄0e
−Ea
RgT (2.3.1)

where k̄0 is a rate constant, and k̄1 is kinetic reaction rate. Despite a temporary increase
in the battery’s performance at high temperatures, there is an occurrence of secondary side
reactions in terms of corrosion inside the battery. This corrosion degrades the battery faster
with LLI, causing capacity fade. High temperatures also cause the thickening of SEI film and
degradation of the cathode [125], resulting in increased power fade (resistance rise). In [121],
the authors found that the Warburg elements and cell impedance increased with cycling at
a higher temperature, but they did not significantly affect the SOH. In real-life applications,
temperature fluctuations combined with the discharge rate have a cumulative effect on the
battery’s capacity fade.

On the other hand, low-temperature [126] conditions engender a loss of material diffusion
and alter the battery chemistry. During low-temperature charging, issues, such as Li plating,
dendrite growth, and damage to the crystal structure of active material are reported [84,
125, 127] due to the high polarization of the anode. This further leads to a significant drop
in efficiency at high discharge rates, adversely affecting the SOC and SOH.

2.3.2 Effect of Depth of Discharge, State of Charge, Time, and Voltage

Cycle depth or DOD is a critical degradation governing factor. DOD is defined as the
ratio of the amount of charge released to the battery’s nominal capacity. The battery’s
cycle life reduces at high DOD due to severe structural and volumetric changes leading to
LAM. Thus, deep cycles cause disproportional or exponential aging [128, 129] than small
cycle depths [130]. The influence of DOD on the cycle performance of LIB also varies with
different cathode materials [128].

The SOC variation, i.e., change of SOC (∆SOC), significantly affects aging during cy-
cling. The power loss increases as ∆SOC value is high [131]. At high SOC, i.e., at higher
terminal voltages, the SEI layer thickens with the electrolyte decomposition and Lithium-
ion deposition, leading to a higher aging rate [132]. The combination of high SOC and
low-temperature charging also accelerates the aging phenomenon as a non-linear function of
time [133] with the occurrence of Lithium-ion deposition side reaction. On the other hand,
low SOC causes corrosion of anode copper current collectors and structural disordering of
cathode active material dramatically, leading to accelerated aging of LIB [134]. Further,
batteries exhibit different aging behavior at the same operating temperatures with different
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SOC levels [81]. It is concluded that the cycling between 45% and 55% SOC has the smallest
effect on both capacity loss and resistance increase [133].

Storage time also plays a critical role in battery degradation. The calendar-aging is, in
general, due to SEI formation in a carbon-based anode [4, 135]. As discussed in the previous
section, SEI growth increases internal resistance. As the SEI thickness grows with aging
[62, 79]), the power fade increases. In some of the earlier works, this aging process was linear
with respect to time [136]. In later studies, the SEI growth rate is found to be a function of
the square root of time (

√
t) [137]. This

√
t dependency usually represents the incremental

capacity loss (ICL) due to SEI growth and is often governed by the diffusion process.
Nonetheless, the charging and discharging voltages impact the battery’s aging phe-

nomenon with more capacity degradation and resistance increase [115]. High cathode volt-
ages cause electrolyte oxidation, and cathode decomposition [138]. On the other hand, low
cathode potentials retards the accelerated aging of the battery. In [115], the authors dis-
cussed the impact of reducing cut-off voltage on retarded capacity loss and LLI of LIB. A
high or low operating voltage window (∆V ) is also shown to affect the aging mechanisms
inside the battery [139]. High ∆V causes the LAM of the graphite anode, and low ∆V
results in high discharge cut-off voltages and irreversible structural changes to the graphite
anode.

Other factors, such as external abuse, mechanical [111] stress, pressure [140], and choice
of the anode, cathode, and electrolyte [141, 142], cause the formation, growth, and thickening
of the SEI layer accelerating the aging in LIBs. In summary, high/low temperatures, high
Crates, high SOC, and ∆V are the common external aging factors of LIB [139]. A cause
and effect diagram for the health degradation of LIBs discussed above is shown in Figure
8. The SOH estimation processes, in regard to the above internal and external degradation
mechanisms, are discussed in the next section.

2.4 SOH Estimation Methods

The SOH is quantified using two metrics, namely, the capacity fade and power fade. Capacity
fade is defined as the ratio of current capacity to the nominal/rated capacity (Crated) of the
battery [133]. The resistance rise (R0inc

) is used as the indicator of power fade and is
expressed as

R0inc
=
Rbat −RBOL

RBOL

(2.4.1)

where RBOL is the beginning of life resistance, and Rbat is the current resistance of the
battery. From (2.4.1), the SOH is quantified as,

SOH% =

(
REOL −Rbat

REOL −RBOL

)
100% (2.4.2)

where REOL is battery end of life (EOL) internal resistance. The changes in these metrics are
caused by both external and internal degradation mechanisms and age. SOH is a multivariate
function of these degradation mechanisms making the estimation a challenging task. Since
the SOH can not be measured directly, it is, in general, estimated using various filtering-
based approaches. The SOH estimation schemes can be broadly classified as 1) experimental,
2) model-based, and 3) data-driven methods.
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Figure 8: Cause and effect of degradation mechanisms adapted from [3], where CEI is cathode
electrolyte interface, SEI is solid electrolyte interface, SOC is state of charge.

Experimental methods constitute direct/indirect measurement-based approaches. The
SOH is estimated by correlating these physical measurements to the properties of the battery.
The large test/measurement time precludes the real-time implementation of the experimental
methods in BMS. Model-based methods, on the other hand, overcome these limitations and
improve the accuracy of SOH estimation by considering the effects of both internal and
external aging factors. As discussed above in Section 2, obtaining an accurate model is often
challenging. Therefore, data-driven methods, such as analytical and machine learning, were
also proposed, which use a large amount of experimental data for learning the black-box
model of the battery to estimate and predict SOH.

There are a significant amount of reviews available in the literature (refer to [33, 34, 35,
36, 37, 38, 39], and the references therein) on the above SOH estimation approaches. Unlike
the existing reviews, our focus in this section is to present a survey of the SOH estimation
methods that incorporates studies on different aging mechanisms, discussed in Section 2.2
and 2.3, and the recently developed machine learning-based approaches. The primary goal is
to identify future trends and directions in health-conscious intelligent battery management
for LIB’s safety, longevity, and autonomy.
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2.4.1 Experimental Methods

To circumvent the issue of time-intensive tests and measurements for OCV-based SOH es-
timation schemes [143], ICA [144] and DVA [145] techniques are introduced. The ICA and
DVA approaches examine the OCV variations to track the internal chemical reactions and
aging mechanisms. These approaches analyze cell voltage responses in different duty regimes,
which is the key to understanding cell behavior and degradation. The gradient of the ca-
pacity with respect to the voltage ( dCn

dOCV
) defines the incremental capacity (IC), whereas the

gradient of voltage with respect to the capacity, i.e., dOCV
dCn

defines the differential voltage
(DV) [146]. The voltage plateaus in the OCV curves are converted to recognizable peaks
and valleys in ICA and DVA, respectively. The valleys in the DV curve represent the phase
transitions of the electrode active material, while a peak indicates a single phase of the active
material.

The influence of external aging factors (DOD, SOC, Crate) on aging are identified by
ICA [147] and DVA [148] through four main observations [149]: a) simultaneous decrease
of all peaks, b) voltage shift of the peaks, c) decrease of a specific peak, and d) new peaks
arising. As discussed in Section 2.3, these observations can be correlated to the four main
degradation modes: LLI [150], LAManode [147], LAMcathode [151], and degree of lithiation
[148]. A systematic approach to identify LIB degradation modes, based on the ICA by
analyzing their corresponding IC and peak area main features is presented in [152].

Studies on the identification of degradation modes leading to capacity loss are presented
in [147, 150, 153, 154, 155, 156]. The IC curves are used to identify two-stage capacity loss,
which is caused by LAM on both the anode and a cathode [153], whereas the DVA is used to
find the side reactions on anode [154]. Furthermore, [157] illustrates the correlation between
capacity loss and DV curves at different SOC levels, cycling, and storage conditions for
real-time BMS implementation. The effects of charge/discharge rate and DOD are included
in [147, 155] for effective SOH estimation with the lesser computational load. In [147] the
linear relationship between the IC peak and the remaining capacity is used to provide a
quantitative correlation between the peak value and the SOH of the LIB. ICA and DVA are
also employed to extract parameters, such as LLI and LAM, from the IC and DV curves to
establish the multi indicators system of SOH [150, 156].

All the above analyses used capacity as a health factor for SOH evaluation. The authors
in [158] combined DVA and alternating current impedance to analyze the increase of ohmic
and polarization resistance (power fade). The increase in ohmic resistance is attributed to the
lack of electrolyte and increased separator resistance. SEI layer growth and deterioration
of the ionic kinetics result in polarization resistance growth. A similar model-free SOH
calculation method by fusion of the CC method and DVA is proposed in [159]. The authors
in [160] explore the aging behavior of the LIB module using EIS, charge/discharge curve,
ICA, and average Fréchet distance (AFD). An increase in internal resistance is employed as
a health metric. Other similar SOH estimations using ICA and DVA analysis are presented
in [144, 145, 161, 162]. Although, ICA and DVA are used for online SOH estimation [144,
150, 163], these curves are susceptible to measurement noise [155], they require a constant
and low current to discharge the battery, and ICA/DVA can only be used under a fully
charged/discharged process.

25



2.4.2 Model-Based SOH Estimation with Internal Degradation

In model-based schemes, the battery physics-based models, i.e., electrochemical, thermal
[164], ECM, and their combinations [165], along with degradation models are used to design
filters (KF, EKF, unscented KF) and/or observers (Luenberger, sliding mode, and nonlin-
ear) to estimate the SOH. These models can be implemented in a wide range of operating
conditions and can provide accurate battery behavior and internal parameter changes.

In recent times, the SOH is estimated more accurately by integrating the internal degra-
dation models, discussed in Section 2.2, with electrochemical models of the LIB. Although
SP models are the most commonly used electrochemical models, they do not consider the
concentration and potential distribution in the electrolyte phase costing the model’s accu-
racy at high Crate. To overcome this limitation, an advanced SP model is proposed in [166]
by considering the electrolyte physics of the battery. Later, the advanced SP model in [166]
is adopted by [79] to integrate a capacity degradation model with chemical and mechani-
cal degradation, i.e., SEI layer formation coupled with crack propagation. This integrated
model can predict battery capacity loss (Closs) as a function of cycle number and tempera-
ture, including SEI layer growth coupled with mechanical fatigue. The capacity loss (LLI)
is analyzed in four stages [108] of the SEI layer’s evolution under chemical and mechanical
stress, such as 1) SEI layer’s initial formation, 2) growth of the initially formed SEI layer,
3) SEI layer formation on newly formed surfaces due to fracture/cracking, and 4) growth of
the new SEI layers on the fractured surfaces.

The advanced SP models in [79, 166] are further reduced and simplified in [167] for on-
line SOH estimation in BMS. This new SP-based comprehensive degradation model includes
degradation physics of both anode (coupled chemical/mechanical degradation) and cathode
(metal dissolution) and could predict cycling capacity with less than 2% error. The degra-
dation model can also address two main requirements for model-based BMS, i.e., rapid and
accurate battery response prediction. On the other hand, a simplified P2D electrochemical
model [168] considering side reactions, such as LLI and LAM, is also proposed for SOH pre-
diction. The OCV-SOC relation is updated by integrating the aging effects and is applied
to the ECM-based SOC estimator. This OCV-SOC correlation is further utilized as a link
between ECM and the electrochemical model. The equilibrium potentials are then used to
monitor SOH.

Further, for SOH prediction under various operating temperatures, two types of elec-
trochemical models (P2D and SP) are presented in [169] along with degradation models,
such as SEI and Li plating. The side reactions are coupled with reduced order P2D for the
anode and SP model for the cathode. Here, a PF is used to estimate aging parameters as a
function of time and electrode thickness, and SOH with respect to capacity and power fade
in real time. The aging of the battery is also analyzed at different temperatures, Crate, and
current profiles. Similarly, the anode SEI growth aging model is coupled with the SPM in
[170] to predict the capacity fade of LFP cells with 1.3% error. The operating range of the
aging formula at different temperatures and SOC is also determined. However, several other
degradation mechanisms (fracture, cathode degradation) are yet to be integrated with these
electrochemical models.

In addition, ECM models integrated with empirical aging models (refer to Section 2.4.3)
is also proposed to predict battery performance under various operating conditions. In
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[171], an ECM model that integrates the electrical, thermal, and aging aspects of an NMC
battery [172] is proposed to estimate SOH. An empirical model is proposed in [173] to
predict the voltage profiles of an LFP battery cell at various SOH, SOC, and temperature
conditions. Similar ETA models are employed in [174, 175] to develop health-conscious
optimal battery charging algorithms. A mechanistic model that can synthesize a variety of
cell aging scenarios based on degradation modes is presented in [151] with wide applicability
to various cell chemistries, designs, and operating modes. The model consists of a modified
ECM capable of simulating the different degradation modes via a synthetic approach based
on the behavior of electrodes reflected by the study of the DV and IC curves. The model is
also able to simulate complicated degradation modes at any Crate and predict capacity loss,
EOL, SOC, IC, and DV signatures, without any ambiguity.

2.4.3 Data-Driven Methods

Data-driven methods have recently become a research hot spot for their ability to estimate
the SOH without the knowledge of electrochemical reaction, explicit physics-based battery
model, and physics of the failure mechanism. Unlike model-based methods, data-driven
methods depend only on aging data and are discussed in detail in the following subsections.

Analytical methods

Analytical models correlate the aging of a battery with the operation time [43]. These
models use capacity loss and power loss as SOH metrics for modeling. Most of these models
represent Closs and R0inc

as a function of SOC, Ah, and T [176] and is expressed as,

Closs(Ah, SOC, T ) = hc(SOC, T ).Ahz1 (2.4.3)

where z1 = 0.48, Ah = Cn × cyclenumber × DOD [177]. At each Crate, Ah is directly pro-
portional to time, so instead of using t as a variable in (2.4.3), Ah is used to quantify
and correlate the capacity fading behaviors for different Crate. The function hc(.) is a non-
linear capacity severity function, which depends on the aging factors and Crate (only at high
charge/discharge rates) [176] and represented by

hc(.) = ac(SOC)e
(−Eac

RgT
)

(2.4.4)

where Eac is the cell activation energy defined for the capacity fade process. The fitting
parameters of the ac(.) are given in [176].

Similarly, the increase in internal resistance R0inc
(power fade) as a function of charge

throughput is expressed as

R0inc
(Ah, SOC, Crate, T ) = hR(SOC, Crate, T )Ah (2.4.5)

where hR(.) is a non-linear resistance severity function that depends on the aging factors as
investigated in [176] and is given by

hR(.) = aR(SOC, Crate)e
(
−EaR
RgT

)
(2.4.6)
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where EaR is the cell activation energy, defined for the resistance increase process. The
fitting parameters of the aR(.) are detailed in [176].

A summary of empirical models for capacity and power fade of LIB with different cathode
chemistry developed with extensive experimentation under controlled environments [133,
172, 176, 177, 178, 179, 180, 181] is presented in Table. 5. The table presents the analytical
life-cycle models for two commonly used battery chemistry, i.e., LFP and NMC. In both LFP
[177] and NMC [176] batteries, the effect of temperature in cycle-life models is obtained using
Arrhenius correlation and power law relation with time or Ah.

Table 5: Summary of empirical models for capacity and power fade of LIB with different
cathode chemistry.

Calendar aging Cycle aging
Type of cathode used: NMC [133] Type of cathode used: NMC [133]

Ccalloss = ((7.543Vt − 23.75)106e−
6976
T )t0.75

Ccycloss = (7.348× 10−3(∅Vt − 3.667)2 + 7.600× 10−4

+ 4.081× 10−3∆DOD)
√
Ah

Rcalinc = ((5.270Vt − 16.32)105e−
5986
T )t0.75

Rcycinc = (2.153× 10−4(∅Vt − 3.725)2 − 1.521× 10−5

+ 2.798× 10−4∆DOD)
√
Ah

Type of cathode used: NMC pouch cell [172] Type of cathode used: NMC-LMO cathodes [176]

Ccalloss = (−0.0064× 1.1484
Vt−V0
∆Vt × 1.5479

T−T0
∆T )t0.5 Ccycloss = acyc(SOC)e

(−Eac
RgT

)
Ah0.48

Rcalinc = (0.0484× 1.0670
Vt−V0
∆Vt × 1.5665

T−T0
∆T )t0.5 Rcycinc = aRcyc(SOC, Crate)e

(
−EaR
RgT

)
Ah

Type of cathode used: LFP [182] Type of cathode used: LFP [181]

Ccalloss = acal(T,SOC)(1 +
Ccalloss(t)

Crated
)−α(T ) Ccycloss = (−5.31× 10−5 + 8.36× 10−6∆SOC+

2.69× 10−8eCrate )× nc1.36

Type of cathode used: Nano phosphate LFP [178] Type of cathode used: Nano phosphate LFP [178]

Ccalloss = (0.019SOC0.823 + 0.5195)×

(3.258× 10−9T 5.087 + 0.295)× t0.8
Ccycloss = (0.00024e0.02717T )× 0.02982×DOD0.4904 × nc0.5

Pcalfade = (
0.000375SOC + 0.1363

0.155
)0.003738e0.06778T t Pcycfade =

1

3
(5.78× 10−4e0.03T + 1.22× 10−7)2.918×

10−5e0.08657DOD × nc(0.00434T−0.008DOD−0.1504)

Type of cathode used: LFP [179] Type of cathode used: LFP [179]

Ccalloss = 3.087× 10−7e0.05146T t0.5 Ccycloss = 6.87× 10−5e0.027Tnc0.5

PPCcaldec = 1.71× 10−29e0.195T t−0.026T+9.85 PPCcycdec = 3.24× 10−5e0.03Tnc0.00434T−0.65

Type of cathode used: LFP [180] Type of cathode used: LFP [177]

Rcalinc = 6.9656× 10−8e0.05022T 2.987e0.006614SOCt0.8 Ccycloss = 30330× e
−31700+370.3Crate

RgT ×Ah0.55

Note: Ccalloss, and Ccycloss in % represent capacity loss during calendar and cycle aging respectively, Rcalinc, and
Rcycinc in % represent resistance increase during calendar and cycle aging respectively, Pcalfade, and Pcycfade in %
represent power fade during calendar and cycle aging respectively, PPCcaldec, and PPCcycdec in % represent pulse power
capability decrease during discharge pulse during calendar and cycle aging respectively, nc is number of cycles, ∆Vt is
change in voltage (Vt), V0 is initial/reference voltage, ∆T is change in temperature, T0 is initial/reference temperature,
∆DOD is the depth of discharge or cycle depth in the range of (0 − 1), ∆SOC is the state of charge in the range of
(0 − 1), Eac is the cell activation energy defined for the capacity fade process, EaR is the cell activation energy, defined
for the resistance increase process, fitting parameters of the acyc(.) and aRcyc(.) are given in [176], acal is the kinetic

dependence of the capacity fade evolution with T, SOC is given in [182], (1 +
Ccalloss(t)

Crated
)−α(T ) with α(T ) > 0 is given

in [182] which can be related to the diffusion limitation of solvent molecule inside SEI layer which tends to decrease the
capacity fade rate. Li(NiMnCo)O2 =NMC cathode, LiFePo4 =LFP cathode, NMC − LiMn2O4(LMO) =NMC-LMO
blended cathodes.

It is well known that the LFP cathode cells present better durability, and inherent safety,
and rely on abundant, eco-friendly materials [183]. However, the major limitations of LFP
cells are low specific energy and dramatic changes in the OCV-SOC curve, as the SOCs drop
to 0% and rise to 100%, and wide flat OCV plateau in the middle SOC regions. Therefore, the
cycle-aging for LFP [179, 181] are found to vary with the number of cycles (nc). Compared
to LFP cells, aging in NMC cells [133, 172] includes the effect of storage voltage, time,
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and temperature during calendar-aging and DOD, SOC, Crate and Ah for cycle-aging. Note
that the NMC batteries, discussed in Table 5, constitute pouch cells instead of cylindrical
cells. The primary limitation of all the semi-empirical models presented in Table 5 is that
they don’t reflect the contributions of the internal degradation mechanisms explicitly in the
expressions.

Recent studies [184, 185, 186, 187] consider a subset of the degradation mechanisms (eg.,
SEI formation and growth) to represent analytical aging models. Three semi-empirical mod-
els of the three aging modes (LLI, LAManode, LAMcathode) are quantified by the established
OCV model in [186], along with the development of the mapping models with SOH, ohmic
resistance, and polarization resistance evolution. The authors established a clear mapping
from external stress to internal aging mechanism to external behavior. Although several
empirical methods based on the DV curve have been proposed in [157, 163], the features
used to estimate the capacity are sensitive to the relatively high initial SOC and charging
current, which was redressed in [187]. However, in [187], the correlations between the ex-
tracted features and battery aging mechanisms, such as the LLI, LAManode, and LAMcathode

are not completely elucidated, especially for the battery with NMC cathode. Later, the
authors in [150] extracted six characteristic parameters revealing LAManode, and LAMcathode

and LLI from the IC curve to establish the multi-indicators system describing battery SOH
for NMC LIB, which enables ICA to be used in on-board applications. In addition, LLI is
found to be the dominant factor causing a capacity loss for batteries under 20% DOD.

Machine learning methods

Machine learning approaches use SOH data to fit a model, which can be used for future
prediction. The machine learning methods used for SOH estimation are ANN [188, 189],
SVM [190, 191, 192], and fuzzy logic [193, 194]. ANN is one of the approximation methods
which can fit complex non-linear functions. In [189], a robust algorithm for ANN is pre-
sented, predicting SOH at different operating conditions. However, the main limitation of
ANNs includes the requirement of a large amount of training data and the training method,
which significantly affect the accuracy. Furthermore, the identification and optimization of
the model topology of ANN remain an open technical challenge [43]. Other probabilistic ap-
proaches, such as gaussian process regression (GPR) [195], relevant vector machine (RVM)
[196] are also used in literature to estimate the SOH of the battery. However, the above
methods are mostly affected by the phenomenon of capacity regeneration and cannot make
long-term predictions. Recently, deep learning became popular in battery health prediction
due to its powerful ability to achieve accurate long-term degradation predictions [197].

DNN, convolutional NNs (CNN), and recurrent NNs (RNN) are introduced for system
modeling, time series forecasting, and natural language processing [198]. These deep learning
technologies eliminate the need for data labeling and feature engineering by extracting higher-
level features from input data using multiple layers. Recent studies [198, 199, 200] have
reported using these technologies to establish a relationship between the features of battery
degradation from the battery characterization data and the SOH of the battery. In [199], a
deep CNN is used to estimate the capacity of a battery, whose unique features include local
connectivity and shared weights. A similar investigation on models of three different families
of NN architectures, such as feed-forward NN (FNN), CNN, and long short-term memory
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NN (LSTMNN) are proposed in [200] for battery capacity estimation. LSTMNN is found to
outperform other model architectures in estimating battery capacity more accurately because
of its simpler structure and its ability to interpret variable-sized time-series battery data in
an efficient manner. On the other hand, in [198], a two-stream hybrid gate recurrent unit
(GRU)-CNN is employed to build a time series prediction problem for SOH estimation. All
these studies use voltage, current, and temperature during the charging as inputs to learn the
model and predict the SOH of the battery with good accuracy. In all the above techniques,
future capacity values are predicted based on the trained model until the capacity reaches
the EOL (20% capacity loss).

In real-time applications, it is difficult to measure battery capacity directly due to incom-
plete discharge. In addition, identifying internal aging mechanisms inducing capacity/power
fade through data-driven methods is cumbersome. Therefore, some health indicators (HIs)
are extracted from the measured parameters (voltage, current, temperature, and time in-
terval) to estimate SOH using data-driven approaches. They are especially important for
data-driven methods as battery internal aging mechanisms are known to be manifested by
these HIs [201]. A novel method to predict RUL based on the optimized health indicators
and online model correction with transfer learning is presented in [197]. GPR is used to
optimize the threshold for HIs and determine the EOL of LIB. The SOH of the battery
is evaluated using grey relational analysis (GRA) in [146]. The HIs were extracted from
the partial IC curves for GRA. A voltage-temperature health feature extraction method for
batteries is proposed in [202]. Another approach using partial voltage profiles and GPR
is also proposed to extract voltage-dependent health features. In [203], HIs are extracted
to estimate the SOH under general discharging conditions, such as CC, pulse current, and
dynamic current, and using these HIs as input features, linear regression (LR), SVM, RVM,
and GPR, are employed to predict the SOH of the battery. Recent studies [201, 204] also
include significant dimensional reduction of HIs. A HIs extraction and optimization using IC
curves are presented in [201]. An improved GPR is applied for battery capacity estimation.

In recent times, hybrid methods [205], which combine similar or different methods, have
also become the main research focus to improve SOH estimation and RUL prediction. Hybrid
data-driven and model-based approaches are two notable ones [206, 207, 208, 209]. In [210],
an aging phenomenon based on the rain-flow cycle counting method combined with a deep-
learning algorithm is presented. This hybrid method extracts the battery aging trajectory
and provides an aging index to improve the SOH estimation accuracy. An ensemble of data-
driven strategies is also proposed [146, 211, 212, 213, 214] to improve the accuracy further and
reduce the computational load. A comparison of all the emerging SOH estimation methods
along with their accuracy is given in Table. 6. We can observe that hybrid approaches are
compelling, more accurate, and reliable for SOH estimation of LIBs.

In the next section, we summarize the above studies and provide recommendations for
future research direction to develop intelligent BMSs with health-conscious decision-making
capabilities.

2.5 Discussion and Future Recommendations

From the above studies, the internal degradation steps starting from SEI formation to lithium
plating can be summarized as follows: 1) SEI layer grows in width substantially at the anode
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Table 6: A comparison of emerging SOH estimation methods.

Methods References Key benefits Limitations Accuracy

Data-driven ap-
proach

[188, 189]

Simple structure, easy to
identify parameters, easy to
implement, strong ability
to consider nonlinearities,
high prediction accuracy,
non-parametric, robust to
outliers, low prediction time.

Easy to cause under-fitting
problems due to its lin-
ear regression type, potential
overfitting problems, poor
generalization ability, bad
long-term prediction ability,
poor uncertainty manage-
ment ability, performance
highly depends on the train-
ing process.

RMSE ≈
0.0203

Hybrid methods [212, 215]

Prediction accuracy is high
and avoids the estimation er-
ror from the model mismatch,
and enhances the model’s
adaptability to varying oper-
ating conditions

Computation is complicated
and depends on experimen-
tal data, restricts its ap-
plicability under more com-
plex aging conditions when
combined with model-based
methods.

MARE ≈
0.27%,RMSE
≈ 0.0037

Empirical methods [178, 180]

Easy to be built up and quick
to produce predictions, sim-
ple structure easy of extract-
ing model parameters, the
low computational effort.

Extensive laboratory tests
over the entire operating
range are required, poor ro-
bustness, low accuracy, diffi-
culty to develop suitable lab-
oratory aging tests to ana-
lyze the interaction between
different aging processes and
link them to life expectancy
on an experimental basis, low
generalizability, and devel-
oped models are restricted to
a specific battery type and
operating conditions.

R2 ≈ 0.963,
ARE ≈ 9.72%

Physics-based mod-
els

[74, 103]
High accuracy, linked to the
underlying physics of the bat-
tery.

Heavy computation load, dif-
ficult model parameteriza-
tion.

RMSE ≈ 0.002

DVA/ICA-based
methods

[146, 147]

Easy to monitor and imple-
ment in BMS for online appli-
cations, indicative of the in-
tercalation process.

Limited to low current rates,
sensitive to measurement
noise and temperature,
heavy data requirements of
voltage and current measure-
ments.

ME ≈ 4%,
RMSE ≈ 6.4

Physics-based degra-
dation mechanisms
+ Big data

[216, 217]

Highly accurate, imple-
mentable in online BMS
applications, vast quantities
of data are processed and
treated with high accuracy
at the same time.

It needs a large amount of
data to train and the accu-
racy depends on the model
used.

RMSE ≈ 5%

Deep neural network [198, 200]

Automates the feature
learning process from large
amounts of data, learning
highly representative features
that carry the most useful
information of the data

It needs a large amount of
data to train.

ME ≈ 4.3%,
RMSE ≈
4.69%

RMSE-Root mean square error, MARE-Mean absolute relative error, ARE-Average relative estimation error, ME-Maximum
estimation error

with consecutive charge and discharge cycles. 2) Due to SEIs permeability to Li-ions, large
stresses are generated leading to fractures of electrodes. 3) SEI layer formation and its
growth lead to a reduction in the anode’s porosity, which further results in Li-plating or Li-
metal formation at the narrow gap between the anode and the electrolyte. 4) Li-plating again
results in protrusions on the electrode surface leading to dendrites. It is well established that
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the dominant aging mechanisms for graphite anode LIBs are SEI formation, which increases
the impedance and the consumption of Li ions [218]. Additionally, lithium metal plating
could also contribute to accelerated aging, causing a further increase in capacity and power
fade. It can be concluded that while the fracture, lithium plating, and dendrite formation
leads to the loss of active lithium resulting in capacity loss, the SEI layer formation affects
both the capacity loss and power fade. On the other hand cathode materials in LIBs are
significantly affected by both cycling and calendar life. The characteristics of the cathode
may differ from one chemistry to another due to their sensitivities to aging. Thus, the
degradation mechanisms can be clustered into LLI, LAManode, LAMcathode and increase of
the faradic and ohmic resistances [3].

Capacity loss is caused by LAM and LLI, and recent studies [219] have shown that LLI
is prominent when compared to LAM. LLI is caused due to irreversible Li-plating and SEI
layer formation and its growth [58]. Li-ions are inclined to form metallic Li at low tempera-
tures which decreases the amount of cyclable Li-ions that manifests itself as a capacity loss.
Consequently, low-temperature charging accelerates the aging phenomenon of LIB [133]. Al-
though, Li-plating can be reduced by an optimized charging process [220], SEI formation
and its growth is prudent and also unavoidable. While LLI can take place alone, LAM takes
place simultaneously with LLI [152] and lead to both capacity and power fade. LAM can
originate from three basic sets of conditions: structural changes during cycling, chemical
decomposition or dissolution reactions and surface film modification [157]. On the other
hand, ohmic resistance increase is the result of various sources of LLI and LAM [152].

It is evident that the modeling and estimation of the above internal degradation processes
are complex due to the interplay among these degradation mechanisms. From the perspective
of modeling, recent studies on the continuum model [74] and atomistic-scale mechanisms
[221] can be a powerful combination for predicting SEI growth and parameters, such as
conductivity. Continuum models, which incorporate chemical/electrochemical kinetics and
transport phenomena to produce more accurate predictions than empirical models, provide
deeper insight into the cell. These models will provide a new perception of structural growth
and the transport of ions in the SEI, and need further research.

In recent times, these electrochemical degradation models, discussed in Section 2, are
integrated with the electrochemical SP model [74, 103, 222] for improved SOH estimation.
Results on the integration of SEI, fracture, cathode dissolution, CEI growth, and particle
cracking in both anode and cathode for SOH estimation are available in literature [104].
However, several internal degradation mechanisms, such as Li-plating and Li-dendrites, are
yet to be integrated while estimating the health of LIB. Although Li-plating on graphite
anodes is partly reversible [223], Li dendrite could still form on the graphite anodes during
fast charging and overcharging conditions, especially in a long-range EV [95]. Further,
the studies [9, 79, 85, 86] incorporating advanced SP and reduced-order P2D models are
partially comprehensive in considering the combination of various degradation mechanisms
to understand the aging effects along with predicting Closs of the battery. These integrated
model-based approaches for SOH estimation have improved the SOH estimation accuracy
significantly, but still in the infant stage and an open area of future research.

External factors, such as high Crate, high SOC, or low temperatures accelerate the bat-
tery’s degradation [9] by affecting the internal degradation mechanisms, as discussed in
Section 2.3. Analytical aging models [133, 172, 176, 177, 184, 185] are used to represent
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the capacity and power fade of the battery under various operating conditions for different
battery chemistry, as discussed in Table 5. Semi-empirical aging models, representing the
degradation modes of the LIB [186] at different operating conditions, lay the foundations
for understanding the interconnection between external stress, internal aging mechanism,
and external behavior (capacity/power fade). Therefore, several ECMs [171, 174, 175] are
integrated with these analytical models to predict the battery’s life-cycle performance. The
recent efforts, in [224], to use an improved P2D model to obtain a relationship between
the ECM electrical and electrochemical parameters suggest SOH-integrated ECM modeling
approaches for more reliable, accurate, and cost-effective solution for SOH estimation, when
compared to basic electrochemical models [79]. Integrating or reflecting the contributions
of internal degradation mechanisms with empirical models could further improve the SOH
estimation results and can be another research direction.

Further, the internal battery parameters, both in electrochemical and ECM, are time-
varying. The parameters vary with change in SOC, capacity, and power fade. Therefore,
constant parameters ECM, integrated with empirical aging models, lacks accuracy in SOH
estimation. Incorporating parameter-varying ECMs for SOC [225] and SOH estimation will
further improve the estimation accuracy. Development of filters or learning schemes to
estimate/learn the time-varying parameters can provide a more reliable prediction of SOH.
However, estimating or learning the time-varying parameters in real time is a challenging
problem and could be an area of future research.

On the other hand, machine-learning-based approaches are gaining interest. Both shal-
low and deep learning-based approaches are also applied to LIB’s SOC and SOH estimation.
Recently, Deep learning schemes such as CNN, RNN, FNN, GRU-CNN, and LSTMNN are
used in predicting the SOH of LIB with good accuracy due to their potent capability to
make accurate long-term degradation predictions [197, 198]. One of the primary limitations
of these machine-learning approaches is the unavailability of a large amount of degradation
data for implementation. To circumvent the issue of large SOH data, real-time online ma-
chine learning-based approaches are promising. The learning schemes must use the online
measured data to update the learned models with lesser computation requirements. Further,
the recent developments in computationally efficient real-time learning [226, 227] in the con-
trol research community can be leveraged to learn the complex nonlinear LIB model with
the reduced computational requirement.

Another alternative to the data-hungry machine learning approaches is the hybrid meth-
ods, such as ICA-data-driven [146, 213], model-based-data-driven [215]), and GPR. These
methods are found to be more accurate, compelling, and reliable estimation methods than
traditional learning-only algorithms. They have more significant potential, compatibility,
and adaptability to varying operating conditions for industrial applications. ICA/DVA
methods have also been developed for onboard battery SOC and SOH estimation [228].
Recently, GPR based method is an emerging data-driven approach. It is a bayesian non-
parametric probability approach with remarkable performance in non-linear mapping. The
non-parametric GPR-based model is considerably convenient to implement onboard with the
support of voltage and temperature measurements [202]. GPR is used to extract HI’s which
unmasks the battery’s internal aging mechanisms to estimate the SOH of LIBs [201, 203, 204].
Unlike other data-driven methods, such as SVM, and ANN, GPR brings statistical thought
into machine learning, which helps the approach be more accurate. It is also capable of
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dealing with issues, such as small sample and prediction uncertainty representation for bat-
tery degradation modeling and prognosis [202]. The hybrid approaches are also one of the
promising areas of future research for the adaptability and autonomy of BMSs in battery
health prediction.

2.6 Conclusion

In this chapter, an in-depth review of different internal and external degradation mechanisms
of LIB along with emerging SOH estimation methods is provided. The inter-relations among
these degradation mechanisms and their effects on capacity and power fade are also discussed.
Although there are several models developed for these internal degradation mechanisms,
further research is required to understand the distinguished effects of external degradation-
inducing factors on these internal degradation mechanisms.

In the next chapter, we will discuss two different modeling approaches for LIBs a) the
SOC-based ECM along with simultaneous SOC and parameter estimation and b) the SOH-
coupled ETA model along with the simultaneous estimation of SOC, SOH, and parameter
of LIB.
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CHAPTER III

SOC AND SOH COUPLED MODELING OF LITHIUM ION CELL

In this chapter, two different modeling approaches for LIBs are presented. Section 3.2
discusses the development of ECM based SOC dependent non-linear model and Section
3.3 discusses the development of the SOH-coupled ETA model. Both these models are used
for simultaneous state and parameter estimation in LIBs.

3.1 Introduction

LIBs are widely accepted among other energy storage devices due to their high energy density
and long cycle life [5]. However, stress-inducing factors, such as high charging current and
low/high operating temperature, aggravate the battery’s degradation. So, there is a necessity
for an efficient and improved battery design along with furnishing tools to monitor and
control such a complex system that will pave the way for their ubiquitous acceptance.

There are two aspects to a battery system: 1) battery design and manufacturing and
2) BMS. The latter is the primary focus of this paper. The key issues to consider while
designing a BMS are efficient monitoring, control, and optimal thermal management schemes
to mitigate thermal runaway and accelerated aging. Therefore, the reliable functioning of
the BMS depends on the accuracy of the SOC, SOH, core temperature, and RUL estimation.

From the SOC estimation point of view, various estimation schemes as discussed in
Section 1.2 are available in the literature. On the other hand, accurate identification of
internal model parameters is also necessary for fault and stress detection and SOH estimation
[33] along with SOC. The adaptive estimation techniques [32], [229], [230], to identify the
parameters and estimate the SOC of LIB, in general, consider the parameters to be constant.
Although a few results on time-varying parameter [24], [231] estimation is available, the
authors in [24], [231] assumed one of the important parameter, i.e., ohmic resistance, R0, is
constant during dynamic computations. Further, the authors in [28] proposed a nonlinear
SOC-varying model of LIB only for the discharging cycle and proposed a KF-based approach
to estimate the SOC. In this paper [28], the authors’ also considered R0 as a constant
parameter during dynamic computations. The internal resistance is a key parameter to
determine the SOH and varies with SOC, C-rate, and number of cycles. Further, the ECM
parameters are different for the charge and discharge cycles.

SOH estimation, on the other hand, provides the user with information about the degra-
dation behavior of the battery. The most commonly used SOH indicators include variation
in battery capacity [165], DC resistance [165], and impedance [36]. SOH due to capacity
fade is generally defined as the ratio between the remaining capacity and the initial nominal
capacity of the battery. Several variables, such as Crate, SOC, temperature, and electrochem-
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ical side reactions inside the cell accelerate the degradation [29]. The internal parameters
of the cell change with the change in SOH. Thus, estimation of SOH along with SOC and
internal parameters of the cell will allow health-conscious orchestration of charge/discharge
profile and thermal management, directing towards safer operation and longer life. There
are several SOH estimation methods [29] studied in the literature as discussed in Section
1.2. Among them, model-based estimators, which use the cell’s dynamic model, have been
extensively studied [225, 232].

Several ETA models [174, 233, 234, 235, 236, 237, 238, 239] have also been proposed
considering the effect of aging factors (temperature, Crate, DOD) to track the battery’s
degradation. The thermal battery model, introduced in [233], is used to study the real-time
control of battery cooling by capturing the core and surface temperatures of the cylindrical
cell. The model can also predict the transient thermal behavior of cells under various stresses
and duty cycles. Later in [234], the authors presented an electro-thermal model by fusing
two sub-models: the 2RC ECM and the two-state thermal model developed in [233]. These
sub-models are coupled through heat generation, SOC, and temperature-dependent electrical
parameters of A123 LiFePO4/graphite battery. The electro-thermal model is further ex-
tended in [174] to include the aging dynamics of the LiFePO4/graphite battery adopted from
[177]. An empirical aging model [177] reflecting the cycle life aging of LiFePO4/graphite
battery is integrated with the electro-thermal model developed in [234] and employed for op-
timizing charging protocols for three illustrative charge paradigms, such as minimum-time,
minimum-aging, and balanced charge.

Later, the ETA model developed in [174] is adopted in [235] to estimate the core and
surface temperature of the battery. The authors accounted for the effect of temperature on
model parameters and aging. Besides, a similar modification of the thermal-aging model
is presented in [236], where the internal temperature of the battery is set to a constant
assuming a high-performance battery thermal management system. Although the ETA
models proposed in [174, 235, 236] estimate the SOH and temperature of the battery, the
aging dynamics used in these models do not include the dependence on one of the main aging
factors, i.e., SOC. A modified aging model [1] for LiFePO4/graphite battery accounting for
the dependence of SOC is adopted in [237] to capture the effects of charging behavior on
capacity loss and derive optimal charging patterns for LIBs.

Although a considerable effort has been put into developing the ETA models [174, 235,
236, 237] to capture aging behavior, the ECM employed in [174, 235, 236, 237] is not coupled
with the capacity fade dynamics of the battery. The authors in [238] sketched the SOC
coupling with capacity fade dynamics of the battery using simplified ECM while developing
a coupled model of the battery pack. The model in [238] assumes constant ECM parameters,
limiting its dynamical accuracy, and adopts a capacity fade model without the effect of change
in the Crate of the battery. However, the ECM parameters are affected by temperature,
Crate, and mechanical stress [29]. In addition, the 1RC ECM used in [238] ignores some of
the transient behaviors compared to the 2RC model [2].

Besides SOC, SOH, and temperature [239], estimation of the time-varying and nonlinear
parameters of the ETA model is of paramount importance to track the battery’s internal
degradation, capture power fade, and be nifty in fault detection and isolation. Traditionally,
adaptive control approaches are used to estimate parameters of constant parameter models,
and then the model is used to design an observer to estimate the states. The primary
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limitations of these two-step approaches are that the adaptive algorithm needs to run several
times throughout a battery’s life to update model parameters to account for the degradation
and lacks accuracy in estimating the time-varying parameters. Developing a SOH-coupled
model integrated with parameter dynamics, especially the internal resistance, will simplify
parameter estimation schemes.

Motivated by the limitations, In the first part of this chapter, we first propose a novel
nonlinear state-space model of the LIB, as a switched system, for both charging and dis-
charging cycles. The SOC-dependent nonlinear electric circuit parameters are redefined as
the states of the model such that an observer-based approach can be used to estimate the
parameters. Then, a NLO design is presented for the switched system to estimate the SOC
and the non-linearly varying internal parameters both for charge and discharge cycles.

In the later part of this chapter, we propose two SOH-coupled nonlinear ETA models. The
first model comprehends the interplay between the SOC and SOH and couples the parameter-
varying ECM dynamics with capacity fade. This makes the ECM model states (SOC) and
parameters vary with SOH while existing models assume constant ECM parameters. Then,
the SOH-coupled ECM model is integrated with the thermal model of the battery to develop
the ETA model. In the second step, the proposed SOH-coupled model is extended to include
the dynamics of the ohmic resistance to track the evolution of the internal resistance as
an indicator of internal degradation. This extended model allows us to use an observer
to estimate both the states and parameters simultaneously in run-time. One of the other
advantages of this approach is that the model can now be learned online using a NN for
plug-and-play applications in BMS, whose outputs will be both the internal parameters and
the states of the cell.

The proposed SOH-coupled and extended nonlinear models are validated with exper-
imental data and numerical simulation. Numerical comparison results are also presented
by contrasting our results with the existing uncoupled models [174, 235] and experimental
results for capacity fade till the EOL of the battery [240]. Finally, an EKF [241] based state
estimation scheme, using the proposed ETA models, is employed to simultaneously estimate
the battery’s SOC, SOH, temperatures, and ohmic resistance. The SOH estimation results
till EOL at different Crates and temperatures are also presented. The model has potential
applications in fault diagnostics and prognostics, where the progression of the internal faults
is reflected in the battery’s internal resistance. The preliminary idea of the paper is presented
in [241].

Contributions: The main contributions of the chapter are: 1) development of a novel
nonlinear time-varying SOC-based state-space model of the LIB, 2) simultaneous estimation
of the SOC and internal battery parameters for both charge and discharge cycle, and 3)
the development of a SOH-coupled ETA model with coupled SOC and SOH dynamics,
which reflects SOH’s impact on ECM parameters, 4) extended SOH-coupled ETA model by
incorporating ohmic resistance dynamics, and 5) numerical and experimental validation of
the proposed SOH-coupled and the extended models.

The next section discusses the development of a SOC-based model to estimate the SOC
and time-varying parameters of the battery simultaneously.
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3.2 SOC Varying Model of LIB

SOC and SOH estimation, along with parameter identification of a LIB, are the primary
steps toward the development of an efficient BMS. In this section, first, a novel nonlinear
state space representation of the ECM of LIB, with SOC-varying electrical parameters, is
presented as a switched system, i.e., for both charging and discharging cycles. Second, an
NLO is designed to simultaneously estimate the SOC and SOC-varying internal parameters
of the ECM. The uniform ultimate boundedness (UUB) of the NLOs state estimation error
is guaranteed using Lyapunov stability analysis. In the later part of the section, numerical
simulation results are also presented to corroborate the efficacy of modeling and simultaneous
estimation scheme.

The remaining section is organized as follows. Section 3.2.1 presents a brief background
on LIB ECM and formulates the problem. In Section 3.2.2, the novel SOC based nonlinear
switched system model is presented followed by the NLO design. Simulation results are
included in Section 3.2.3 followed by the conclusion in Section 3.4.

3.2.1 Background and Problem Formulation

The 2RC ECM of the LIB as shown in Figure 2 is widely adopted for SOC estimation because
of reasonable accuracy and ease of implementation. For estimation of the SOC, the ECM
is, in general, represented as a linear dynamical system with a nonlinear output equation,
given by

ẋ = Ax+Bu

y = VOC(SOC) + x2 + x3 +R0u
(3.2.1)

where x =
[
x1 x2 x3

]T ∈ R3 is the state vector with x1 = SOC, x2 = Vcp1 , x3 = Vcp2 ,
u = I is the control input, and the output y = V0 ∈ R is the terminal voltage. Voc(SOC) is
the open circuit voltage which varies with SOC, and Cuse represents the usable capacity of
the battery. The internal dynamics A ∈ R3×3 and the control coefficient function B ∈ R3×1

are given by A =


0 0 0
0 −1/Rp1Cp1 0
0 0 −1/Rp2Cp2

 and B =
[
−1/Cuse 1/Cp1 1/Cp2

]T
.

This representation assumes the ECM parameters to be constant over the life of the battery.
The following assumption is in general used while developing the model.

Assumption 3.2.1 [2] The effect of Rsdis on the transient behavior of the battery is negli-
gible .

Traditionally, KF or NLO [24] based approaches are utilized for estimating the SOC of
the battery. The model parameters are identified using online adaptive techniques [229]
and used in designing the KF and observers. Although the model in (3.2.1) can effectively
estimate the SOC, the inherent assumption of time-invariance of parameters [230] may lead
to an erroneous SOC value.

In practice, the battery parameters vary non-linearly [28] with SOC, temperature, C-
rate, age, and capacity loss both during charge and discharge cycles. Adaptive estimation
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of constant parameters is not suitable for the accurate estimation of SOC and SOH of the
battery over its life cycle. Further, online estimation of change in ECM parameters, due to
the above-mentioned effects, will be useful for fault and stress detection and developing a
metric for SOH. Therefore, the problem at hand is twofold: 1) the development of a nonlinear
parameter varying model for LIB which can be used to accurately estimate SOC and 2)
the design of a higher order NLO for estimating the SOC, and time-varying parameters,
simultaneously. Solutions to the above problems are presented in the next section. Since
the model parameters are different during the charge and discharge cycle, a switched system
approach is utilized to develop a nonlinear parameter-varying model.

3.2.2 SOC-Dependent Model and Nonlinear Observer Design

The ECM parameters of a battery vary with SOC, temperature, current direction and C-rate
[242]. In this section, a novel nonlinear state space representation is presented considering the
SOC-dependent ECM parameters both for charging and discharging. A non-linear switched
dynamical system representation is proposed. Further, a higher-order NLO design for the
switched system is presented to simultaneously estimate the states and parameters.

Reformulation of state space model

The SOC-dependent ECM parameters of the LIB, using the HPPC test data [24], can be
expressed as

R0 = a0e
(−(

SOC−b0
c0

)2)
+ d0e

(−(
SOC−e0

j0
)2)

+ γ0e
(−(

SOC−q0
s0

)2)

Rp1 = a1e
(−(

SOC−b1
c1

)2)
+ d1e

(−(
SOC−e1

j1
)2)

+ γ1e
(−(

SOC−q1
s1

)2)

Rp2 = a2e
(−(

SOC−b2
c2

)2)
+ d2e

(−(
SOC−e2

j2
)2)

+ γ2e
(−(

SOC−q2
s2

)2)

Cp1 = a3e
(−(

SOC−b3
c3

)2)
+ d3e

(−(
SOC−e3

j3
)2)

+ γ3e
(−(

SOC−q3
s3

)2)

Cp2 = a4e
(−(

SOC−b4
c4

)2)
+ d4e

(−(
SOC−e4

j4
)2)

+ γ4e
(−(

SOC−q4
s4

)2)

(3.2.2)

where ai, bi, ci, di, ei, ji, γi, and si for i = 0, 1, 2, 3, 4 are the coefficient of approximation. The
discharge and charge coefficients are listed in the Table 7 and Table 8, respectively, in Section
3.2.3. The approximated open circuit voltage Voc(SOC) is represented as

Voc(SOC) = r0 + r1SOC + r2SOC2 + r3SOC3 + r4SOC4

+ r5SOC5 + r6SOC6 + r7SOC7 + r8SOC8 + r9SOC9
(3.2.3)

where ri for i = 0, 1, 2, · · · , 9 are constant coefficients given in Table 9 in Section 3.2.3.

Remark 3.2.1 Note that the coefficients ai, bi, ci, di, ei, ji, γi, and si for i = 0, 1, 2, 3, 4 are
different for discharging and charging cycles.

It is clear from (3.2.2) and (3.2.3), that the ECM parameters and the terminal voltage are
highly nonlinear and vary with SOC. Before presenting the nonlinear model of the ECM,
the following assumption is necessary.

Assumption 3.2.2 [243] The rate of change of charging and discharging current is zero,
i.e., dI/dt = 0.
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The assumption is trivial since the current during the charging and discharging cycles is
slowly varying and a high sampling rate of the data acquisition device. Redefine the state
vector for charge and discharge cycle x = [x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11]

T

where x1 = SOC, x2 = ẋ1, x3 = Vcp1 , x4 = Vcp2 , x5 = R0, x6 = 1
Cp1

, x7 = 1
Rp1

, x8 = 1
Cp2

, x9 =
1
Rp2

, x10 = 1
Cuse

, and x11 = V0. The state space representation of the charge and discharge

condition of the ECM can be expressed as

ẋ =

{
fc(x) + gc(x)u u < 0

fd(x) + gd(x)u u > 0

y = Cx

(3.2.4)

where f(.)(x) and g(.)(x) are the internal dynamics and control coefficient vector functions
respectively. The subscript c and d denotes the charging and discharging condition, re-
spectively. The discharge current is taken as positive while modeling. The output vector
C =

[
0 0 0 0 0 0 0 0 0 0 1

]
.

The charge and discharge dynamics can be expressed as a switched dynamical system in
an input affine form as

ẋ = fq(u)(x)− gq(u)(x)u

y = Cx
(3.2.5)

where q(u) ∈ {c, d} is the switching index function that denotes the charging and discharging
cycle of LIB. The vector functions fq(u)(x) = [0 0 f3(x) f4(x) 0 0 0 0 0 0 f11(x)]

T ∈ R11,
and gq(u)(x) = [−x10 0 x6 x8 g5(x) g6(x) g7(x) g8(x) g9(x) 0 g11(x)]

T ∈ R11, where

f3(x) = −x3x6x7, f4(x) = −x4x8x9,
f11(x) = −f3(x)− f4(x),

g5(x) = −(−2(a0/c0)((x1 − b0)/c0)e
(−(

x1−b0
c0

)2) − 2(d0/j0)((x1 − e0)/j0)e
(−(

x1−e0
j0

)2)

− 2(γ0/s0)((x1 − q0)/s0)e
(−(

x1−q0
s0

)2)
)x10,

g6(x) = (−2(a3/c3)((x1 − b3)/c3)e
(−(

x1−b3
c3

)2) − 2(d3/j3)((x1 − e3)/j3)e
(−(

x1−e3
j3

)2)

− 2(γ3/s3)((x1 − q3)/s3)e
(−(

x1−q3
s3

)2)
)x10x

2
6,

g7(x) = (−2(a1/c1)((x1 − b1)/c1)e
(−(

x1−b1
c1

)2) − 2(d1/j1)((x1 − e1)/j1)e
(−(

x1−e1
j1

)2)

− 2(γ1/s1)((x1 − q1)/s1)e
(−(

x1−q1
s1

)2)
)x10x

2
7,

g8(x) = (−2(a4/c4)((x1 − b4)/c4)e
(−(

x1−b4
c4

)2) − 2(d4/j4)((x1 − e4)/j4)e
(−(

x1−e4
j4

)2)

− 2(γ4/s4)((x1 − q4)/s4)e
(−(

x1−q4
s4

)2)
)x10x

2
8,

g9(x) = (−2(a2/c2)((x1 − b2)/c2)e
(−(

x1−b2
c2

)2) − 2(d2/j2)((x1 − e2)/j2)e
(−(

x1−e2
j2

)2)

− 2(γ2/s2)((x1 − q2)/s2)e
(−(

x1−q2
s2

)2)
)x10x

2
9,

g11(x) = −x6 − x8 +
g5(x)

x10
x2 − (r1 + 2r2x1 + 3r3x

2
1 + 4r4x

3
1 + 5r5x

4
1 + 6r6x

5
1

+ 7r7x
6
1 + 8r8x

7
1 + 9r9x

8
1)x10.
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Remark 3.2.2 The above state space representation uses SOC-dependent circuit parameters
as states of the system. Therefore, the change in parameters can be estimated using observer-
based approaches.

For ease of implementation on board an embedded processor, the discrete-time represen-
tation of the dynamics in (3.2.5) can be expressed as

xk+1 = f̄q(u)(xk)− ḡq(u)(xk)uk

yk = C̄xk
(3.2.6)

where xk ∈ R11, uk ∈ R and yk ∈ R are the state, control input, and output at time instant
k ∈ N, N = 1, 2, 3 · · · with a sampling period T , i.e., t = kT . Euler’s approximation is
used to convert (3.2.5) to (3.2.6) where f̄q(u)(xk) ∈ R11 and ḡq(u)(xk) ∈ R11 are the discrete
internal dynamics and control coefficient function, and C̄ is the output matrix. The NLO
design is presented next.

Nonlinear observer design

The discrete dynamics in (3.2.6) can be rewritten as

xk+1 = Kxk + (f̄q(u)(xk)−Kxk)− ḡq(u)(xk)uk

= Kxk +Πq(u)(xk)− ḡq(u)(xk)uk
(3.2.7)

where K ∈ Rn×n is a Schur matrix and Πq(u)(xk) = f̄q(u)(xk)−Kxk.
The non-linear switched observer can be represented by

x̂k+1 = Kx̂k +Πq(u)(x̂k)− ḡq(u)(x̂k)uk + Lq(u)(yk − ŷk) (3.2.8)

where Lq(u) ∈ Rn×1 is the observer gain.
The state estimation error dynamics are given by

x̃k+1 = Kx̃k + Π̃k − ˜̄gkuk + Lq(u)C̄x̃k (3.2.9)

where the state estimation error x̃k = xk − x̂k and Π̃k = Πq(u)(xk) − Πq(u)(x̂k), and ˜̄gk =
ḡq(u)(xk)− ḡq(u)(x̂k). The output error is ỹk = yk − ŷk = C̄x̃k.

The next theorem guarantees the uniform ultimate boundedness of the state estimation
error.

Theorem 3.2.1 Consider the dynamics of the battery (3.2.7) along with the observer (3.2.8).
Let Assumptions 3.2.1 and 3.2.2 hold and there exists a positive definite matrix P satisfy-
ing the Lyapunov equation KTPK − P = −Q. Then, the state estimation error is locally
uniformly ultimately bounded.

Proof. The proof is routine and can be completed using a common Lyapunov function.

As a preliminary numerical validation, the next section presents the simulation results for
simultaneous SOC and parameter estimation using the dynamics in (3.2.5) and the proposed
NLO.
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3.2.3 Simulation Results and Discussion

A polymer LIB of nominal capacity of 10Ah is selected for the simulation purpose. The
experimental data presented in [24] is used for reformulating the state space model and
estimating the states and parameters of the LIB. The charging and discharging current of
30A, as shown in Figure 9, is used as an input. Further, a discharge current of 10A is used
to drop the SOC by 10% in each cycle [24].

0 0.5 1 1.5 2 2.5 3 3.5 4

10
4

-30

-20

-10

0

10

20

30

Figure 9: Current (I) during charging and discharging conditions.

Table 7: Coefficients of parameters in discharge condition for SOC-varying model.

a0 = 0.0039 γ1= 0.0009 d3=5201 j1 = 0.554
b0 = 0.1133 q1=0.8234 e3= 0.7096 c3=0.0833
c0 = 0.1363 s1=0.2778 j3= 0.4034 s4=0
d0 =0.0043 a2= 20.12 γ3=0 e1= -0.4803
e0= 0.5204 b2= -0.2707 q3= 0 b3= 0.8145
j0 = 0.3415 c2=0.0881 s3=0 q4=0
γ0 = 0.0037 d2= 0.0011 a4= 1.96E4 d1 =0.0069
q0= 0.9559 e2=0.8054 b4=0.5897 a3= -3821
s0 = 0.1552 j2=0.2373 c4= 0.0744 γ4=0
a1 = 73.18 γ2= 0.0013 d4=3.20E4
b1 = -0.1586 q2=0.0329 e4= 0.7789
c1= 0.0538 s2=0.493 j4= 0.9388

The simulation parameters were selected as follows. The initial values were selected as
SOC = 0.7, Vcp1 = 0.5, Vcp2 = 0.5 for the NLO. The battery parameters are calculated
from the initial values using (3.2.2) and the coefficients of these parameters are detailed
in Table 7, Table 8. The coefficients of parameters detailed in Table 9 are used to define
Voc(SOC) relation in the output equation (3.2.1). The observer gain is chosen as Lq(u) =
[0.00308 0.0001 0.0001 5× 10−6 1× 10−6 7 1.4× 10−7 8 0 0.003 0]T .
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Figure 10: Estimated SOC and output voltage using NLO.
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Figure 11: Estimated parameters of LIB using NLO.
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Table 8: Coefficients of parameters in charge condition for SOC-varying model.

a0 =0.0040 γ1= 0.001204 d3=3747 j1 = 0.5055
b0 = 0.3491 q1=-0.1257 e3= 0.4055 c3=0.1765
c0=0.579 s1=0.5632 j3= 0.1634 s4=1.475
d0 =0.0041 a2= 0.001782 γ3=1644 e1=1.302
e0= 1.217 b2= -0.1252 q3= 0.1528 b3=0.8134
j0 = 0.4841 c2=0.1024 s3=0.1855 q4= 9.424
γ0 = 0.0054 d2= 0.0012 a4= 2.801E4 d1 =0.0015
q0= -0.3046 e2=-0.0972 b4=0.8464 a3= 3779
s0 = 0.2602 j2=0.6309 c4= 0.2426 γ4=1.69E18
a1 = 2.2E8 γ2= 0.0010 d4=3.484E4
b1 = -0.4281 q2=1.118 e4= 0.3633
c1= 0.0839 s2=0.3559 j4= 0.3629

Table 9: Coefficients of Voc(SOC) for SOC-varying model.

r0 3.358 r4 -112.496 r8 1248.695
r1 2.523 r5 -255.813 r9 -327.932
r2 -17.736 r6 1213.788
r3 76.748 r7 -1826.955

The simulation results are shown in Figure 10 through Figure 13 . From Figure 10, it
can be observed that the estimated SOCs and output voltage converge close to the actual
values. This shows the ultimate boundedness of the system using NLO. Further, the SOC
and output voltage of the battery drops during discharge condition i.e., 30A discharge current
from Figure 9 and vice-versa as expected. The convergence of SOC and output voltage errors
is shown in Figure 13.

The estimated parameters of the battery such as 1/Rp1, 1/Cp2, 1/Rp2, 1/Cuse are shown
in Figure 11. Similarly, the estimated states along with parameters of the battery such as
Vcp1, Vcp2, R0, 1/Cp1 are shown in Figure 12. From the above figures, we can see that the
states along with the parameters of LIB converge close to the actual values proving that
the proposed model can efficiently estimate the parameters. From Figure 12 it is observed
that the value of R0 changes with SOC. Also, R0 varies with temperature and Crate which
is included in the next section.

The next section discusses the development of a SOH-coupled model to estimate the SOC
and SOH of the battery simultaneously. The proposed model in Section 3.2.2 is extended
to a SOH-coupled model by redefining the states of the state space representation in (3.2.5)
to include the degradation of the LIB. The extended model integrates the SOC, SOH, and
parameters of the battery to facilitate an observer-based approach for SOH estimation.
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Figure 12: Estimated parameters of LIB using NLO.
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3.3 A Dynamic SOH-Coupled Lithium-ion Cell Model for State and
Parameter Estimation

The health assessment of LIBs is critical for BMSs to ensure safe and reliable operation and
predict life-cycle. SOH monitoring is challenging since it is governed by several internal and
external degradation factors, such as temperature, aging, Crate, and faults. In this section, we
propose a SOH-coupled nonlinear ETA model of a LiFePO4/graphite battery, which can be
employed to simultaneously estimate the SOC, SOH, temperatures, and internal resistance
using a filtering-based approach. The coupling between the ECM and the SOH is established
using an empirical capacity fade model of a LiFePO4/graphite battery and its effects on
SOC dynamics. In contrast to a constant usable capacity, the proposed model employs a
SOH-dependent variable capacity ECM, thereby incorporating the influence of battery aging
on the ECM. The SOH-coupled ECM model is then integrated with the thermal model to
develop the ETA model. The ETA model is further extended by augmenting the ohmic
resistance dynamics to enable monitoring of the evolution of the internal resistance. The
proposed SOH-coupled model is validated with numerical simulation and experimental data.
Estimation results for SOC, SOH, temperature, and ohmic resistance are included to show
the model’s potential for monitoring and control applications.

The remaining section is organized as follows. Section 3.3.1 presents a brief background
on the ETA model of a LIB and formulates the problem. Section 3.3.3 presents the simul-
taneous estimation of SOC, SOH, temperature, and internal resistance. The experimental
and numerical simulation results are presented in Section 3.3.4, followed by the conclusion
in Section 3.4.

3.3.1 Background and Problem Statement

Background

The ECM (in Figure 2) is widely used to determine the terminal characteristics of LIB which
is in general, represented as a linear dynamical system with a nonlinear output equation as
given in (3.2.1). The parameters R0, Rp1, Cp1, Rp2, Cp2, and Cuse are assumed constant, and
the current I is negative for charge and positive for discharge. The CC method represents
the SOC dynamics in (3.2.1).

However, the ECM parameters vary with aging factors, such as temperature, Crate, SOC,
DOD, and SOH of the battery [2]. Therefore, considering the constant parameter ECM
model may lead to inaccurate SOC estimation. Further, to incorporate the thermal and
SOH (capacity fade) dynamics along with their effects on the ECM parameters, ETA models
of the battery are developed [174]. The ETA model consists of three submodels: 1) a 2-RC
varying parameter ECM [2, 244], 2) thermal model [234], and 3) a semi-empirical aging
model [174], as described below.

Varying parameter 2-RC ECM model

The state space model in (3.2.1) is redefined to include the aging effects, such as SOC and
temperature, on the parameters of the battery. The varying parameter 2-RC model is given
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as
dSOC

dt
=

−I
Cuse

dVcp1
dt

=
−Vcp1

Rp1(SOC, Tm)Cp1(SOC, Tm)
+

I

Cp1(SOC, Tm)

dVcp2
dt

=
−Vcp2

Rp2(SOC, Tm)Cp2(SOC, Tm)
+

I

Cp2(SOC, Tm)

Vt = VOC(SOC)− Vcp1 − Vcp2 −R0(Tm)I

(3.3.1)

where Tm is the average of surface (Ts) and core (Tc) temperature given as Tm = Tc+Ts
2

. The
ECM parameters dependent on SOC and Tm are obtained experimentally and are represented
as

R0i = a0ie
a1i

Tm−a2i

Rp1i = (a3i + a4iSOC + a5iSOC
2)e

a6i
Tm−a7i

Cp1i = a8i + a9iSOC + (a10i + a11iSOC)Tm

Rp2i = (a12i + a13iSOC + a14iSOC
2)e

a15i
Tm

Cp2i = a16i + a17iSOC + a18iSOC
2 + a19iSOC

3+

(a20i + a21iSOC + a22iSOC
2 + a23iSOC

3)Tm

(3.3.2)

where the subscript i ∈ {c, d} with c and d denote charging and discharging, respectively,
and the coefficients aτi(τ = 0, · · · , 23) are listed in Section 3.3.4.

Thermal model

The thermal model depicts the dynamics of core temperature ( Tc), and surface temperature
(Ts), which are expressed as follows [244]:

Ṫc =
Ts − Tc
RcCc

+
Q(t)

Cc

Ṫs =
Ta − Ts
RuCs

− Ts − Tc
RcCs

(3.3.3)

where Q(t) = |I(Voc(SOC)− Vt − Tc(t)
dVoc
dTc

)| is the internal heat generation, including joule

heating and energy dissipated from electrodes [174], and dVoc
dTc

is the entropic coefficient. The

heat generated from the entropic heat is neglected (dVoc
dTc

= 0). Rc(K/W ), Ru(K/W ), Cc(J/K),
and Cs(J/K) are the heat conduction resistance, convection resistance, core heat capaci-
tance, and surface heat capacity, respectively. The ambient temperature is denoted by Ta.

Capacity fade model of the lithium-ion battery

The SOH (capacity fade) can be expressed as

SOH(t) = SOH(t0)−
∫ t
t0
|I(τ)|dτ

2N(SOC,Crate, Tc)Cuse
. (3.3.4)
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where t0 denotes the initial time. Consequently, SOH = 1 corresponds to a new battery. A
20% capacity loss is considered the EOL. The time derivative of (3.3.4) yields the battery
aging (capacity fade) dynamics and can be written as

˙SOH(t) = − |I(t)|
2N(SOC,Crate, Tc)Cuse

(3.3.5)

whereN denotes the number of cycles until the EOL, which can be found using the expression

N(SOC,Crate, Tc) =
3600Ahtotal(SOC,Crate, Tc)

Cuse
(3.3.6)

with Ahtotal is the total amount of charge that can flow in and out of the battery during its
operation. The Ahtotal can be computed from the capacity loss model, obtained experimen-
tally in [1], and is given by

Closs = (αSOC + β)e
Ea+ηCrate

RgTc (Ah)z (3.3.7)

where Closs is a function of the SOC, Crate, and Tc. The variables α and β are severity factor
functions, whose values depend on SOC and are given in Table 10. The constant η = 152.5
models the Crate dependence, Rg is the ideal gas constant, Ah is the accumulated charge
throughput, Ea = 31500 Jmol−1 is the activation energy, and the power-law factor z = 0.57.
Based on the capacity loss (3.3.7), we can compute the Ahtotal as

Table 10: Optimal values of α, β [1].

SOC% α β
SOC% < 45 2896.6 7411.2
SOC% ≥ 45 2694.5 6022.2

Ahtotal =

[
20

(αSOC + β)e
−Ea+ηCrate

RgTc

] 1
z

. (3.3.8)

The ETA dynamics are formed by combining (3.3.1), (3.3.3), and (3.3.5), and can be ex-
pressed as

dSOC

dt
=

−I
Cuse

dVcp1
dt

=
−Vcp1

Rp1(SOC, Tm)Cp1(SOC, Tm)
+

I

Cp1(SOC, Tm)

dVcp2
dt

=
−Vcp2

Rp2(SOC, Tm)Cp2(SOC, Tm)
+

I

Cp2(SOC, Tm)

Ṫc =
Ts − Tc
RcCc

+
I(Voc(SOC)− Vt)

Cc

Ṫs =
Ta − Ts
RuCs

− Ts − Tc
RcCs

˙SOH(t) = − |I(t)|
2N(SOC,Crate, Tc)Cuse

.

(3.3.9)
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Problem statement

The ETA model in (3.3.9) has two primary limitations: 1) it uses a constant capacity Cuse
and 2) it does not incorporate parameter dynamics. The battery’s charge holding capacity
(SOC) and parameters vary with the capacity fade of the battery. The usable capacity
Cuse keeps diminishing from the design/nominal capacity as the battery cycles/ages [235].
The ECM model in (3.3.1) uses the CC method to estimate the SOC with constant Cuse,
which decouples the SOC dynamics from capacity fade (SOH), i.e., the Cuse is not affected
by the capacity fade. This will lead to a lower SOC value while estimating and, therefore,
adversely affect the charging and discharging level of the cell. Since the ECM parameters
are functions of SOC, as given in (3.3.2), the inaccurate SOC value leads to wrong ECM
run-time parameters and terminal voltage. Therefore, the SOC dynamics must account for
the interplay between the Cuse and capacity fade.

Besides estimation of the states (SOC, voltages across the capacitors, temperatures, and
capacity fade) by the BMS, ECM parameter estimation is also crucial to comprehend power
fade and internal behaviors. The ohmic resistance R0 plays a significant role in determining
the power fade of the battery, and it can be used to detect internal degradation and faults [29].
In general, estimating time-varying parameters is challenging, and conventional adaptive
estimation techniques may not be useful. Integration of the ohmic resistance dynamics in
the model (3.3.9) will provide another degree of freedom in estimating the power fade and
internal degradation as a state estimation problem.

In summary, the problem in hand is threefold: 1) the development of a nonlinear SOH-
coupled ETA model, which can be used to estimate SOC, SOH, surface, and core tempera-
tures accurately, 2) extending the SOH-coupled model by incorporating the dynamics of R0

to estimate it as a state, and 3) numerically and experimentally validation of the models.
Solutions to the above problems are presented next.

3.3.2 SOH-Coupled Nonlinear Electro-Thermal-Aging Model of LIB

In this section, we have proposed a SOH-coupled dynamic model of the LIB by using the
correlation between the capacity fade and usable capacity. Then, we extended the model by
integrating the dynamics of ohmic resistance.

SOH-coupled nonlinear ETA model

The proposed coupled ETA model of the LIB cell, shown in Figure 14, depicts the interde-
pendence among the three sub-models (3.3.1), (3.3.3), and (3.3.5). The ECM in Figure 14
a) is coupled with thermal in Figure 14 b) and the capacity fade model of the battery in
Figure 14 c). The capacity fade, core, and surface temperature are functions of SOC and
Voc(SOC).

Similarly, the thermal model in Figure 14 b) is coupled with ECM in Figure 14 a) and
the capacity fade model in Figure 14 c). Therefore, the Tc and Ts are fed to both ECM
and capacity fade model. Since the usable capacity Cuse decreases with the capacity fade,
as shown in Figure 14 c), the SOH is fed back to the ECM in Figure 14 a). To couple the
SOC dynamics with capacity fade, we can integrate the effect of SOH in (3.3.4) with Cuse in
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Figure 14: SOH-coupled model of LIB a) ECM, b) thermal model, c) capacity fade model.

(3.3.1) to rewrite the SOC dynamics [238] as

˙SOC(t) =
−I(t)

SOH(t)Cuse
. (3.3.10)

Remark 3.3.1 Since the charge holding capacity of the battery reduces with aging, the prod-
uct of SOH ×Cuse, as in (3.3.10), will result in 0% SOC for fully discharged condition and
100% SOC for the fully charged condition during every cycle throughout the life. This will
result in an accurate estimation of SOC when compared to constant Cuse, which leads to a
low SOC value with an increase in cycle numbers.

A SOH-coupled ETA model can be developed by redefining (3.3.9) and taking into ac-
count the modified dynamics of SOC in (3.3.10). The state space representation of the
SOH-coupled nonlinear ETA model can be expressed in non-affine form as

ẋ = f s(x, u)

y = hs(x, u)
(3.3.11)

where x = [x1 x2 x3 x4 x5 x6]
T with x1 = SOC, x2 = Vcp1 , x3 = Vcp2 , x4 = Tc, x5 =

Ts, x6 = SOH, Tm = x4+x5
2

, x ∈ R6 and the control input u = [I Ta]
T ∈ R2. The output

vector hs(x, u) = [VOC(x1)− x2 − x3 −R0(x4, x5)u1 x5]
T ∈ R2 and f s(x, u) =

−u1
x6Cuse−x2

Rp1(x1,x4,x5)Cp1(x1,x4,x5)
+ u1

Cp1(x1,x4,x5)
−x3

Rp2(x1,,x4,x5)Cp2(x1,,x4,x5)
+ u1

Cp2(x1,x4,x5)
−x4
RcCc

+ x5
RcCc

+ u1(V oc(x1)−Vt)
Cc

x4
RcCs

− x5
RuCs

− x5
RcCs

+ u2
RuCs−u1

2N(x1,Crate,x4)Cuse


.
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Remark 3.3.2 The ETA dynamics of the LIB in (3.3.11) depict that the ECM, thermal,
and aging models are coupled with each other. Consequently, the effect of SOH on Cuse will
also be reflected in the ETA model states and parameters.

Extended SOH-coupled ETA model

In this subsection, we extended the SOH-coupled model in (3.3.11) to include dynamics of
the ohmic resistance, which is primarily governed by the temperature.

It can be seen from Tables 12 and 13 that the coefficients a0i , a1i , a2i of the R0i expression
in (3.3.2) are close to each other for both charging and discharging conditions. For the BMS
application, we have averaged these coefficients to obtain a common coefficient, both for
charging and discharging, to represent R0i , which is given as

R0i = a0ve
a1v

Tm−a2v (3.3.12)

where the coefficients a0v , a1v , a2v are the average of {a0c , a0d},{a1c , a1d},{a2c , a2d}, respec-
tively.

The dynamics of the internal resistance R0 from (3.3.12) can be expressed as

Ṙ0 = −a0va1ve
a1v

x4+x5
2 −a2v

ẋ4 + ẋ5
2

1

(x4+x5
2

− a2v)
2

(3.3.13)

Redefining the extended state vector for the model in (3.3.11) to include the new state
R0 as x = [x1 x2 x3 x4 x5 x6 x7]

T where x7 = R0, the reformulated state space model
in (3.3.11) in non-affine form is given as

ẋ = fp(x, u)

ȳ = hp(x, u)
(3.3.14)

where hp(x, u) = [Voc(x1)− x2 − x3 − x7u1 x5]
T , and fp(x, u) =

−u1
x6Cuse−x2

Rp1(x1,,x4,x5)Cp1(x1,x4,x5)
+ u1

Cp1(x1,x4,x5)
−x3

Rp2(x1,,x4,x5)Cp2(x1,,x4,x5)
+ u1

Cp2(x1,x4,x5)
−x4
RcCc

+ x5
RcCc

+ u1(V oc(x1)−Vt)
Cc

x4
RcCs

− x5
RuCs

− x5
RcCs

+ u2
RuCs−u1

2N(x1,Crate,x4)Cuse

f7(x)


, where f7(x) is the right-hand side of the (3.3.13).

Remark 3.3.3 The model assumes the rate of change of charging and discharging current
is zero, i.e., dI/dt = 0 [225]. This is a trivial assumption since the data acquisition system
used in the BMS has, in general, a very high sampling rate.

Remark 3.3.4 The state space representation in (3.3.14) uses SOH-dependent ECM pa-
rameter R0 as a state of the system. Therefore, the change in parameter can be estimated
using any observer-based approaches along with SOC, SOH, and temperatures. Note that the
SOH-coupled model does not include power fade dynamics. Therefore, the R0 changes only
reflect the capacity fade and temperature effects.
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3.3.3 Simultaneous State and Parameter Estimation

In this section, we have presented the simultaneous states (SOC, SOH, Tc, Ts) and parameter
(R0) estimation scheme using the models proposed in the previous section and an EKF.

For the ease of on-board BMS implementation, the discrete-time representation of the
SOH-coupled ETA model in (3.3.14) can be expressed as

xk+1 = fH(xk, uk)

yk = h(xk, uk) + vk
(3.3.15)

where the nonlinear function fH(xk, uk) is the discrete internal dynamics, and h(xk, uk) is
the output function with observation noises vk at time instant k ∈ N with a sampling period
T , i.e., t = kT . In the simplest form, Eulers’ approximation can be used to convert (3.3.14)
to (3.3.15). Other higher-order approaches may also be employed. For completeness, we
have presented the discrete-time EKF algorithm below in Algorithm 1. The EKF algorithm

Algorithm 1 Extended Kalman filter algorithm.

Step 1: Initialization k = 0
Initialize state vector and covariance matrix
x̂−0 = E(x0), P

−
0 = E[(x0 − x̂−0 )(x0 − x̂−0 )

T ]
Step 2: Computation k = 1, 2, ....
Prediction Step:
x̂k|k−1 = f(x̂k−1|k−1) + g(x̂k−1|k−1)uk ▷ Predicted state estimate
ŷk = h(x̂k|k−1, uk)
Pk|k−1 = FkPk−1|k−1F

T
k +Qk ▷ Predicted covariance estimate

Update Step:
ỹk = yk − ŷk ▷ Error
Sk = HkPk|k−1H

T
k +Rk ▷ Residual covariance

Kk = Pk|k−1H
T
k S

−1
k ▷ Optimal kalman gain

x̂k|k = x̂k|k−1 +Kkỹk ▷ Updated state estimation
Pk|k = (I −KkHk)Pk|k−1 ▷ Updated covariance estimation

[241] uses two steps to estimate the states: 1) update and 2) predict step. The estimated
state vector is denoted by x̂k, and the control input and output, respectively, are denoted
by the uk and yk. The output residual is defined as ỹk = yk − ŷk with ŷk as the estimated
output of the EKF.

The prediction step is used to estimate state x̂k and covariance matrix Pk|k−1 ∈ Rn×n.
The update step is used to update the state and covariance estimates using the Kalman gain
Kk ∈ Rn, residual covariance matrix Sk ∈ Rm×m, measurement variance matrix Rk ∈ Rm×m,
and measurement matrix Hk. The state transition and observation matrices FH

k and Hk,
respectively, are given by

FH
k =

∂fH

∂x
|x̂k−1|k−1,uk

Hk =
∂h

∂x
|x̂k|k−1,uk .

(3.3.16)
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The model validation and state and parameter estimation results for SOH coupled models
developed in (3.3.11) and (3.3.14) are presented next.

3.3.4 Simulation and Experimental results

In this section, we have presented both simulation and experimental results to validate
the proposed models developed in Section 3.3.2 and the state estimation scheme proposed
in Section 3.3.3. First, the SOH-coupled model is validated via simulation by comparing
it with the existing uncoupled models, and then the experimental validation is presented
using an actual drive cycle current as input. Second, the extended model is validated using
experimental data under the same drive cycle. Finally, the state estimation results using
EKF with two different drive cycles are presented.
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Figure 15: Comparison results between SOH coupled model (3.3.11) and the SOH uncoupled
model (3.3.9) for 10A (approx. 4.17Crate) CC-CV cycling at Ta = 25◦C; a) SOC for the first
charge-discharge cycle, b) SOC for a time window at approximate mid-life, c) SOH decay
for EOL cycle.

SOH-coupled model validation

In this subsection, we present comparison results between the SOH-coupled model in (3.3.11)
and the ETA model in (3.3.9) [174, 235]. The initial state vector was selected as x =
[0 0.1 0.1 10 25 1]T with sampling time of 1s. A 10A constant current constant voltage
(CC-CV) charge-discharge cycle was used as an input for both the proposed SOH coupled
model (3.3.11) and uncoupled model (3.3.9) to observe the battery degradation over the life.

Figure 15 a) and b) depict the comparison between the evolution of SOC for both models
to illustrate the difference between the number of charge-discharge cycles. From Figure 15
(a), it can be seen that the SOCs during the first charge and discharge cycle are the same
for both the coupled and uncoupled models with the same initial conditions. This similarity
is due to the SOH value being 100% for a new cell. Figure 15 (b) depicts the SOC curves for
both models for a time window at approximate mid-life. It can be observed that although
the time window for both the models is the same, the proposed coupled model was at its
2037th charge-discharge cycle, whereas the uncoupled model was at its 2000th.

It can be observed from (3.3.4) that as the battery ages, the denominator term (SOH ∗
Cuse) keeps diminishing. This leads to a shorter charge and discharge time to reach the
current full capacity with the same CC-CV charging. However, since the uncoupled model
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uses constant Cuse throughout the battery’s cycle life, the charge/discharge times are the
same for each cycle and longer, leading to less cycle number in the same time window, as
shown in Figure 15 (b).

Figure 15 c) depicts the comparison results for SOH decay to EOL (80%) of the battery
for both uncoupled and coupled models. It can be observed that the SOH for the uncoupled
model (3.3.9) decays to EOL faster than the proposed coupled model (3.3.11). The EOL
for the uncoupled model is achieved at 3664 cycles when compared to 4520 cycles for the
proposed coupled model. This is because the constant Cuse in SOC dynamics of the un-
coupled model (3.3.9) makes the cell charge up to the constant rated capacity until EOL
leading to a lesser number of cycles. On the other hand, the proposed coupled model’s SOC
dynamics take capacity fade into account and always limit the charging/discharging to the
current charge-holding capacity of the battery and, hence, depict a higher cycle number to
reach EOL.

Furthermore, we have compared the number of cycles till the EOL of the uncoupled
and the proposed model with experimental validation results in [240], shown in Figure 16
a), b). The EOL charge-discharge cycle number, with the input of 10A at 650C, of the
coupled model (3.3.11) is found to be 457 cycles, as shown in Figure 16 a), which is more
closer to the experimental results presented in [240], i.e., at 0.8 SOH the number of cycles is
greater than 450 cycles at 65◦C. On the other hand, the uncoupled model (3.3.9) EOL cycle
number is 405, as shown in Figure 16 b), which is lower than the experimental results in
[240] as discussed above. This implies that the proposed SOH-coupled model (3.3.11) more
accurately represents the actual cell dynamics and number of cycles of operation.
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Figure 16: SOH decay (4.17Crate, 65
◦C) for a) coupled and b) uncoupled model.

Experimental validation

In this subsection, experimental studies are conducted on cylindrical A12326650 LiFePO4/graphite
cells with a capacity of 2.5 Ah. Maccor 4300M battery testing system, shown in Figure 17,
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is used for the experiments. All the tests were conducted in the environmental Chamber.
The testing system records the battery’s measured data (voltage, current, and temperature)
to the computer. We imported the recorded current and voltage to Matlab/Simulink to
validate the proposed coupled models in (3.3.11) and (3.3.14). First, the capacity of the

Figure 17: Maccor testing equipment.

cell is measured experimentally by cycling the battery at a low rate (C/20) and found to be
2.4Ah. Next, the Voc(SOC) curve is obtained from the OCV-SOC test as follows,

1. The cell was fully discharged to 0% SOC following the standard CC-CV protocol as
shown in Figure 18.

2. Then, the batteries were rested for 2h and charged with C/20 in the intervals of
10%SOC.

3. The OCV of batteries was measured after 2h rest after each 10% SOC increment.

4. Steps 3) and 4) were repeated until the batteries were charged to 100%SOC.

5. Steps 3), 4), and 5) were repeated for discharge protocol.

Figure 19 depicts the Voc varying with SOC for both charge and discharge cycles. The
average of these curves is used to model the Voc(SOC) curve. It can be seen that Voc(SOC)
has an almost linear behavior in the region between 10% and 100% SOC and exponentially
drops while the SOC is below 10% [245]. Although Voc varies with temperature, the authors
in [246] showed that Voc variation with temperature is minimal in LiFePO4 cells. Therefore,
the OCV-SOC test is carried out at a constant (25◦C) temperature. From the experimental
data, the Voc and SOC relation can be approximated as

Voc(SOC) = p0 + p1SOC + p2SOC
2 + p3SOC

3+

p4SOC
4 + p5SOC

5 + p6SOC
6+

p7SOC
7 + p8SOC

8

(3.3.17)

where the coefficients pξ, ξ = 0, · · · , 8, are listed in Table 11. Likewise, pulse charging
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Figure 18: CC-CV current at 1Crate.
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Figure 19: OCV varying with SOC for charge and discharge cycle.

Table 11: Coefficients of Voc(SOC) for SOH-coupled model.

p0 = 2.6716 p3 = 530.5705 p6 = −2041.9950
p1 = 12.4519 p4 = −1428.5355 p7 = 982.9183
p2 = −111.8739 p5 = 2249.9804 p8 = −192.7344

and discharging currents, as shown in Figure 20, are used to extract the parameters of the
ECM [244] at different temperatures (15◦C, 25◦C, 35◦C, and 45◦C). The ECM parameters
are identified using the pulse-relaxation experiments [244], i.e., the voltage response curves
during the rest period (pulse-relaxation) at each SOC and temperature are used to compute
R0 and other parameters of ECM. The ECM parameters are then characterized as functions
of SOC and temperature for both charge and discharge, as given in (3.3.2). The coefficients
for the parameters given in (3.3.2) are listed in Table. 12 and 13. The parameters of the
single cell lumped thermal model are adopted from [234], such as Ru = 3.08, Rc = 1.94,
Cc = 62.7, Cs = 4.5, and Rg = 8.314 [244]. The SOH model parameters are given in Section
3.3.1. The A12326650 cell is cycled using a drive cycle current, as shown in Figure 21, and
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Table 12: Coefficients of parameters in charge condition for SOH-coupled model.

a0c =0.00374 a8c=2700 a16c= 3.295E4
a1c = 45.19 a9c= -3152 a17c=5.078E5
a2c=-19.82 a10c= 39.99 a18c = -1.271E6

a3c =0.0005564 a11c=15.79 a19c=7.433E5
a4c= -0.001371 a12c=0.002505 a20c=4039
a5c = 0.002355 a13c= -0.002719 a21c=-1.384E4
a6c= 220.4 a14c= 0.008104 a22c=2.434E4
a7c=-51.55 a15c=15.55 a23c= -1.422E4

Table 13: Coefficients of parameters in discharge condition for SOH-coupled model.

a0d =0.003304 a8d=-971.6 a16d= 0.001499
a1d = 53.82 a9d= 3892 a17d=-3.648E5
a2d=-19.21 a10d= 83.94 a18d = 1.487E6

a3d =0.002477 a11d=-71.61 a19d=-1.129E6
a4d= -0.006782 a12d=0.007987 a20d=746.4
a5d = 0.005186 a13d= -0.01778 a21d=2.027E4
a6d= 132.5 a14d= 0.01273 a22d=-6.325E4
a7d=-23.39 a15d=23 a23d= 4.447E4

0 2 4 6

10
4

0

5

10

15

0 2 4 6 8

10
4

0

5

10

15

2.2 2.6 3

10
4

3.3

3.35

3.4

2.2 2.6 3

10
4

3.2

3.25

3.3

3.35

Figure 20: a) Pulse discharge voltage and current profile, b) pulse charge voltage and current
profile.

the same current is used as an input to the proposed coupled model (3.3.11). Figure 22 (a)
depicts the comparison results of the model voltage output with experimentally measured
voltage. The model output tracks the experimentally obtained voltage with RMSE 0.0063V.
Correspondingly, the comparison results for measured and model surface temperatures are
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given in Figure 22 (b). The model tracks the experimentally measured surface temperature
with RMSE 0.0926◦C.
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Figure 21: Drive cycle current.
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Figure 22: Comparison results with drive cycle input current: a) SOH-coupled model (3.3.11)
output voltage with an experimentally measured terminal voltage of the A123 battery under
the same input current, b) SOH-coupled model (3.3.11) surface temperature with an exper-
imentally measured surface temperature of the A123 battery under the same input current.

Validation of the extended model

Similar to the experimental validation of the proposed model (3.3.11), the extended model
(3.3.14) is validated under the same drive cycle current. The output voltage tracks the
experimentally obtained voltage with RMSE 0.0054V, and the model surface temperature
tracks the experimentally measured surface temperature with RMSE 0.1◦C. To avoid redun-
dancy, the plots for the above comparison results are not included in the paper. Instead, the
comparison results between the measured R0 and model R0 at Ta ≈ 25◦C are presented in
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Figure 23. The R0 obtained from experiments approximated as in (3.3.12) for both charge
and discharge cycles is compared with the model state R0. From Figure 23, it can be seen
that the model state R0 tracks the measured values with RMSE 7.7E−8Ω. The SOC, SOH,
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Figure 23: Comparison results with drive cycle input current for measured R0 using (3.3.12)
and Model R0 from the SOH coupled model (3.3.14).

Tc, Ts, and R0 estimation results using EKF are presented next.

Table 14: Output voltage RMSEs at different Crates, Ta = 25◦C.

Crate RMSE SOH Cycle number

1 0.0029 0.8 9803
3 0.0038 0.8 6279
5 0.0040 0.8 3924
10 0.0042 0.8 1393

Simultaneous state and parameter estimation

In this subsection, two different drive cycle currents are used for simultaneous state and
parameter estimation using EKF.

First, the drive cycle input current, as shown in Figure 21, is used for EKF estimation
of voltage, Tc, SOC, and SOH for the proposed model (3.3.11), which is given in Figure 24
a), b) and Figure 25 a) and b), respectively. The initial value vector was chosen as x̂0 =
[0.33 0.002 0.002 24.7 24.7 0.98]T , P = diag[2, 0.04, 0.04, 0.01, 0.01, 0.023], Q = 0.000001 ∗
ones(6, 6), and R = 1E − 7I. It can be clearly seen that the EKF is able to estimate
the state close to the actual values. The output voltage, Tc, SOC, and SOH estimation
errors are within a 1% band with RMSEs 0.0011, 0.0065, 0.0015, and 0.0060, respectively.
Second, an Urban Dynamometer Driving Schedule (UDDS) current profile, as shown in

Figure 26 a), is used as an input to the proposed coupled model (3.3.11). Figure 26 b) and
Figure 27 a) and b) depict the estimation results for voltage, SOC, and SOH, respectively.
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Figure 24: Comparison results with drive cycle input current a) SOH-coupled model (3.3.11)
output voltage and estimated voltage using EKF under the same input current, b) Core
temperature from the model and EKF under the same input current.
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Figure 25: Comparison results with drive cycle input current a) SOC from the model (3.3.11)
and EKF under the same input current, and b) SOH from the model and EKF under the
same input current.

It can be observed that the estimated voltage and states (SOC, SOH) converge close to the
actual value. The output voltage, SOC, and SOH estimation errors are within the 1% band
with RMSEs 0.0016, 0.0014, and 0.0085, respectively. This implies that the proposed model
can be employed for characterizing the SOH of LIB under real-driving scenarios. Next, the
comparison results for EKF estimation of R0 for the extended model (3.3.14) are given in
Figure 28 under the drive cycle input current as shown in Figure 21. The R0 estimation
error is within a 1% band with RMSE 1.963E − 4.

Finally, we present simulation results at high Crates and different temperatures to eval-
uate the proposed model (3.3.11) and EKF using CC-CV input current. The initial value
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Figure 26: a) UDDS input current, b) Comparison results for output voltage from SOH-
coupled model (3.3.11) and EKF under the same UDDS current.

Figure 27: Comparison results with UDDS current a) SOC from the model (3.3.11) and EKF
under the same input current, and b) SOH from the model and EKF under the same input
current.

vector was chosen as x̂0 = 0.1 ∗ [x(1) x(2) x(3) 2 ∗ x(4) 2 ∗ x(5) 7.9 ∗ x(6)]T , P = 1E4 ∗
diag[1, 4, 4, 10, 18, 1E − 9], Q = 0, and R = 1E − 7 ∗ diag[1, 1]. Figure 29 a), b), c), and
d) depict the SOH estimation using EKF for the coupled model (3.3.11) at different Crates
(Crate = 1, 3, 5, 10), and temperatures (Ta = 35◦, 45◦, 55◦C, 65◦C). Here, it can be observed
from Figure 29 a), b), c), and d) that the estimated SOH converges close to the actual value
at all Crates. Table 14 presents the output voltage RMSEs at different Crates with SOH decay
to 0.8. It is found from Figure 29 a) at 1Crate, SOH decays to 0.8 after 9803 CC-CV cycles of
the battery, Figure 29 b) SOH decays to 0.8 after 6279 CC-CV cycles of the battery at 3Crate,
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Figure 28: Comparison results for R0 from the SOH-coupled model (3.3.14) and EKF under
the same drive cycle current.

Figure 29 c) SOH decays to 0.8 after 3924 CC-CV cycles of the battery at 5Crate, whereas in
Figure 29 d) it took 1393 cycles for the SOH to decay to 0.8 at 10Crate. Consequently, as the
Crates increases, SOH decays faster at the same Ta = 25◦C, reducing the life of the battery.
Additionally, variation in SOH at different ambient temperatures (35◦, 45◦, and 55◦C, 65◦C)

Figure 29: Comparison of SOH until EOL at different Crate. a) 1Crate, b) 3Crate, c) 5Crate d)
10Crate. Comparison of SOH until EOL at different Ta at 1crate. e) 35

◦C, f) 45◦C, g) 55◦C,
and h) 4.17Crate 65

◦C.

at 1Crate is also depicted in Figure 29 e), f), g), and h). In Figure 29 e) SOH decays to
0.8 at 1Crate as the battery is cycled through 4828 CC-CV cycles at Ta = 35◦ with RMSE
0.0030, whereas in Figure 29 f) SOH decays to 0.8 at 1Crate as the battery is cycled through
2475 CC-CV cycles at Ta = 45◦ with RMSE 0.0029. In Figure 29 g), SOH decays to 0.8 at
1Crate as the battery is cycled through 1319 CC-CV cycles at Ta = 55◦ with RMSE 0.0030,
and SOH decays to 0.8 as the battery is cycled through 457 CC-CV cycles at 4.17Crate at
Ta = 65◦C with RMSE 0.0040, as shown in Figure 29 h). Consequently, it can be observed
that SOH decay is fast at Ta = 45◦C and 55◦C when compared to Ta = 25◦C, which is due
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to the increase in resistance at higher operating temperatures [121].

3.4 Conclusion

In Section 3.2, an ECM-based state space representation of LIB with SOC-dependent param-
eters is presented along with an NLO. The NLO is used to estimate states and parameters
simultaneously. The simulation results validated the estimation accuracy of the NLO. Section
3.3 proposed a dynamic SOH-coupled nonlinear ETA model. In addition, we also extended
the SOH-coupled model by augmenting the ohmic resistance dynamics, allowing simultane-
ous state and parameter estimation using a filter or an observer-based approach. Both the
models are validated experimentally and numerically, and comparison results at different
Crates and ambient temperatures are also presented to show the effectiveness of the proposed
coupled models. EKF is used to estimate the critical battery states such as SOC, SOH,
core, and surface temperatures. This will improve the BMS capability for efficient thermal
management and health-conscious decision-making. Moreover, estimating the time-varying
ohmic resistance can be used as an indicator for internal degradation/fault.

The next chapter discusses the FD schemes based on: a) SOC dependent model as
discussed in Section 3.2.2 to detect internal (side-reaction) faults, b) the SOH-coupled model
as discussed in Section 3.3.2 to detect thermal and side reaction faults in LIBs along with
estimating the core temperature, SOC and SOH of the battery during faults.
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CHAPTER IV

FAULT DIAGNOSIS OF LITHIUM-ION BATTERY

In this chapter, FD schemes using two different models of LIBs are presented. Section 4.2
uses SOC dependent model as discussed in Section 3.2.2 to detect internal (side-reaction)
faults. Section 4.3 and Section 4.4 use a SOH-coupled model as discussed in Section 3.3.2 to
detect thermal and side reaction faults for LIBs using an adaptive threshold generator. A NN
learning scheme is proposed to learn the physics of fault mechanism and estimate the core
temperature and detect thermal faults in Section 4.3. A modified NN-based learning scheme
in Section 4.3 is proposed in Section 4.4 to learn the faults and estimate core temperature,
SOC, and SOH during faults. The NN learning scheme modified in Section 4.4 is also used
to detect thermal and side reaction faults in LIB. In this chapter all the faults considered
are additive faults.

4.1 Introduction

The past decade has seen a growing trend towards next-generation LIBs in EVs due to their
high energy density, high coulombic efficiencies, and low self-discharge [247]. However, safety
and reliability have been major concerns for these devices. A BMS ensures battery safety,
power, and energy management. Key functions of advanced BMS include monitoring internal
states, such as SOC and SOH, and battery charging. Developing an accurate battery model
and effective SOC and SOH estimation algorithms is crucial in battery behavior analysis
and thermal management, extending the battery’s run-time and preventing overcharge/over-
discharge.

There are two battery models – ECM [2, 225] and electrochemical model [15] – proposed in
the literature that are employed to estimate the SOC and the SOH. The ECM is used widely
due to its ease of implementation and fair accuracy when compared to the electrochemical
models. The latter suffers from computational complexity due to involving large time-varying
spatial partial differential equations. To further improve the ECM, electro-thermal models
[234] also have been incorporated to exploit the coupling between the thermal and electrical
dynamics (ECM) of LIB. Recently the electro-thermal model is further extended in [174,
241, 248] to include the aging effects of the cell as discussed in chapter III.

On the other hand, advanced BMSs are incorporated with fault diagnosis algorithms to
detect faults, such as voltage drift, overcharge/over-discharge current, and high-temperature
[26]. The FD schemes include co-relation-based [249], model-based [250], data-driven, and
hybrid [251] approaches. In a correlation-based approach, the correlation coefficients of
cell voltages are captured and compared for FD in LIB. Among the above FD methods,
model-based fault diagnosis of dynamic systems is widely used. The performance of the
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model-based approaches highly depends on the model accuracy with which they maintain
robustness against cell-inconsistencies in all operating conditions.

Model-based FD schemes [45, 46, 47, 48, 50, 51] use output error as a residual to detect
a fault in the system. A fault is said to occur when this residual exceeds the threshold value.
The authors in [45] presented a FD and isolation scheme for sensor faults using an EKF. Di-
agnosis of overcharge/over-discharge and electrochemical faults using EKF and sliding mode
observer (SMO) are presented in [46] and [47], respectively. The author in [48] used a UKF
to diagnose parameter-based faults in LIB. The authors in [50] present simultaneous fault
isolation and estimation schemes using Leuenberger and learning observers. Multiple-model
adaptive estimation (MMAE) technique for diagnosing overcharge/over-discharge faults is
presented in [51].

Although the above said FD schemes [45, 46, 47, 48, 49, 50, 51] could detect and isolate
various kinds of faults (sensor and actuator, overcharge/discharge fault, electrochemical) in
LIB, the authors in [45], [48] considered the parameters to be constant for a healthy model of
the battery, which is not practical. Similarly in [51] the OCV vs. SOC curve is considered
to be linear which is non-linear and may reduce the accuracy of the battery model. In [50]
the authors considered the ohmic resistance, i.e., R0, of the battery to be constant during
dynamic computations, which varies with SOC and is an important parameter to estimate
SOH. Thus, considering the parameters to be constant, may reduce the accuracy of the
battery model.

On the other hand the aforementioned FD schemes [45, 46, 47, 48, 50, 51] do not address
LIB’s internal/thermal faults. The internal faults cause high internal pressure and temper-
ature leading to thermal runaway. The catastrophic failures in LIB can be circumvented by
early detection and diagnosis of internal faults. The authors in [52, 53, 54, 55, 252] address
internal thermal faults in LIBs. In [52, 55, 252], the authors used two state electro-thermal
model to detect internal thermal faults using core and surface temperatures as residuals
and adaptive threshold to account for the uncertainties in the battery model. Since core
temperature is not available for direct measurement, the SOC [52] information and internal
resistance estimates from the observer [55, 252] are used to compute the core temperature.
In addition, the authors in [55] used an online battery internal resistance estimator to rep-
resent the changes in core temperature due to fault. As a result, the algorithm requires a
better understanding of the physics of the failure mechanism.

Although the above model-based schemes [52, 53, 54, 55, 252] could detect internal ther-
mal faults, they do not consider the effect of SOH on ECM and the thermal dynamics of
the battery. The ECM and thermal parameters vary with internal degradation phenomenon
[29], and external factors [29], such as Crate, temperature, and DOD, may render these FD
schemes ineffective. In addition, core temperature estimations must also include the change
in resistance and SOC due to the normal and accelerated change in health caused by degrada-
tion and internal faults. The above models [52, 55, 252] also do not address the side reaction
faults, such as dendrite growth, SEI layer formation, and lithium plating [29]). These faults
reflect changes in the battery’s SOC, SOH, voltage, and core and surface temperatures.

Therefore, deployment of a SOH-coupled ETA model [241] for FD and design of the
adaptive threshold for residuals accounting for health degradation of the battery will help
reduce the false alarms due to the degradation of the battery. It will also improve the
accuracy of SOC, SOH, core temperature, and parameter (R0) estimation under the fault

65



conditions.
Motivated by the above limitations, in the first part of this chapter, we propose a novel

nonlinear state space model of an ECM of LIB to estimate the SOC and internal parameters
using EKF. The ECM parameters are considered to be non-linear and SOC dependent.
Further, a model-based FD scheme using the EKF as an observer is presented. Faults such
as over-charge/over-discharge, sensor, internal short circuit, and external abuse lead to an
increase in the internal temperature of LIB [44]. This temperature rise affects the internal
ohmic resistance of the battery. Therefore, we consider the Arrhenius dependency of the
parameters (internal/ohmic resistance i.e., R0) on the average temperature of LIB [56] to
develop the model-based FD scheme for thermal faults. The output residuals are generated
by comparing the faulty battery and the estimated outputs. When the residual exceeds a
predefined threshold value, a fault is detected. The simulation results prove the accuracy of
the proposed thermal FD scheme.

In the second part of this chapter, we reformulated the SOH-coupled ETA model pre-
sented in Section 3.3.2 to incorporate the voltage dynamics for FD and core temperature
estimation. An NLO is designed to simultaneously estimate the states (SOC, SOH, core, and
surface temperature) and internal resistance (R0). The observer output and the battery’s
measured voltage and surface temperature are compared to generate residuals for thermal
FD. An adaptive threshold generator, used for the detection of faults, is designed by account-
ing for the parameter changes due to health degradation of the battery in no-fault conditions
and unmodeled dynamics. This enables separating the changes in the residuals due to the
fault in the battery and the degradation due to capacity fade.

Upon detection of the internal faults, a second NN-based observer to learn the internal
fault dynamics is proposed and employed to estimate the faulty states, including core tem-
perature. A Lyapunov-based update law is designed to train the NN weights online. The
weight update scheme uses the estimated core temperature (i.e., the core temperature in
the healthy condition from the first observer) along with the measured surface temperature
(battery output) to address the challenges in learning with only measured output. This also
guarantees faster learning of NN weights and convergence of the NN weight estimation error.
The core temperature estimate under the fault conditions from the NN-based fault observer
is compared against the healthy observer estimates to isolate the internal thermal faults.
Finally, the simulation results prove the accuracy of the proposed thermal FD and learning
scheme.

In the last part of the chapter, we used the reformulated SOH coupled model for FD
and SOC, SOH, and core temperature estimation. Then a NLO is designed to estimate the
healthy states (SOC, SOH, core and surface temperature, and parameter (R0)) of LIB. The
residuals for model-based FD are generated by comparing the measured outputs, such as out-
put voltage and surface temperature, and observer outputs. Later on, the adaptive threshold
generator is designed to account for unmodeled dynamics and the parameter changes due
to health degradation in no-fault conditions of the battery. This has allowed the adaptive
threshold generator to distinguish residuals due to the fault and the degradation (capacity
fade).

Upon detection of an internal fault, a second NN-based observer is introduced to learn
the internal fault dynamics. The employed observer learns the faults and estimates the faulty
states, including SOC, SOH, and core temperature. We introduce an online Lyapunov-based
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update law using the measured and estimated healthy states to train the NN weights. Using
the Lyapunov stability theory, we guarantee the convergence of the observer state and NN
weight estimation errors. These state estimates from NN-based observers during a fault
can be further used to isolate internal thermal faults, optimize charge/discharge cycles, and
predict the RUL of the battery. Finally, numerical simulation results are presented to prove
the efficacy of the proposed FD and learning scheme.

Contributions: The main contributions of this chapter are 1) develop a SOC-based
model as discussed in Section 3.2.2 to estimate SOC and parameters of the battery si-
multaneously, 2) develop an EKF-based FD scheme to detect internal (thermal) faults, 3)
reformulation of a SOH-coupled ETA model for FD, 4) development of an NLO to detect
internal thermal and side reaction faults in LIB and the convergence proof, 5) design of an
adaptive threshold generator to account for the parameter changes due to aging, and model-
ing uncertainties in no-fault conditions to detect the faults, 6) introduction of an NN-based
fault observer to learn thermal runaway and internal thermal resistance faults and estimating
the core temperature, and 7) design of an NN-based fault observer to learn internal thermal
and side-reaction faults and estimate the SOC, SOH, and core temperatures under fault
conditions. Analytical and numerical validation results using Lyapunov stability analysis
and computer simulation are also presented to corroborate the designs.

The next section discusses the FD scheme using the SOC-based model (Section 3.2.2) to
detect internal thermal faults in LIBs.

4.2 Fault Diagnosis via SOC-Dependent Parameter Varying Model

In this section, a parameter estimation and FD scheme for Lithium-ion batteries (LIBs) is
presented to detect internal faults at an embryonic stage using SOC dependent model. The
change in parameters due to internal faults of the LIB is captured by using an EKF. First,
a novel nonlinear state space model of the LIB using the ECM is developed. An EKF is
employed as an observer to estimate the SOC and internal parameters, which are the states
of the proposed state space model. Then, a model-based FD scheme is employed to detect
the thermal fault of the battery by comparing the model output with the faulty battery.
Finally, numerical simulation results are presented showing the convergence of the observer
estimation error and detection of the fault.

The rest of the section is organized as follows. Section 4.2.1 briefly describes the problem
statement and LIB modeling using 2RC ECM. Section 4.2.2 details the model-based FD
scheme. Simulation results followed by a conclusion are discussed in Section 4.2.3 and Section
4.5 respectively.

4.2.1 Problem Statement and Modeling of Lithium-ion Battery

In this section, a novel continuous-time nonlinear model of the LIB is developed and the
equivalent discrete-time representation is presented
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Problem statement

A 2RC ECM model, shown in Figure 2, is widely used to represent the LIB. The ECM is
obtained by combining Thevenin and run-time models [2]. The dynamics of the LIB in state
space form is given in (3.2.1).

This representation leads to a linear state equation with a nonlinear output equation [243].
However, the ECM parameters are SOC dependent and nonlinear [24]. Therefore, a linear
representation and parameter estimation approach may lead to inaccurate SOC estimation.
Since most of the FD schemes utilize the deviation of parameters from the nominal value,
a linear representation will be less accurate and may lead to false positives. Therefore, the
problem at hand is to develop a nonlinear model of the battery which is capable of estimating
the nonlinear internal parameters and can be used for FD. A solution to the above problem
is presented next.

Nonlinear model of LIB

To simultaneously estimate the states and parameters, a nonlinear state space model of LIB
is presented by defining the time-varying nonlinear internal parameters as state variables.
The assumptions 3.2.1 and 3.2.2 are recalled to proceed further.

Defining the state vector x =
[
x1 x2 x3 x4 x5 x6 x7 x8 x9

]T
where x1 =

SOC, x2 = Vcp1 , x3 = Vcp2 , x4 = R0, x5 = 1
Cp1

, x6 = 1
Rp1

, x7 = 1
Cp2

, x8 = 1
Rp2

, x9 = 1
Cuse

.

The state space representation of ECM from (3.2.1) along with parameters as states can be
expressed as,

ẋ = f(x) + g(x)u (4.2.1)

y = h(x, u) (4.2.2)

where x ∈ R9, and u ∈ R are the state and control input vector, respectively. The non-
linear internal dynamics is f(x) ∈ R9, the control coefficient function g(x) ∈ R9, and output
y = Vo ∈ R. Based on the experimental results presented in [24], the SOC-dependent ECM
internal parameters, i.e., R0, Rp1, Rp2, Cp1, Cp2, for both charge and discharge conditions are
obtained as an exponential function. The coefficients are presented in Table 7 and Table 8.
The output function h(x, u) = VOC(x1) − x2 − x3 − x4u. From the experimental result in
[24], the Voc(SOC) which is a function of SOC and obtained as a ninth-order polynomial
given as in (3.2.3).

Using Euler’s approximation, the discrete-time state space representation of (4.2.1), and
(4.2.2) can be expressed as,

xk+1 = f̄(xk) + ḡ(xk)uk

yk = h(xk, uk)
(4.2.3)

where xk ∈ R9, uk ∈ R and yk ∈ R are the state, control input, and output at time instant k ∈
N, N = 1, 2, 3 · · · with a sampling period T , i.e., t = kT . The internal dynamics f̄(xk) = xk+
Tfekf (xk) ∈ R9, and control coefficient function ḡ(xk) = Tgekf (xk) ∈ R9×1 where fekf (xk) =[
0 f1(xk) f2(xk) 0 0 0 0 0 0

]T
and gekf (xk) = [−x9k x5k x7k f3(xk) f4(xk) f5(xk)
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f6(xk) f7(xk) 0]T with

f1(xk) = −x2kx5kx6k,
f2(xk) = −x3kx7kx8k,

f3(xk) = −(−2a0(x1k − b0/c0)e
(−(

x1k−b0
c0

)2) − 2d0(x1k − e0/j0)e
(−(

x1k−e0
j0

)2)

− 2g0(x1k − q0/s0)e
(−(

x1k−q0
s0

)2)
)x9k,

f4(xk) = (−2a3(x1k − b3/c3)e
(−(

x1k−b3
c3

)2) − 2d3(x1k − e3/j3)e
(−(

x1k−e3
j3

)2)

− 2g3(x1k − q3/s3)e
(−(

x1k−q3
s3

)2)
)x9kx

2
5k,

f5(xk) = (−2a1(x1k − b1/c1)e
(−(

x1k−b1
c1

)2) − 2d1(x1k − e1/j1)e
(−(

x1k−e1
j1

)2)

− 2g1(x1k − q1/s1)e
(−(

x1k−q1
s1

)2)
)x9kx

2
6k,

f6(xk) = (−2a4(x1k − b4/c4)e
(−(

x1k−b4
c4

)2)

− 2d4(x1k − e4/j4)e
(−(

x1k−e4
j4

)2) − 2g4(x1k − q4/s4)e
(−(

x1k−q4
s4

)2)
)x9kx

2
7k,

f7(xk) = (−2a2(x1k − b2/c2)e
(−(

x1k−b2
c2

)2) − 2d2(x1k − e2/j2)e
(−(

x1k−e2
j2

)2)

− 2g2(x1k − q2/s2)e
(−(

x1k−q2
s2

)2)
)x9kx

2
8k,

where ai, bi, ci, di, ei, ji, gi, and si for i = 0, 1, 2, 3, 4 are the coefficient of parameters for
both charge and discharge conditions given in Table 7 and Table 8 respectively. The output
equation h(xk, uk) = VOC(x1k)− x2k − x3k − x4kuk.

Remark 4.2.1 The state space representation of the ECM in (4.2.3) uses functions of the
circuit parameters as states of the model. This allows an EKF to estimate the nonlinear
parameters. Further, the estimated parameters can be used for the model-based FD scheme
presented next.

4.2.2 Model-Based Fault Detection Scheme

In this section, first, the EKF is presented to estimate the SOC and internal parameters.
Then, a model-based FD scheme is presented using EKF as an observer.

SOC and parameter estimation using EKF

The following standard assumption is necessary for the parameter assumption.

Assumption 4.2.1 The sampling time T is selected such that the system in (4.2.3) is ob-
servable.

The proposed model in (4.2.3) can be expressed with zero mean Gaussian and observation
noise as follows,

xk = f̄(xk−1) + ḡ(xk−1)uk + wk

yk = h(xk, uk) + vk
(4.2.4)
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where wk ∈ R9 and vk ∈ R are zero-mean Gaussian process and observation noises with
covariance Qk and Rk, respectively. The EKF acts as an observer for the system in (4.2.4)
which is represented as follows,

The prediction step is given by

x̂k|k−1 = f̄(x̂k−1|k−1) + ḡ(x̂k−1|k−1)uk

ŷk = h(x̂k|k−1, uk)

Pk|k−1 = FkPk−1|k−1F
T
k +Qk.

(4.2.5)

where x̂k and ŷk are the estimated states and output of the EKF. The update step can be
written as

ỹk = yk − ŷk

Sk = HkPk|k−1H
T
k +Rk

Kk = Pk|k−1H
T
k S

−1
k

x̂k|k = x̂k|k−1 +Kkỹk

Pk|k = (I −KkHk)Pk|k−1

(4.2.6)

where ỹk is the output residual, Pk|k−1 ∈ Rn×n is the predicted covariance matrix, Sk ∈ R is
the residual covariance matrix and, Kk ∈ Rn is the Kalman gain. The matrix functions

Fk =
∂f̄

∂x
|x̂k−1|k−1

+
∂ḡ

∂x
|x̂k−1|k−1

uk

Hk =
∂h

∂x
|x̂k|k−1

(4.2.7)

with Hk =
[
h9 −1 −1 −uk 0 0 0 0 0 0 0

]
and h9 = ∂Voc(x̂1k)

∂x̂1k
− ∂x̂4k

∂x̂1k
uk. The

model-based FD scheme is presented next by comparing the measured and estimated outputs
obtained using EKF.

Model-based fault detection scheme

The model-based FD scheme for a single lithium-ion cell is presented in Figure 30. The
dynamics of the faulted system are represented by

xk = f̄(xk−1) + ḡ(xk−1)uk + wk + η(xk)

yk = h(xk, uk) + vk
(4.2.8)

where η(xk) is the fault dynamics added to the battery dynamics.
An EKF, given in (4.2.5), is utilized as an observer which can estimate the battery

internal parameters using the proposed state space model in (4.2.8). The advantage of the
EKF is that it can estimate the states accurately under disturbances [45].

Remark 4.2.2 In traditional model-based FD schemes, a fault in the system state can be
detected using the observer-based approach. However, the parameter variation due to the
fault can not be estimated. In the proposed approach, the EKF can estimate the internal
parameters of the ECM of the battery using the proposed state space representation.
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Since the EKF can estimate the states accurately, in healthy conditions the EKF output
matches with the battery output. Thus, the voltage output residual ỹ is zero. Since the EKF
uses the healthy model of the battery, in case of an internal fault in the battery, the output
will still represent the output of a healthy battery. The output residual ỹk will increase. A
fault is said to occur when the residual evaluated is greater than a threshold value. The
threshold value to indicate fault can be computed based on the run-time maximum values
of the internal parameters. It is to note that the EKF can estimate the internal resistance

Figure 30: EKF-based fault detection scheme of a lithium-ion cell.

R0, which is one of the states of the proposed state space model. Therefore, a thermal fault
can be easily detected and isolated using the proposed EKF-based approach. To validate
the model-based FD scheme in a real world situation, the simulation results are presented
using actual driving cycle data in the next section.

4.2.3 Simulation Results and Discussion

Simulations are performed on MATLAB/Simulink platform and presented in this section to
show the effectiveness of the proposed model-based FD scheme. The ECM parameters are
computed from the experimental data presented in [24] for a polymer LIB of nominal capacity
of 10Ah. These parameters are used for the simulation. First, the SOC and parameter
estimation using EKF is discussed.

SOC and parameter estimation

The battery dynamics presented in (4.2.3) with coefficients in Table 7, Table 8 and Table 9
are used for simulation. The initial values of SOC, Vcp1, and Vcp1 are chosen as 0.9, 0.4V ,
and 1V , respectively, and the input current of 30A is used for both charging and discharging
cycles along with a 10A discharge current for 10% drop in SOC value as given in [24].
These current cycles range for a total time period of 43460 sec. A zero mean process and
observation noises added to the system dynamics in (4.2.3) are wk = 0 and vk = [0, 1] i.e., vk
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is a random noise between the values 0 to 1. The simulation results are shown in Figure 31 -
Figure 33. The actual output and estimated output voltage are shown in Figure 31. One can
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Figure 31: Estimated output voltage of LIB using EKF.

observe from Figure 31 that the estimated output voltage converges to the actual output in
the presence of observation noise to the system. One can also see from the zoomed version
of Figure 31 that the o/p voltage drops during charging condition (-I) of LIB and vice-versa
and also drops at every 10% SOC drop. The decrease in SOC due to battery aging and its
estimated value with EKF is shown in Figure 32. It is clear that EKF can estimate the SOC
with reasonable accuracy as shown in the zoomed Figure It is important to mention here
that the SOC is one of the states of the proposed model.
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Figure 32: Estimated SOC of LIB using EKF.

Similarly, the SOC-dependent nonlinear internal resistance (R0), which increases non-
linearly with degradation and aging of the battery, is shown in Figure 33. The estimated
values of R0 converge to the actual values. Note that the R0 is one of the parameters of the
ECM of LIB and is estimated using EKF. This proves the robustness of the proposed state
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space representation in the presence of noise in the system. Next, results for the model-based
FD scheme are presented.
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Figure 33: Estimated ohmic resistance R0 of LIB using EKF.

EKF-based fault detection scheme

To verify the effectiveness of the EKF-based observer for FD, an actual drive cycle, shown in
Figure 34, is used as an input current to LIB. A fault is introduced to the system at t = 2403
sec i.e., an externally increasing time-varying fault (0.0000001 ∗ (1 − e(0.001∗k−10))), k ∈ N is
added to R0 which is one of the states of the system. The estimated output voltage using

0 1000 2000 3000 4000

-1

-0.5

0

0.5

1

1.5

Figure 34: Drive cycle input current.

EKF with a fault in the system is given in Figure 35. It can be seen that EKF estimates
the output voltage accurately before the fault occurs. The EKF-based observer is unable to
estimate faulted battery output. This is due to the fact that the observer is unaware of the
fault in the battery and the battery dynamics change with the fault. This results in a large
output residual, which is the difference between the measured and estimated output voltage
of LIB.
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Figure 35: Estimated output using EKF when a fault is introduced at t = 2403 sec.

The output residual is shown in Figure 36. Threshold value is chosen to be a constant
for the simulation. We can observe from Figure 36 that the residuals are bounded below the
threshold value till the fault occurs in the battery i.e., at t = 2403 sec. The residual exceeds
the threshold value when the fault occurs. Thus, an internal fault is detected in the system
and is diagnosed at an incipient stage.
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Figure 36: Residual output and a threshold.

The next section discusses the fault diagnosis scheme using the SOH-coupled model
(Section 3.3.2) to estimate the core temperature and detect thermal faults in LIBs.

4.3 Core Temperature Estimation of Lithium-ion Batteries Under Internal
Thermal Faults Using Neural Networks

In this section, the NN-based FD scheme is proposed to estimate the core temperature and
detect the thermal faults in LIB. The estimation of the core temperature of a LIB is of
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paramount importance to prevent thermal runaway. This section presents a core tempera-
ture estimation scheme for LIBs under internal thermal faults. First, a model-based incipient
internal FD scheme using the SOH-coupled ETA model of the LIB is proposed. An NLO
is employed to estimate the states and parameters (internal resistance) of the SOH-coupled
state space model and generate multiple residuals, such as output voltage and surface tem-
perature. Second, an adaptive threshold is designed to detect convective cooling and internal
thermal resistance faults. The adaptive threshold minimizes the false positives due to the
battery’s health degradation and model uncertainties. Finally, a second network (NN)-based
observer to learn the fault dynamics and estimate the core temperature under fault condi-
tions is proposed. Further, the core temperature is used to isolate the internal thermal faults.
Analytical and numerical validation results using a Lyapunov-based approach are presented
to show the convergence of the state and NN weight estimation errors.

The rest of the section is organized as follows. Section 4.3.1 briefly describes the problem
statement and LIB modeling using the SOH-coupled ETA model. Section 4.3.2 and 4.3.2
details the model-based FD and isolation scheme with adaptive threshold design in Section
4.3.2. Section 4.3.3 details the core temperature estimation under fault using NN followed
by simulation results in Section 4.3.4 and conclusion in Section 4.5.

4.3.1 Background and Problem Formulation

SOH-coupled LIB model

In this section, a SOH-coupled ETA model [241], developed in Section 3.3.2, is presented
for a cylindrical A12326650 LiFePO4/graphite cell. The model is composed of three sub-
models: a) an ECM, b) a thermal model, and c) an aging model. A reformulated version of
the model by incorporating the terminal voltage dynamics can be expressed in a state space
form as

ẋ = f(x) + g(x, u)

yt = C̄x
(4.3.1)

where the state vector x = [x1 x2 x3 x4 x5 x6 x7 x8]
T with x1 = SOC, x2 = Vcp1 ,

x3 = Vcp2 , x4 = Tc, x5 = Ts, x6 = SOHc, x7 = R0, x8 = Vt, x ∈ R8, the control input
u = [u1 u2]

T ∈ R2 with u1 = I and u2 = Ta and yt is the output vector with output matrix

C̄ =

[
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1

]
. Thus, the output can be represented as yt = [x5 x8]

T . The

variable I denotes the charging/discharging current, R0 is total ohmic resistance, Tc and Ts
are the core and surface temperatures, respectively, SOHc represents capacity fade, and Cuse
represents the battery’s nominal capacity.

The internal dynamics f(x) =
[
0, −x2

Rp1(x1,x4,x5)Cp1(x1,x4,x5)
, −x3

Rp2(x1,,x4,x5)Cp2(x1,,x4,x5)
,

−x4
RcCc

+ x5
RcCc

, x4
RcCs

− x5
RuCs

− x5
RcCs

, 0, α1(x), −α2(x)− α3(x)
]T

whereRp1(·) and Cp1(·)
are charge transfer resistance and capacitance, and Rp2(·) and Cp2(·) are diffusion resistance
and capacitance of the cell, respectively, which are a function of SOC, Tc, and Ts. The
lumped resistances Rc(K/W ) and Ru(K/W ), and capacitances Cc(J/K) and Cs(J/K) are
the heat conduction resistance, convection resistance, core heat capacitance, and surface
heat capacity, respectively. The temperature Ta denotes the ambient temperature, and N
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denotes the number of cycles until the EOL. The functions α1(x) = −a1vx7 ẋ4+ẋ52
1

(
x4+x5

2
−a2v )2

,

α2(x) =
−x2

Rp1Cp1
, α3(x) =

−x3
Rp2Cp2

, with the coefficients a0v , a1v , a2v are the average of {a0c , a0d},
{a1c , a1d},{a2c , a2d}, respectively. The subscript with c and d denote charging and discharg-
ing, respectively. For more details of the model, the readers are encouraged to refer to
[241].

The vector function g(x, u) =
[

−u1
x6Cuse

, u1
Cp1(x1,x4,x5)

, u1
Cp2(x1,x4,x5)

, u1(Voc(x1)−x8)
Cc

, u2
RuCs

,

−u1
2N(x1,Crate,x4)Cuse

, 0, u1(−α1(x)− β1(x)− β2(x)− β3(x))
]T

where β1(x) =
1
Cp1

, β2(x) =
1
Cp2

,

β3(x) =
β4(x)
x6Cuse

, β4(x) = p1 + 2p2x1 + 3p3x
2
1 + 4p4x

3
1 + 5p5x

4
1 + 6p6x

5
1 + 7p7x

6
1 + 8p8x

7
1, pi for

i = 0, 1, 2, · · · , 8 are constant coefficients given in [241].
The model parameters R0, Rp1, Rp2, Cp1, and Cp2 in charge and discharge conditions

are obtained experimentally and are given in Section 3.3.4. Since the coefficients of R0

are close to each other for both charging and discharging conditions, we have averaged these
coefficients to obtain a common coefficient. The detailed insights on reformulating the model
in (4.3.1) are given in Section 4.4

Remark 4.3.1 The ECM parameters used in SOH-coupled model (4.3.1) are time-varying,
i.e., they vary with SOH of the battery cell.

Problem statement

Model-based FD schemes generate residuals using the actual and estimated outputs and com-
pare them against predetermined constant threshold values to detect faults [46]. Although
Ts is measurable in (4.3.1) to generate residuals to detect convective cooling resistance fault,
Tc information is also vital in detecting and isolating thermal faults such as internal thermal
resistance and thermal runaway fault. In reality, Tc is not measurable, and conventional
observer-based techniques don’t estimate faulty Tc values.

Additionally, the LIB parameters in (4.3.1) vary with SOH, a constant threshold approach
may not be used to differentiate between the degradation and faults from the residuals.
Further, modeling uncertainties can also lead to false positives with a constant threshold.
Therefore, the threshold for model-based fault detection must be adaptive to accommodate
the internal parameter variation due to aging and modeling uncertainty for fault detection.

In summary, the problem at hand is threefold: 1) design a NLO to estimate the healthy
states and parameters of the cell, 2) design the adaptive threshold to account for parameters
varying with capacity fade and modeling uncertainty, and 3) develop a second NN-based
observer to learn the internal fault dynamics to estimate the faulty states including core
temperature for better thermal management. Solutions to the above problems are presented
next.

4.3.2 Fault Detection Scheme

In this section, we first proposed a model-based fault detection by using the reformulated
SOH-coupled model. Then, we introduced an adaptive threshold generator accounting for
the internal parameter changes and model uncertainties.
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Remark 4.3.2 Note that the proposed fault detection scheme can be applied to other cell
chemistries.

Fault mapping for detection and isolation

We consider three types of thermal faults, such as convective cooling resistance fault, internal
thermal resistance fault, and thermal runaway fault [52] and are listed in Table 15 with their
mapping to the internal parameters.

Table 15: Fault mapping for thermal faults.

Actual faults Description of fault Fault map

Fault 1

Convective cooling resistance fault (∆Ru),
which is represented by a significant devia-
tion in the parameter Ru from its nominal
value.

γ1 = 0 γ2 ̸= 0

Fault 2
Internal thermal resistance fault (∆Rc),
which is modeled by a change in the param-
eter Rc from its nominal value.

γ1 ̸= 0 γ2 ̸= 0

Fault 3

Thermal runaway fault, which is modeled by
an additional heat-generation term that con-
tributes to the core temperature rise in the
battery.

γ1 ̸= 0 γ2 = 0

The state space model with the faults in Table 15 can be expressed as

ẋ = f(x) + g(x, u) + Γ(x, u)

yt = Cx
(4.3.2)

where the vector Γ(x, u) = [0 0 0 γ1(t) γ2(t) 0 0 0]T are the faults added to the dynamics of
the battery. The function γ1(t), and γ2(t) represent faults in core temperature and surface
temperature dynamics, respectively. The convective cooling resistance fault (failure of the
cooling system) can be modeled by γ2(t) and exhibited as an increase in surface temperature
residual. Similarly, the thermal runaway faults (overcharging/discharging, short circuit) can
be modeled by γ1(t) and exhibit as an increase in core temperature residual. Similarly, the
internal thermal resistance fault (inhomogeneous heat dissipation) can be modeled as both
γ1(t) and γ2(t) and exhibits as both increases in core and surface temperature residuals. The
core and surface temperature changes also affect voltage (4.3.1) in the presence of faults.
Therefore internal faults in Table 15 also exhibit as an increase in voltage residual.

Fault detection observer design

The LIB’s SOH-coupled dynamics in (4.3.1) can be rewritten as

ẋ = Kx+ f(x)−Kx+ g(x, u)

= Kx+Π(x) + g(x, u)
(4.3.3)
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where K ∈ Rn×n is a Hurwitz matrix, Π(x) = f(x)−Kx. Based on (4.3.3) the NLO can be
represented by

˙̂x = Kx̂+Π(x̂) + g(x̂, u) + LT (y − ŷ)

ŷt = Cx̂
(4.3.4)

where x̂ is the estimated state, L ∈ Rm×n is the observer gain, and Π(x̂) = f(x̂)−Kx̂.
The observer state estimation error dynamics using (4.3.3) and (4.3.4) can be expressed

as
˙̃x = Kx̃+ Π̃(x, x̂) + g̃(x, x̂, u)− LTCx̃ (4.3.5)

where the state estimation error x̃ = x−x̂, Π̃(x, x̂) = Π(x)−Π(x̂), g̃(x, x̂, u) = g(x, u)−g(x̂, u)
and the output error ỹ = y − ŷ = Cx̃. For brevity, we drop the arguments in the functions,
i.e., Π̃(x, x̂) is Π̃, g̃(x, x̂, u) is g̃, when it is clear.

The next theorem guarantees the asymptotic convergence of the state estimation error
x̃ under no-fault conditions. Before introducing the theorem, we need the following trivial
assumption.

Assumption 4.3.1 The functions Π̃ and g̃ are continuously differentiable locally Lipschitz
functions for any Lπ, Lg > 0 there exists r > 0 such that ∥Π̃∥ ≤ Lπ∥x̃∥ and ∥g̃∥ ≤
Lg∥x̃∥ ∀ ∥x̃∥ < r.

Theorem 4.3.1 Consider the dynamics of the battery (4.3.3) along with the observer (4.3.4).
Suppose Assumption 4.3.1 holds. Let there exist a positive definite matrix P satisfying the
Lyapunov equation

(K − LTC)TP + P (K − LTC) = −Q (4.3.6)

where Q is a positive definite matrix with (K − LTC) being a stable matrix. Then, the
state estimation error x̃ is locally asymptotically stable from any initial x̃0 ∈ Ωx ⊂ R8, i.e.,
limt→∞ x̃→ 0.

Proof. The proof can be completed by selecting a Lyapunov function candidate V = 1
2
x̃TPx̃.

The derivative of V along the trajectories of (4.3.5) with the
Lipschitz continuity of the functions Π̃ and g̃ from Assumption 4.3.1 can be expressed as

V̇ ≤ 1

2
x̃T (P (K − LTC) + (K − LTC)TP )x̃+ (4.3.7)

λmax(P )Lπ∥x̃∥2 + λmax(P )Lg∥x̃∥2

where λmax(P ) is the maximum eigenvalue of symmetric positive definite matrix P . With
simple algebraic manipulation and definition of Euclidean norm, we can get

V̇ ≤ −x̃T (1
2
Q− λmax(P )LϕI)x̃ (4.3.8)

where Lϕ = Lπ + Lg. By properly selecting the K, L and P , we can ensure 1
2
Q −

λmax(P )LϕI > 0. Thus, from (4.3.8) V̇ < 0. By Lyapunov theorem, the state estimation
errors x̃ converge to zero asymptotically as t→ ∞. ■

From the above results, we can also show that the output estimation error also converges to
zero asymptotically and is presented in the next corollary.
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Corollary 4.3.1 Let hypothesis of Theorem 4.3.1 hold. Then, the output errors ỹ also
converge to zero asymptotically.

Proof. The proof is a direct result of the Theorem 4.3.1 since C is a constant matrix. ■

The proposed NLO is used to generate output residuals by comparing the battery outputs
(terminal voltage, and surface temperature) with the observer outputs. The residuals are
compared against an adaptive threshold value designed next to detect the fault. We will
need the following assumption to proceed further.

Assumption 4.3.2 The observer state estimation error in (4.3.5) converges before the oc-
currence of any fault.

This is a trivial assumption since the observer can be implemented at the commissioning
of the cells.

Adaptive threshold design

In this subsection, we designed the threshold values for the output residuals. Unlike the
constant threshold values, we proposed adaptive thresholds [52] to account for the changes
in residuals due to aging, changes in operating conditions, and unmodeled dynamics (uncer-
tainty) and eliminate false positives.

We can express the changes in the model parameters as the sum of the nominal values and
the change, e.g., R0+∆R0, Cc+∆Cc, Cs+∆Cs, Ta+∆Ta, where ∆R0, ∆Cs, ∆Cc, and ∆Ta
are changes in the parameters due aging and modeling uncertainty. Therefore, the residuals
will lead to a non-zero value even under no-fault conditions. The nominal SOH-coupled
model in (4.3.3) can be rewritten to include the parameter changes (∆R0,∆Cs,∆Cc,∆Ta)
as

ẋ = Kx+Π+ g + χ(x, u)

y = Cx
(4.3.9)

where χ(x, u) = [η1(x, u), · · · , η8(x, u)]T is a vector-valued function of parameter changes
due to degradation. Note that χ(x, u) is a state and/or input-dependent vector function.

We can express η1(x, u), · · · , η8(x, u) as linear in unknown parameter form [52] as

η1(x, u) = η11, η2(x, u) = η21, η3(x, u) = η31

η4(x, u) = η41 + η42x4 + η43x5 + η44u1,

η5(x, u) = η51 + η52x4 + η53x5 + η54u2, η6(x, u) = η61,

η7(x, u) = η71 + η72x4 + η73x5, η8(x, u) = η81 + η82u1

(4.3.10)

where η11, η21, · · · , η81 capture the modeling uncertainty i.e., they include the effects of ex-
ogenous input disturbances in the system [52]. The change in thermal parameters (Cc+∆Cc)
is reflected in η42, η43, and η44, (Cs + ∆Cs) is reflected in η52, η53, and η54, (Ta + ∆Ta) is
reflected in η54, and (R0 + ∆R0) is reflected in η44, η72, η73, and η82. The noise in input
current and ambient temperature is reflected in η44 and η82, and η54, respectively.
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Assumption 4.3.3 The parameters changes due to degradation and uncertainties, i.e.,
η1(x, u), · · · , η8(x, u), are assumed to be bounded, unknown, exogenous (and possibly time-
varying) inputs acting on the nominal battery model. For brevity of notation χ(x, u) is
represented as χ.

From Corollary 4.3.1, the output residuals under no fault and modeling uncertainty
conditions converges to zeros asymptotically. The residuals dynamics in the presence of
parameter changes due to aging and uncertainity can be expressed as

˙̃y1 ≤ −σ5ỹ1 + η5, and

˙̃y2 ≤ −σ8ỹ2 + η8.
(4.3.11)

where σ5, and σ8 are the convergence rates under no fault conditions. Using the comparison
lemma [52], the solutions to (4.3.11) can be computed as

ỹ1 ≤ ỹ1(0)e
−σ5t +

∫ t

0

e−σ5(t−τ)η5(τ) dτ, and

ỹ2 ≤ ỹ2(0)e
−σ8t +

∫ t

0

e−σ8(t−τ)η8(τ) dτ.

(4.3.12)

From the definitions in (4.3.10), we have |η5(τ)| ≤ |η51| + |η52||x4| + |η53||x5| + |η54||u2|,
|η8(τ)| ≤ |η81| + |η82||u1|. Since e−σ5t, e−σ8t > 0,∀t > 0, we can write |e−σ5t| = e−σ5t, and
|e−σ8t| = e−σ8t. Further, from Assumption 4.3.3, we have ηij ≤ ηijmax∀i, j = 1, · · · , 8. Using
Cauchy Schwarz [52] inequality |ab| ≤ |a||b|, (4.3.12) can be written as

ỹ1 ≤ Res1th = ỹ1(0)e
−σ5t +

∫ t

0

|e−σ5(t−τ)|η5max dτ,

ỹ2 ≤ Res2th = ỹ2(0)e
−σ8t +

∫ t

0

|e−σ8(t−τ)|η8max dτ,
(4.3.13)

where η5max = η51max + η52max|x4|+ η53max|x5|+ η54max|u2|, η8max = η81max + η82max|u1|.
The adaptive thresholds Res1th , and Res2th can be calculated as

Res1th = ỹ1(0)e
−σ5t + r1, and

Res2th = ỹ2(0)e
−σ8t + r2

(4.3.14)

where r1, r2 can be calculated from the filter dynamics as folows

ṙ1 = −σ5r1 + η5max, and

ṙ2 = −σ8r2 + η8max.
(4.3.15)

The adaptive thresholds in (4.3.14) prevent any false alarms from being generated in the
interval [0 T ] prior to the occurrence of a fault, even in the presence of parameters changing
due to aging and modeling uncertainty, satisfying ηi(x, u) ≤ ηimax ∀i = 1, 2, · · · , 8.

Note that from Table 15, the core temperature is an important internal indicator of the
fault and thermal runaway. Therefore, in the next section, we have proposed an NN-based
learning approach to learn the fault dynamics and estimate the core temperature using a
fault observer.
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4.3.3 Core Temperature Estimation Under Fault

In order to detect thermal faults with higher confidence and better thermal management,
estimation of the core temperature Tc under fault conditions is of paramount importance. In
this section, we proposed a second NN-based fault observer, designed by augmenting a NN
in the proposed NLO in Section 4.3.2, which can learn the fault dynamics online. Therefore,
the output of the observer will estimate the faulty states (SOC, capacitor voltages, internal
resistance, and terminal voltages) of the LIB along with the core temperature Tc. The
NN-based fault detection scheme is shown in Figure 37.

Figure 37: NN-based fault detection scheme.

Consider the state space model of the LIB under thermal fault given in (4.3.2). Since the
fault function, Γ(x, u) is unknown, we can revoke the universal approximation property of
the NNs to approximate the function in a compact set. Alternatively, the function Γ(x, u)
can be represented in parametric form using a multi-layer NN as

ẋ = Kx+Π(x) + g(x, u) + θTσ(x, u) + ϵ(x, u)

y = Cx
(4.3.16)

where ϵ(x, u) is the measurement error, σ(x, u) ∈ Rl is the basis function , l is the number
of neurons in the NN architecture and θ ∈ Rl×n is NN weights.

Since our goal, in this papers, is to investigate the faults γ1(t) and γ2(t) in the thermal
dynamics of the cell, we can express the NN approximator as θTσ(x, u) = [0 0 0 θTγ1σγ1(x, u),
θTγ2σγ2(x, u) 0 0 0]T . Therefore, the dynamics of the Tc and Ts and the redefined outputs
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under the fault conditions can be expressed as

ζ̇ = Aζ +Bū+ θTγ σγ(ζ, u) + ϵ(ζ, u)

ȳ = C̄ζ
(4.3.17)

where ζ = [ζ1 ζ2]
T with ζ1 = Tc, ζ2 = Ts, ū = [Q Ta]

T with C̄ =
[
0 1

]
, A =[ −1

RcCc

1
RcCc

1
RcCs

−1
RuCs

− 1
RcCs

]
, B =

[
1
Cc

0

0 1
RuCs

]
.

Based on (4.3.17), the NN-based fault observer can be written as

˙̂
ζ = Aζ̂ +Bū+ θ̂Tγ σγ(ζ̂ , u) + L̄T C̄ζ̃

ˆ̄y = C̄ζ̂
(4.3.18)

where L̄ ∈ R1×n, n = 2 is gain matrix obtained from L in (4.3.4) given as L̄ =
[
L51 L52

]
,

ζ̂ and ˆ̄y are the estimated state and output vectors, respectively. The state estimation error
is given as, ζ̃ = ζ − ζ̂.

The state estimation error dynamics in the presence of faults by subtracting (4.3.18) from
(4.3.17) can be written as,

˙̃ζ = Aζ̃ + θ̃Tγ σγ(ζ̂ , u) + θTγ σ̃γ − L̄T C̄ζ̃ + ϵ(ζ, u) (4.3.19)

where σ̃γ = σγ(ζ, u)− σγ(ζ̂ , u). The weight errors is given as θ̃γ = θγ − θ̂γ.
We aim to develop an online NN weight tuning rule to update the weights so that the

faulty state estimation error and NN weight estimation error converge close to zero. Before
introducing the NN weight update law we need the following assumption.

Assumption 4.3.4 The internal faults are slowly time-varying.

Since the model-based fault detection scheme can detect faults at an incipient stage, the
assumption holds for many faults at their initial stages. In LIB, the major challenge in
training the NN weights is the limited available measurement to design the update law, i.e.,
Tc is not available for measurements. To address this challenge, we employ the estimated
healthy state (T̂c) by the NLO in (4.3.4) as a substitute for the state Tc, in addition to
the faulty measured Ts. Defining the augmented output vector as the concatenation of the
healthy states and faulty measured output as X̄ = [T̂c, ȳ]

T , the augmented error vector
Ξ = X̄ − ζ̂ is employed to tune the NN weight estimates.

The weight update law of the NN is developed based on the subsequent stability analysis
as

˙̂
θγ = −σγ(ζ̂ , u)ΞTυ − σγ(ζ̂ , u)σγ(ζ̂ , u)

T θ̂γΥ (4.3.20)

where υ,Υ ∈ Rn×n are the learning rates.
The temperature T̂c in X̄ is the healthy estimate of Tc obtained from the observer in

(4.3.4) and does not account for faults reflecting in Tc. From Theorem 4.3.1, we know that
x̂→ x and by Assumption 4.3.2, we can rewrite X̄ = ζ +∆ζ , and ∆ζ = [∆Tc , 0]

T represents
the change in Tc due to fault. The augmented error vector Ξ = ζ̃ +∆ζ is employed to tune
the NN weight estimates.
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The weight error dynamics in the presence of faults based on (4.3.20) can be written as

˙̃θγ = σγ(ζ̂ , u)(ζ̃ +∆ζ)
Tυ + σγ(ζ̂ , u)σγ(ζ̂ , u)

T θ̂γΥ. (4.3.21)

The next theorem guarantees uniform ultimate boundedness (UUB) of the faulty state
estimation error.

Assumption 4.3.5 The change in Tc due to fault is assumed to be bounded with ∆Tc ≤ κζ̃1,
where κ, is some positive constant.

Assumption 4.3.6 Given a constant approximation error ϵ̄ there exists a vector of basis
functions σγ(ζ, u) and NN weight parameter vector θγ and positive constants σmax and θmax
such that given a compact set Ω, ∥θγ∥ ≤ θmax, ∥ϵ(ζ, u)∥ ≤ ϵ̄ and ∥σγ(ζ, u)∥ ≤ σmax, ∥σ̃γ(ζ, ζ̂, u)∥ ≤
2σmax, ∥σγ(ζ̂ , u)∥ ≤ σmax, ∀(ζ, u) ∈ ζ.

Theorem 4.3.2 Consider the dynamics of the battery (4.3.17) and the observer (4.3.18).
Suppose the Assumptions 4.3.2-4.3.6 hold. Let there exists a positive definite matrix P̄
satisfying the Lyapunov equation (A − L̄)T P̄ + P̄ (A − L̄) = −Q̄, where Q̄ is a positive
definite matrix with (A−L̄) being a stable matrix. If the weights of NN are updated according
to (4.3.20), then the estimation error and the weights error are ultimately bounded, i.e.,
ζ̃ , θ̃γ ∈ L∞.

Proof. The proof can be completed using a common Lyapunov function V (Z) = 1
2
ζ̃T P̄ ζ̃ +

1
2
tr(θ̃Tγ θ̃γ)), where Z = [ζ̃T vec(θ̃γ)

T ], vec(.) is the vectorization operator.
The first derivative of the Lyapunov function along the faulty observer state and NN

parameter estimation dynamics is given as

V̇ (Z) = ζ̃T P̄ θ̃Tγ σγ(ζ̂ , u) + ζ̃T P̄ θTγ σ̃γ + ζ̃T P̄ ϵ(ζ, u)+

1

2
ζ̃T (P̄ (A− L̄T C̄) + (A− L̄T C̄)T P̄ )ζ̃+

tr(θ̃Tγ (σγ(ζ̂ , u)ζ̃
Tυ + σγ(ζ̂ , u)∆

T
ζ υ+

σγ(ζ̂ , u)σγ(ζ̂ , u)
T θγΥ− σγ(ζ̂ , u)σγ(ζ̂ , u)

T θ̃γΥ))

(4.3.22)

recalling the Assumption 4.3.5 and 4.3.6, the first derivative of the Lyapunov function can
be upper bounded as

V̇ (Z) ≤ −1

2
λmin(Q̄)∥ζ̃∥2 − ∥Υ∥σ2

max∥θ̃γ∥2+

ψ1∥ζ̃∥∥θ̃γ∥+ ψ2∥ζ̃∥+ ψ3∥θ̃γ∥
(4.3.23)

where ψ1 = σmaxλmax(P̄ )+∥υ∥σmax+∥υ∥∥π∥σmax, ψ2 = 2θmaxσmaxλmax(P̄ )+ϵ̄λmax(P̄ ), ψ3 =
∥Υ∥σ2

maxθmax and π = diag[κ, 0].
Separating the cross terms in (4.3.23) and using Young’s inequality, 2|ab| ≤ |a|2 + |b|2:

we have 2∥θ̃γ∥∥ζ̃∥ ≤ ∥θ̃γ∥2 + ∥ζ̃∥2, (4.3.23) can be written as

V̇ (Z) ≤ −ψ4

2
∥ζ̃∥2 − ψ5

2
∥θ̃γ∥2 + c1 + c2 (4.3.24)
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where ψ4 =
1
2
λmin(Q̄)− ψ1 > 0 ψ5 = ∥Υ∥σ2

max − ψ1 > 0, c1 =
ψ2
2

2ψ4
, and c2 =

ψ2
3

2ψ5
.

From (4.3.24), we have V̇ (Z) < 0 as long as ||ζ̃|| >
(

2(c1+c2)
ψ4

) 1
2
or ||θ̃γ|| >

(
2(c1+c2)

ψ5

) 1
2
.

The state estimation error ζ̃ and NN weight estimation error θ̃γ remain locally UUB. This
completes the proof.

■

4.3.4 Simulation Results and Discussion

Identification of ECM model parameters

Experimental studies conducted on cylindrical A12326650 LiFePO4/graphite cells with a ca-
pacity of 2.5 Ah are given in Section 3.3.4. The parameters obtained from these experiments
are used for simulation.

Validation of the observer in the presence of uncertainties and no fault

Simulations were performed on MATLAB/Simulink platform and presented in this section
to show the effectiveness of the proposed model-based FD scheme. The change in parameters
due to SOH degradation in the form (4.3.10) are injected into the plant model. The coeffi-
cients were chosen as η11 = η44 = η54 = η61 = η71 = η72 = η73 = η81 = 0, η21 = 10−7, η31 =
10−6, η41 = η42 = η43 = η51 = η52 = η53 = 10−8, η82 = 10−4.

A drive cycle current in Figure 21 was used to validate the observer. The states and
parameters estimated using the observer in the presence of uncertainties are given in Figure
38. All the state estimation errors for SOH, SOC, Tc, Ts, R0 are within 1% band with RMSEs
0.0024, 0.0013, 0.0036, 0.0038, 1.75E−4, respectively.

Validation of the observer under fault

The same drive cycle current is used as an input to LIBs model in (4.3.2) with Ta ≈ 25◦C.
As a preliminary result, in this paper, we focused on the thermal faults occurring in Tc and
validated the fault detection and core temperature estimation via the proposed NN-based
online fault learning scheme.

Validation results under fault in Rc

The thermal resistance fault affects both the core and surface temperature dynamics, which
can be seen from Eq. (4.3.2). Therefore, the fault can be manifested as γ1, γ2 ̸= 0. An
abrupt internal thermal resistance fault 10 ∗ Rc is introduced to the system at t = 400
sec. The Ts and Vt residuals with adaptive threshold under fault is shown in Figure 39 a),
b), respectively. From Figure 39 a) and b), we can observe that the residuals are within
the adaptive threshold value before the occurrence of the fault t = 400 sec. This further
validates the estimation accuracy of the NLO. Upon the occurrence of the fault, the Ts and
Vt residuals exceed the adaptive threshold value after t = 406 and 409 sec, respectively. This
implies the detection of an internal thermal resistance fault and is diagnosed at an incipient
stage.
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Figure 38: Convergence of estimated states to actual states: a) voltage, b) surface tempera-
ture, c) SOH, d) SOC, e) core temperature, and f) ohmic resistance under no-fault condition.

Upon the detection of the fault, the NN is deployed to learn the thermal resistance fault
online. The simulation parameters used were Υ = 0.008 ∗ diag[−.05,−1750], υ = 30Υ. The
NN weight θ̂γ was initialized at random from a uniform distribution in the interval of [0 0.1].
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The number of neurons in the hidden layer is chosen as 10. From Figure 40 a), we can observe
that after the fault is detected at t = 406 sec, the NN learns the fault dynamics, which can
be verified by the convergence of the Ts residual close to zero with RMSE 0.0079. The
convergence of the Tc estimation error close to zero with RMSE 0.0096 is shown in Figure
40 (b). Furthermore, the convergence of the estimated NN weight updates is also shown
in Figure 40 (c). Therefore, it can be concluded that the NN was able to learn the fault
dynamics and estimate the core temperature in the presence of internal thermal resistance
fault.
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Figure 39: Residual responses under abrupt internal thermal resistance fault injected at 400s
a) fault detected at t = 406s and ỹ1 increase beyond the threshold value, b) fault detected
at t = 409s and ỹ2 increase beyond the threshold value.

Validation results under multiple thermal faults

From (4.3.2), it can be observed that the thermal resistance and internal heat generation
affects both core and surface temperature dynamics. Therefore, the fault can be manifested
as γ1, γ2 ̸= 0. An abrupt thermal resistance fault 0.4Rc and additional heat generation term,
whose amplitude is 0.018W, are introduced to the system at t = 400 sec. The estimated Ts
and Vt residuals is shown in Figure 41 a) and b), respectively. From Figure 41 a) and b),
we can observe that both the Ts and Vt residuals are within the adaptive threshold value till
the fault occurs in the battery, i.e., at t = 400 sec. The residual Ts gradually exceeds the
threshold after t = 409 sec and the residual Vt gradually exceeds the threshold after t = 410
sec. Thus, an multiple thermal faults are detected in the system and are diagnosed at an
incipient stage.

Upon the detection of the faults, the NN-based fault learning observer is deployed to
learn the thermal faults online. The simulation parameters used were Υ = 0.09∗diag[.008−
1450], υ = 20Υ. The NN weight θ̂γ is initialized at random from a uniform distribution in
the interval of [0 0.01]. From Figure 42 a), we can observe that after the fault is detected at
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Figure 40: Residual responses with NN under abrupt internal thermal resistance fault in-
jected at 400s a) NN gets activated at t = 406s and brings the ỹ1 below the threshold value,
b) NN gets activated at t = 406s and brings back the Tc estimation error close to zero, c)
NN weight estimation convergence.

t = 409 sec, the NN learns the fault dynamics, which can be verified by the convergence of the
Ts residual close to zero with RMSE 0.0042. The convergence of the Tc estimation error close
to zero with RMSE 0.0057 is shown in Figure 42 (b). Furthermore, the convergence of the
estimated NN weight updates is also shown in Figure 42 (c). Therefore, it can be concluded
that the NN was able to learn the fault dynamics and estimate the core temperature in the
presence of multiple internal thermal faults.

The next section details the modified FD scheme presented in Section 4.3.2 and 4.3.3 to
estimate the states in presence of faults and detect the thermal and side reaction faults in
LIBs.

4.4 Learning-based Faulty State Estimation Using SOH-coupled Model Under
Internal Thermal Faults in Lithium-ion Batteries

In this section, an NN-based FD scheme in Figure 37 is modified and presented to estimate
the core temperature, SOC, and SOH during faults and detect thermal and side reaction
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Figure 41: Residual responses under multiple thermal faults injected at 400s a) fault detected
at t = 409s and ỹ1 increase beyond the threshold value, b) fault detected at t = 410s and ỹ2
increase beyond the threshold value.

faults at an embryonic stage. Estimating the SOC, SOH, and core temperature under internal
faults will significantly improve the BMSs autonomy and accuracy in range prediction. In
this section, we present an NN-based state estimation scheme that can estimate the SOC,
core temperature, and SOH under internal faults in LIBs. First, we propose a model-
based internal fault detection scheme by employing a SOH-coupled ETA of the LIB. Then,
a NLO is employed to estimate the proposed SOH-coupled model’s healthy states for a
residual generation. The fault diagnosis scheme compares the output voltage and surface
temperature residuals against the designed adaptive threshold to detect thermal faults. The
adaptive threshold effectively alleviates the false positives due to degradation and model
uncertainties of the battery under no-fault conditions. Upon detection of a fault, we employ
an additional NN-based observer in the second step to learn the faulty dynamics. A novel
NN weight tunning algorithm is proposed using the measured voltage, surface temperature,
and estimated healthy states. The convergence of the nonlinear and NN-based observer state
estimation errors is proven using the Lyapunov theory. Finally, numerical simulation results
are presented.

The rest of the section is organized as follows. Section 4.4.1 and 4.4.2 briefly describe
the problem statement and SOH-coupled ETA model, respectively. Section 4.4.3 details the
model-based FD scheme along with the observer and adaptive threshold design. Faulty state
estimation using a learning-based observer is presented in Section 4.4.4 along with stability
analysis followed by simulation results in Section 4.4.5 and conclusion and future work in
Section 4.5.
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Figure 42: Residual responses with NN under internal thermal resistance and additive heat
generation fault injected at 400s a) NN gets activated at t = 409s and brings the ỹ1 below
the threshold value, b) NN gets activated at t = 409s and brings back the Tc estimation
error close to zero, c) NN weight estimation convergence.

4.4.1 Background and Problem Formulation

This section briefly describes the SOH-coupled ETA model [241] for a cylindrical A12326650
LiFePO4/graphite cell and formulates the problem. The model constitutes three coupled
submodels (shown in Figure 14): 1) ECM [2] to capture the terminal behavior of the cell, 2)
a thermal model [244] to capture the core (Tc) and surface (Ts) temperatures dynamics, and
3) an aging model [1] to capture the dynamics of capacity fade. Note that we have used the
term aging and degradation interchangeably throughout the paper to imply the degradation
of the health of the LIB.
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The SOH-coupled ETA dynamics presented in Section 3.3 [241] are expressed by

dSOC

dt
=

−I(t)
SOHc(t)Cuse

dVcp1
dt

=
−Vcp1

Rp1(SOC, Tm)Cp1(SOC, Tm)
+

I

Cp1(SOC, Tm)

dVcp2
dt

=
−Vcp2

Rp2(SOC, Tm)Cp2(SOC, Tm)
+

I

Cp2(SOC, Tm)

dTc
dt

=
Ts − Tc
RcCc

+
Q(t)

Cc
dTs
dt

=
Ta − Ts
RuCs

− Ts − Tc
RcCs

dSOHc

dt
= − |I(t)|

2N(SOC,Crate, Tc)Cuse

Vt = VOC(SOC)− Vcp1 − Vcp2 −R0(Tm)I. (4.4.1)

Remark 4.4.1 From the SOH-coupled model in Figure 14, it can be observed that the ECM,
thermal, and aging models are coupled with each other. The ECM parameters are coupled
with SOH, the heat generation in the thermal model is governed by Vcp1 and Vcp2 of the ECM,
and the SOH is driven by both SOC and core-temperature Tc.

The LIB dynamics in (4.4.1) comprehensively represent battery terminal electrical, in-
ternal thermal, and capacity fade behavior. In contrast to the traditional model-based fault
detection approaches [52], the SOH-coupled model-based fault detection scheme can help
disentangle the effect of the fault and the natural aging of the battery on the model out-
put through an adaptive threshold. Moreover, to further improve the model’s capability in
(4.4.1) for isolation of internal faults (e.g., side-reaction faults), which are primarily reflected
in the ohmic resistance of the battery, the internal resistance dynamics are required to be
integrated. On the other hand, to orchestrate the safe operation and optimal management
of a battery under fault, the BMSs must be capable of learning the fault dynamics and esti-
mating SOC, SOH, and core temperature. This will help in thermal management, accurate
estimation of SOC, SOH, and RUL, and also provide avenues to mitigate thermal runaway.

In summary, the problem at hand is fourfold: 1) the development of a nonlinear SOH-
coupled ETA model by integrating ohmic resistance dynamics, 2) the design of a NLO to
estimate the healthy states and parameters of the cell, 3) the design of the adaptive threshold
accounting for parameters variation due to degradation and modeling uncertainties, and
4) the development of a learning-based observer to learn the internal fault dynamics and
estimating the faulty states including SOC, SOH, and core temperature. Next, solutions to
the above problems are presented.

4.4.2 Model Reformulation

In this section, we have reintroduced the SOH-coupled model integrated with ohmic resis-
tance and terminal voltage dynamics to be used as a model in the fault detection scheme.
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The Ohmic resistance varies with the temperature, which is given as [174]

R0 = a0ie
a1i

(Tm)−a2i , (4.4.2)

where the subscript i ∈ {c, d} with c and d denote charging and discharging, respectively,
and the coefficients in charge and discharge condition are obtained experimentally. It can be
observed that the coefficients of R0 are close to each other for both charging and discharging
conditions. Therefore, we have averaged these coefficients to obtain a common coefficient
for BMS application, both for charging and discharging, given as in (3.3.12). For brevity
in notation from now on Rp1(SOC, Tm), Cp1(SOC, Tm), Rp2(SOC, Tm), Cp2(SOC, Tm) are
Rp1, Cp1, Rp2, Cp2, respectively.

The dynamics of R0 can be represented as

dR0

dt
=

d

dt
(a0ve

a1v
(Tm)−a2v ) = α1(Tm) (4.4.3)

where α1(Tm) = −a1vR0
Ṫc+Ṫs

2
1

(Tc+Ts
2

−a2v )2
. Similarly, we can compute the dynamics of the

terminal voltage by taking the first derivative of Vt, expression in (4.4.1) given by

dVt
dt

= α2(x1)−
dVcp1
dt

−
dVcp2
dt

− α1(Tm)I. (4.4.4)

where x1 = SOC, α2(x1) =
dVoc(x1)

dt
= (r1 + 2r2x

1
1 + 3r3x

2
1 + 4r4x

3
1 + 5r5x

4
1 + 6r6x

5
1 + 7r7x

6
1 +

8r8x
7
1)
dx1
dt
.

For completeness, by combining (4.4.1), (4.4.3), and (4.4.4), the reformulated SOH-
inclusive ETA model can be expressed as

dSOC

dt
=

−I(t)
SOHc(t)Cuse

dVcp1
dt

=
−Vcp1
Rp1Cp1

+
I

Cp1
dVcp2
dt

=
−Vcp2
Rp2Cp2

+
I

Cp2
dTc
dt

=
Ts − Tc
RcCc

+
Q(t)

Cc
dTs
dt

=
Ta − Ts
RuCs

− Ts − Tc
RcCs

dSOHc

dt
= − |I(t)|

2N(SOC,Crate, Tc)Cuse
dR0

dt
= α1(Tm)

dVt
dt

= α2(x1)−
dVcp1
dt

−
dVcp2
dt

− α1(Tm)I

(4.4.5)

where y = [Ts Vt]
T denotes the outputs of the system.
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Defining the state vector x = [x1 x2 x3 x4 x5 x6 x7 x8]
T with x1 = SOC, x2 = Vcp1 ,

x3 = Vcp2 , x4 = Tc, x5 = Ts, x6 = SOH, x7 = R0, x8 = Vt, the state space representation of
the SOH-coupled nonlinear ETA model in (4.4.5) can be written in a control affine form as

ẋ = f(x) + g(x)u

y = Cx
(4.4.6)

where the state vector x ∈ R8, the control input u = [u1 u2]
T ∈ R2 with u1 = I and u2 = Ta,

and y is the output vector with output matrix C =

[
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1

]
. Thus, the

output can be represented as y = [x5 x8]
T = [y1 y2]

T and the internal dynamics f(x) =

0
−x2

Rp1(x1,x4,x5)Cp1(x1,x4,x5)
−x3

Rp2(x1,,x4,x5)Cp2(x1,,x4,x5)
−x4
RcCc

+ x5
RcCc

x4
RcCs

− x5
RuCs

− x5
RcCs

0
α1(x)

−α3(x)− α4(x)


and g(x) =



−1
x5Cuse

0
1

Cp1(x1,x4,x5)
0

1
Cp2(x1,x4,x5)

0
(Voc(x1)−x8)

Cc
0

0 1
RuCs−1

2N(x1,Crate,x4)Cuse
0

0 0
(−α1(x)− α2(x)− β1(x)− β2(x)) 0


where

α1(x) = −a1vx7 ẋ4+ẋ52
1

(
x4+x5

2
−a2v )2

, α3(x) = −x2
Rp1Cp1

, α4(x) = −x3
Rp2Cp2

, β1(x) = 1
Cp1

, β2(x) =

1
Cp2

,α2(x) =
β3(x)
x5Cuse

, β3(x) = r1 + 2r2x
1
1 + 3r3x

2
1 + 4r4x

3
1 + 5r5x

4
1 + 6r6x

5
1 + 7r7x

6
1 + 8r8x

7
1.

4.4.3 Fault Detection Scheme

Internal fault mapping

We consider four types of faults, such as convective cooling resistance fault, internal thermal
resistance fault, thermal runaway fault [52], and side reaction faults [253] for FD using the
model in (4.4.6). Table 16 presents different types of faults and their mapping.

The state space model in (4.4.6) with the above faults can be expressed as

ẋf = f(xf ) + g(xf )u+ Γ(xf , u)

y = Cx
(4.4.7)

where xf are the faulty states of the model, the vector Γ(xf , u) = [0 0 0 γ4(t) γ5(t) 0 γ7(t) 0]
T

are the faults added to the dynamics of the battery. The function γ4(t), γ5(t), and γ7(t)
represent faults in core temperature, surface temperature, and internal resistance dynamics,
respectively.

The convective cooling resistance fault (failure of the cooling system) and thermal run-
away faults (overcharging/discharging, short circuit) can be represented by the addition of γ4
and γ5 to the dynamics of the battery, respectively. Similarly, the internal thermal resistance
fault (inhomogeneous heat dissipation) can be represented by the addition of both γ4 and γ5.
The internal side reactions faults, such as SEI, dendrite growth, and lithium plating, can be
represented by the addition of γ7, which can be reflected as a growth in ohmic resistance R0

[29, 253]. In addition, the side reaction faults in LIBs can be attributed to a combination of
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Table 16: Fault mapping for thermal and side reaction faults.
Actual
faults

Description of fault Fault map

Fault 1
Convective cooling resistance fault (∆Ru), which
is represented by a significant deviation in the pa-
rameter Ru from its nominal value.

γ4 = 0 γ5 ̸= 0
γ7 ̸= 0

Fault 2
Internal thermal resistance fault (∆Rc), which is
modeled by a change in the parameter Rc from its
nominal value.

γ4 ̸= 0 γ5 ̸= 0
γ7 ̸= 0

Fault 3
Thermal runaway fault, which is modeled by an
additional heat-generation term that contributes
to the core temperature rise in the battery.

γ4 ̸= 0 γ5 = 0
γ7 ̸= 0

Fault 4
Internal side reaction fault, which is modeled by
the change in the parameter R0 from its nominal
value

γ4 ̸= 0 γ5 ̸= 0
γ7 ̸= 0

factors, such as excessive temperature, detrimental copper plating occurring at the negative
electrode, and cell construction and design, which all lead to thermal runaways [254, 253].
Therefore side reaction faults also manifest as temperature rises in the battery which is
caused by the occurrence of multiple internal faults, i.e., represented by γ4 and γ5.

Remark 4.4.2 The mapping of the faults (Fault 1, 2, 3, 4) to γ4, γ5, γ7 is useful in designing
the diagnostic scheme, which can further be used for detecting, γ4, γ5 and γ7. The cooling
convective resistance fault exhibits an increase in surface temperature residual, the thermal
runaway fault exhibits an increase in core temperature residual, the internal thermal resis-
tance fault exhibits both increases in core and surface temperature residual, and side reaction
faults exhibit an increase in the core, surface temperature, and voltage residuals. The change
in Tc and Ts also affect voltage (4.4.1) in the presence of faults. Therefore internal faults in
Table 16 also exhibit an increase in voltage residual.

SOH-Coupled model-based fault detection scheme

The proposed SOH-inclusive model-based FD scheme is shown in Figure 43. An NLO is used
to estimate the states of the SOH-coupled model. Two residuals are generated by comparing
the battery outputs (terminal voltage, surface temperature) with the observer outputs. The
residuals are compared against an adaptive threshold value (designed in the later part of
Section 4.4.3) to detect the fault.

Remark 4.4.3 Note that the proposed fault detection scheme can be applied to other cell
chemistries.
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Figure 43: Fault detection scheme of a lithium-ion cell.

Estimation of healthy states via a nonlinear observer

The dynamics in (4.4.6) can be rewritten as

ẋ = Kx+ f(x)−Kx+ g(x)u

= Kx+Π(x) + g(x)u
(4.4.8)

where K ∈ Rn×n is a Hurwitz matrix, Π(x) = f(x)−Kx.
Based on (4.4.8) the NLO can be represented by

˙̂x = Kx̂+Π(x̂) + g(x̂)u+ LT (y − ŷ)

ŷ = Cx̂
(4.4.9)

where x̂ is the estimated state, L ∈ Rm×n is the observer gain, and Π(x̂) = f(x̂)−Kx̂.
The state estimation error dynamics using (4.4.8) and (4.4.9) is given by

˙̃x = Kx̃+ Π̃(x, x̂) + g̃(x, x̂)u− LTCx̃ (4.4.10)

where the state estimation error x̃ = x − x̂, Π̃(x, x̂) = Π(x) − Π(x̂), g̃(x, x̂) = g(x) − g(x̂)u
and the output error ỹ = y − ŷ = Cx̃. For brevity, we drop the arguments in the functions,
i.e., Π̃(x, x̂) is Π̃, g̃(x, x̂, u) is written as g̃, when it is clear.

Convergence analysis of the observer

The theorem 4.4.1 presented below guarantees the asymptotic convergence of the state esti-
mation error x̃.
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Theorem 4.4.1 Consider the dynamics of the battery (4.4.8) along with the observer (4.4.9).
Let there exist a positive definite matrix P satisfying the Lyapunov equation

(K − LTC)TP + P (K − LTC) = −Q (4.4.11)

where Q is a symmetric positive definite matrix with (K−LTC) being a stable matrix. Then,
the state estimation error x̃ is locally asymptotically stable from any initial x̃0 ∈ Ωx ⊂ R8,
i.e., limt→∞ x̃→ 0.

Proof. The proof can be completed by selecting a Lyapunov function candidate V , given by

V =
1

2
x̃TPx̃ (4.4.12)

where P ∈ Rn×n is a symmetric positive definite matrix. To complete the proof, we need
the following inequalities

Since the functions, Π and g are continuously differentiable, it is routine to check that
the functions Π̃ and g̃ are continuously differentiable locally Lipschitz functions for any Lπ,
Lg > 0. It implies that there exists r > 0 such that ∥Π̃∥ ≤ Lπ∥x̃∥ and ∥g̃∥ ≤ Lg∥x̃∥, ∀ ∥x̃∥ <
r. Further, since the charge and discharge current is finite, without loss of generality, the
control input u is upper bounded with ∥u∥ ≤ umax, where umax is the maximum absolute
value of the charging and discharging currents.

The derivative of V along the trajectories of (4.4.10) is given as

V̇ = x̃TP ˙̃x = x̃TP (Kx̃+ Π̃ + g̃u− LTCx̃)

+ (Kx̃+ Π̃ + g̃u− LTCx̃)TPx̃

=
1

2
x̃T (P (K − LTC) + (K − LTC)TP )x̃+ x̃TP Π̃+

x̃TP g̃u

(4.4.13)

Recalling the local Lipschitz continuity of the functions Π̃ and g̃ and simplifying (4.4.13)
yields,

V̇ ≤ 1

2
x̃T (P (K − LTC) + (K − LTC)TP )x̃+ (4.4.14)

λmax(P )Lπ∥x̃∥2 + umaxλmax(P )Lg∥x̃∥2

where λmax(P ) is the maximum eigenvalue of symmetric positive definite matrix P . Using
the definition of Euclidean norm, we can express the first derivative as

V̇ ≤ −1

2
x̃TQx̃+ λmax(P )Lπx̃

T x̃+ λmax(P )Lgumaxx̃
T x̃ (4.4.15)

where Q is a positive definite matrix satisfying the Lyapunov equation in (4.4.11).
By combining similar terms, we can express (4.4.15) as

V̇ ≤ −x̃T (1
2
Q− λmax(P )LϕI)x̃ (4.4.16)

where Lϕ = Lπ + umaxLg. By properly selecting the K, L and P , we can ensure 1
2
Q −

λmax(P )LϕI > 0. Thus, from (4.4.16) V̇ < 0. By Lyapunov theorem, the state estimation
errors x̃ converge to zero asymptotically as t→ ∞. ■
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From the above results, we can also show that the output estimation error also converges to
zero asymptotically and presented in the next corollary.

Corollary 4.4.1 Let hypothesis of Theorem 4.4.1 hold. Then, the output errors ỹ also
converges to zero asymptotically.

Proof. From Theorem 1, the positive definite matrix Q satisfies the Lyapunov equation.
Alternatively, we can select a positive definite Q that always guarantees a positive definite
matrix P , which can be obtained by solving the Lyapunov equation (4.4.11). Without
loss of generality, we can assume Q = diag{qi}, i = 1, 2, · · · , 8, to be diagonal matrix
with all diagonal elements positive, i.e., qi > 0 ∀i, which satisfies the condition Qred =
1
2
Q− λmax(P )LϕI > 0. It is routine to check that Qred is also a diagonal matrix.
Recalling (4.4.16), we can express the first derivative of the Lyapunov function as

V̇ ≤ −x̃TQredx̃ ≤ −x̃T5 σ5x̃5 − x̃T8 σ8x̃8 (4.4.17)

where σ5, and σ8 are the corresponding diagonal elements of Qred. From (4.4.17), the first
V̇ < 0 and the state errors x̃5, x̃8 converge to zero as t → ∞. Alternatively, the output
estimation errors ỹ1, ỹ2 convergences to zero as t→ ∞. ■

Next section details the adaptive threshold design.

Adaptive threshold design for fault detection

In this subsection, we designed the FD threshold values for the output residuals. Unlike the
constant threshold, we proposed adaptive thresholds [52, 255] to account for the changes in
residuals due to aging, changes in operating temperature, and unmodeled dynamics (uncer-
tainties).

The following assumption is needed to proceed further.

Assumption 4.4.1 The observer in (4.4.9) converges before the occurrence of a fault.

This is a trivial assumption since the observer convergence rate can be selected by de-
signing a proper gain matrix and implemented before commissioning.

For instance, the ECM parameter (R0) varies with SOH and other degradation-inducing
factors, such as Tc, Crate, and DOD. The thermal model parameters, such as Cc, Cs, and
Ta, also change with battery aging. We can express these changes in the model parameters
as the sum of the nominal values and the change, i.e., R0 +∆R0, Cc +∆Cc, Cs +∆Cs, and
Ta + ∆Ta, where ∆R0, ∆Cs, ∆Cc, and ∆Ta are the changes in the parameters due aging
and modeling uncertainty. Therefore, the residuals will lead to a non-zero value even under
no-fault conditions.

The nominal SOH-coupled model in (4.4.8), under no-fault condition, can be rewritten
to include the parameter changes (∆R0, ∆Cs, ∆Cc, and ∆Ta) as

ẋ = Kx+Π(x) + g(x)u+ χ(x, u)

y = Cx
(4.4.18)
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where χ(x, u) = [η1(x, u), · · · , η8(x, u)]T is a vector-valued function of parameter changes
due to degradation. Note that χ(x, u) is a state and/or input-dependent vector function.
We can express η1(x, u), · · · , η8(x, u) as linear in unknown parameter form [52] as

η1(x, u) = η11, η2(x, u) = η21, η3(x, u) = η31

η4(x, u) = η41 + η42x4 + η43x5 + η44u1,

η5(x, u) = η51 + η52x4 + η53x5 + η54u2,

η6(x, u) = η61,

η7(x, u) = η71 + η72x4 + η73x5, and

η8(x, u) = η81 + η82u1

(4.4.19)

where η11, η21, · · · , η81 capture the modeling uncertainty i.e., they include the effects of ex-
ogenous input disturbances in the system [52]. The change in thermal parameters (Cc+∆Cc)
is reflected in η42, η43, and η44, (Cs + ∆Cs) is reflected in η52, η53, and η54, (Ta + ∆Ta) is
reflected in η54, and (R0 + ∆R0) is reflected in η44, η72, η73, and η82. The noise in input
current and ambient temperature is reflected in η44 and η82, and η54, respectively.

Assumption 4.4.2 η1(x, u), · · · , η8(x, u) are assumed to be bounded, unknown, exogenous
(and possibly time-varying) inputs acting on the nominal battery model. For brevity of no-
tation χ(x, u) is χ.

From Corollary 4.4.1, we have ˙̃y ≤ −σỹ, where σ is the convergence rate, i.e., the
output residuals under ideal conditions (no-fault and modeling uncertainty) converge to
zeros asymptotically. Therefore, the dynamics of the residual in the presence of parameter
changes due to aging and uncertainty can be expressed as

˙̃y1 ≤ −σ5ỹ1 + η5, and

˙̃y2 ≤ −σ8ỹ2 + η8.
(4.4.20)

where σ5, and σ8 are the convergence rates under no fault conditions and defined in (4.4.17).
Using the comparison lemma [256], the solutions to (4.4.20) are upper bounded as

ỹ1 ≤ ỹ1(0)e
−σ5t +

∫ t

0

e−σ5(t−τ)η5(τ) dτ,

ỹ2 ≤ ỹ2(0)e
−σ8t +

∫ t

0

e−σ8(t−τ)η8(τ) dτ.

(4.4.21)

Applying Cauchy Schwarz [257] inequality |ab| ≤ |a||b|, (4.4.21) can be written as

ỹ1 ≤ ỹ1(0)|e−σ5t|+
∫ t

0

|e−σ5(t−τ)||η5(τ)| dτ, and

ỹ2 ≤ ỹ2(0)|e−σ8t|+
∫ t

0

|e−σ8(t−τ)||η8(τ)| dτ
(4.4.22)

From the definitions in (4.4.19), we have |η5(τ)| ≤ |η51| +|η52||x4| + |η53||x5| + |η54||u2|
and |η8(τ)| ≤ |η81| + |η82||u1|. Since e−σ5t, e−σ8t > 0,∀t > 0, we can write |e−σ5t| = e−σ5t,
and |e−σ8t| = e−σ8t. Further, from Assumption 4.4.2, we have ηij ≤ ηijmax∀i, j = 1, · · · , 8.
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Using the above upper bounds, we can express (4.4.22) as

ỹ1 ≤ Res1th = ỹ1(0)e
−σ5t +

∫ t

0

|e−σ5(t−τ)|η5max dτ

ỹ2 ≤ Res2th = ỹ2(0)e
−σ8t +

∫ t

0

|e−σ8(t−τ)|η8max dτ
(4.4.23)

where η5max = η51max + η52max|x4|+ η53max|x5| +η54max|u2|, and η8max = η81max + η82max|u1|.
The adaptive thresholds Res1th , and Res2th can be calculated as

Res1th = ỹ1(0)e
−σ5t +Ψ1, and

Res2th = ỹ2(0)e
−σ8t +Ψ2,

(4.4.24)

where Ψ1,Ψ2 can be calculated from the filter dynamics

Ψ̇1 = −σ5Ψ1 + η5max,

Ψ̇2 = −σ8Ψ2 + η8max.
(4.4.25)

The adaptive thresholds in (4.4.24) prevent any false alarms from being generated even
in the presence of parameters changes due to aging and modeling uncertainty, satisfying
ηi(x, u) ≤ ηimax ∀i = 1, 2, · · · , 8.

The next section provides an NN-based learning approach to learn the fault dynamics
and estimate the SOC, SOH, and core temperature using a fault observer.

4.4.4 Faulty State Estimation Using Learning-Based Observer

In this section, we introduce a second observer, which can be implemented after the detection
of an internal fault for estimating the faulted states (SOC, SOH, and core temperature).

NN-based observer for faulty state estimation

Considering the state space representation of the LIB under fault conditions in (4.4.7),
the fault vector function Γ(xf , u) is difficult to model and often unknown complex nonlinear
function of the states and control input. We can revoke the universal approximation property
to approximate this function in a compact set. Alternatively, the function Γ(xf , u) can be
represented in parametric form using a multi-layer NN as

ẋf = Kxf +Π(xf ) + g(xf )u+ θTσ(xf , u) + ϵ(xf , u)

yf = Cxf
(4.4.26)

where xf is the faulty state of the model, yf = [y1f y2f ]
T is the faulted battery out-

put, θ =


θγ1 0 0 ... 0
0 θγ2 0 ... 0
.
.
0 0 ... 0 θγ8


ln×n

is the unknown target NN weight matrix with each
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θTγi ∈ R1×l and σγi ∈ Rl×1 ∀i = 1..8. The basis or activation function is denoted by

σ =
[
σTγ1 σTγ2 · · · σTγ8

]T
ln×1

where l is the number of neurons in the NN architecture

and ϵ(xf , u) is the approximation error.
Based on (4.4.26) the NN-based fault observer can be written as

˙̌x = Kx̌+Π(x̌) + g(x̌)u+ θ̌Tσ(x̌, u) + LTCx̃

y̌ = Cx̌
(4.4.27)

where x̌ and y̌ are the state and output estimation vectors in the presence of faults, re-
spectively, and θ̂ represents the estimated NN weights of the output layer of NN. The state
estimation error x̃ = xf − x̌ is the difference between the faulty battery state and observer
state in (4.4.27).

The state estimation error dynamics in the presence of faults, by subtracting (4.4.27)
from (4.4.26), can be written as

˙̃x = Kx̃+ Π̃ + g̃u+ θ̃Tσ(x̌, u) + θT σ̃(xf , x̌, u)−
LTCx̃+ ϵ(xf , u)

(4.4.28)

where σ̃(xf , x̌, u) = σ(xf , u) − σ(x̌, u). For brevity in notation σ̃(xf , x̌, u) is written as σ̃,

and the weight errors is given as θ̃ = θ − θ̂.
The update law for training θ̂ such that the faulty state estimation error and NN weight

estimation error converge close to zero is provided next.

Convergence analysis

Before introducing the NN weight update law, we need the following assumption.

Assumption 4.4.3 All faults are slowly time-varying and detected at an incipient stage.

One of the major challenges in training the NN weights in the case of a LIB is the limited
available measurement to design the update law. Alternatively, the only outputs available
for measurement are the terminal voltage and surface temperature of the battery under fault.
To address this challenge, we employ the estimated healthy states (x̂) by the NLO in (4.4.9)
as a substitute for the states that are not measurable, in addition to the faulty measured
output. Defining the augmented output vector as the concatenation of the healthy states
and faulty measured outputs as X̄ = [ ˆSOC, V̂cp1, V̂cp2, T̂c, y1f , ˆSOH, R̂0, y2f ]

T , the augmented
error vector Ξ = X̄ − x̌ is employed to tune the NN weight estimates.

The weight update law, developed based on the subsequent stability analysis, can be
represented by

˙̂
θ = −σ(x̌, u)ΞTυ − σ(x̌, u)σ(x̌, u)T θ̂Υ (4.4.29)

where υ,Υ ∈ Rn×n are the learning gains.
From (4.4.29) it can be observed that ˆSOC, V̂cp1, V̂cp2, T̂c, ˆSOH, R̂0 in X̄ does not ac-

count for faults reflecting in SOC, Vcp1, Vcp2, Tc, SOH,R0, respectively. From Theorem 4.4.1,
we know that x̂ → x and by Assumption 4.4.1, we can rewrite X̄ = x+∆x, and ∆x =
[∆SOC ,∆Vcp1 ,∆Vcp2 ,∆Tc , 0,∆SOH ,∆R0 , 0]

T represents the change in SOC, Vcp1, Vcp2, Tc, SOH,
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R0 due to fault. The augmented error vector Ξ = x̃+∆x is employed to tune the NN weight
estimates.

The weight estimation error dynamics can be written as

˙̃θ = σ(x̌, u)(x̃+∆x)
Tυ + σ(x̌, u)σ(x̌, u)T θ̂Υ (4.4.30)

The next theorem guarantees uniform ultimate boundedness (UUB) of the faulty state
estimation error. To show the UUB, we will use the following trivial assumptions.

Assumption 4.4.4 The change in SOC, Vcp1, Vcp2, Tc, SOH, and R0 due to fault is as-
sumed to be bounded with ∆SOC ≤ κ1x̃1, ∆Vcp1 ≤ κ2x̃2, ∆Vcp2 ≤ κ3x̃3, ∆Tc ≤ κ4x̃4,
∆SOH ≤ κ6x̃6, and ∆R0 ≤ κ7x̃7, where κi, i = 1, .., 4, 6, 7 are some positive constants.

Assumption 4.4.5 Given a constant ϵ̄ there exists a vector of basis functions σ(x, u) and
weight parameter vector θ and positive constants σmax and θmax such that given a compact set
x ∈ Ωx, ∥θ∥ ≤ θmax, ∥ϵ(x, u)∥ ≤ ϵ̄ and ∥σ(x, u)∥ ≤ σmax, ∥σ̃(x, x̂, u)∥ ≤ 2σmax, ∥σ(x̂, u)∥ ≤
σmax, ∀(x, u) ∈ x.

Theorem 4.4.2 Consider the dynamics of the battery (4.4.26) and the observer (4.4.27).
Suppose the Assumptions 4.4.1 to 4.4.5 hold. Let there exist a positive definite matrix P̄
satisfying the Lyapunov equation (K −LTC)T P̄ + P̄ (K −LTC) = −Q̄. If the weights of NN
are updated according to (4.4.29), then x̃, θ̃ ∈ L∞, the estimation error and the weights error
are ultimately bounded.

Proof. The proof can be completed using a Lyapunov function

V (Z) =
1

2
x̃T P̄ x̃+

1

2
tr(θ̃T θ̃)) (4.4.31)

where Z = [x̃T vec(θ̃)T ], P̄ ∈ Rn×n is a symmetric positive definite matrix, vec(.) is the
vectorization operator.

The derivative of V along the trajectories of (4.4.28) and (4.4.30) is given as

V̇ (Z) = x̃T P̄ ˙̃x+ tr(θ̃T ˙̃θ))

= x̃T P̄ θ̃Tσ(x̌, u) + x̃T P̄ θT σ̃ + x̃T P̄ ϵ(x, u)+

x̃T P̄Kx̃+ x̃T P̄ Π̃ + x̃T P̄ g̃u− x̃T P̄LTCx̃

+ tr(θ̃T (σ(x̌, u)x̃Tυ + σ(x̌, u)∆T
xυ+

σ(x̌, u)σ(x̌, u)T θΥ− σ(x̌, u)σ(x̌, u)T θ̃Υ).

(4.4.32)

Recalling the Assumption 4.4.4 and 4.4.5, and the Lyapunov first derivative can be upper
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bounded as
V̇ (Z) ≤ x̃T P̄ θ̃Tσ(x̌, u) + x̃T P̄ θT σ̃ + x̃T P̄ ϵ(x, u)+

1

2
x̃T (P̄ (K − LTC) + (K − LTC)T P̄ )x̃+ x̃T P̄ Π̃+

x̃T P̄ g̃u+ tr(θ̃T (σ(x̌, u)(x̃)Tυ + σ(x̌, u)(ψx̃)Tυ+

σ(x̌, u)σ(x̌, u)T θΥ− σ(x̌, u)σ(x̌, u)T θ̃)Υ)

≤ σmaxλmax(P̄ )∥x̃∥∥θ̃∥+ 2θmaxσmaxλmax(P̄ )∥x̃∥+

ϵ̄λmax(P̄ )∥x̃∥ −
1

2
λmin(Q̄)∥x̃∥2+

λmax(P̄ )Lπ∥x̃∥2 + umaxλmax(P̄ )Lg∥x̃∥2+
σmax∥υ∥∥x̃∥∥θ̃∥+ σmax∥ψ∥∥υ∥∥θ̃∥∥x̃∥+
σ2
maxθmax∥Υ∥∥θ̃∥ − σ2

max∥Υ∥∥θ̃∥2

(4.4.33)

where ψ = diag[κ1, κ2, κ3, κ4, 0, κ6, κ7, 0]. λmin(Q̄) is the minimum eigenvalue of symmetric
positive definite matrix Q̄, λmax(P̄ ) is the maximum eigenvalue of symmetric positive definite
matrix P̄ .

Rearranging the terms in (4.4.33) gives,

V̇ (Z) ≤ −
(
1

2
λmin(Q̄)− λmax(P̄ )LϕI

)
∥x̃∥2−

σ2
max∥Υ∥∥θ̃∥2 + ζ1∥x̃∥∥θ̃∥+ ζ2∥x̃∥+ ζ3∥θ̃∥

(4.4.34)

where ζ1 = σmaxλmax(P̄ ) + σmax∥ψ∥∥υ∥ + σmax∥υ∥, ζ2 = 2θmaxσmaxλmax(P̄ ) + ϵ̄λmax(P̄ ),
ζ3 = σ2

maxθmax∥Υ∥. Separating the cross terms in (4.4.34) and using Young’s inequality, we
have 2∥θ̃∥∥x̃∥ ≤ ∥θ̃∥2 + ∥x̃∥2, (4.4.34) is written as

V̇ (Z) ≤ −
(
1

2
λmin(Q̄)− λmax(P̄ )LϕI

)
∥x̃∥2−

σ2
max∥Υ∥∥θ̃∥2 + ζ1∥x̃∥2 + ζ1∥θ̃∥2 + ζ2∥x̃∥+ ζ3∥θ̃∥

(4.4.35)

Defining ζ4 =
1
2
λmin(Q̄)− λmax(P̄ )LϕI − ζ1 > 0 and ζ5 = σ2

max∥Υ∥ − ζ1 > 0 we have,

V̇ (Z) ≤ −ζ4∥x̃∥2 + ζ2∥x̃∥ − ζ5∥θ̃∥2 + ζ3∥θ̃∥

≤ −ζ4
2
∥x̃∥2 −

(√
ζ4
2
∥x̃∥ − ζ2√

2ζ4

)2

+ c1

− ζ5
2
∥θ̃∥2 −

(√
ζ5
2
∥θ̃∥ − ζ3√

2ζ5

)2

+ c2

(4.4.36)

where c1 =
ζ22
2ζ4

, c2 =
ζ23
2ζ5

. Since −
(√

ζ4
2
∥x̃∥ − ζ2√

2ζ4

)2

,−
(√

ζ5
2
∥θ̃∥ − ζ3√

2ζ5

)2

are always

negative. V̇ (Z) can be written as

V̇ (Z) ≤ −ζ4
2
∥x̃∥2 − ζ5

2
∥θ̃∥2 + c1 + c2 (4.4.37)
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So V̇ (Z) < 0 as long as ||x̃|| >
(

2(c1+c2)
ζ4

) 1
2
or ||θ̃|| >

(
2(c1+c2)

ζ5

) 1
2
. By Lyapunov stability, the

state estimation error x̃ and NN weight estimation error θ̃ remain locally UUB. ■

The next section presents with simulation results to validate the model-based fault de-
tection scheme.

4.4.5 Simulation Results and Discussion

Identification of lithium-ion battery electrical model

Experimental studies conducted on cylindrical A12326650 LiFePO4/graphite cells with a ca-
pacity of 2.5 Ah are given in Section 3.3.4. The parameters obtained from these experiments
are used for simulation.

Validation of the observer in the presence of uncertainties and no fault

MATLAB/Simulink platform is used to perform simulations and is presented in this section
to show the effectiveness of the proposed model-based FD scheme. In the plant model,
the change in parameters due to SOH degradation in the form (4.4.19) were injected. The
coefficients are chosen as η11 = η44 = η54 = η61 = η71 = η72 = η73 = η81 = 0, η21 = 10−7, η31 =
10−6, η41 = η42 = η43 = η51 = η52 = η53 = 10−8, η82 = 10−4.

The adaptive threshold generators are provided as shown in (4.4.24) with the bounds of
these coefficients. The current profile used for the simulation was a drive cycle, as shown
in Figure 21. The states and parameters estimated using the observer in the presence of
uncertainties are given in Figure 38. All the state estimation errors for SOH, SOC, R0, TC
are within 1% band with RMSEs = 0.0024, 0.0013, 1.7508E − 4, and 0.0036, respectively.
The residual responses for surface temperatures and voltage are shown in Figs. 44(a) and
44(b), respectively, under no-fault conditions. It can be seen that the surface temperature
and voltage residuals are within the adaptive threshold values with RMSEs = 0.0038, and
0.0033, respectively.

Validation of the observer under fault

In this section, the effectiveness of the fault detection scheme with two different faults is
verified. The same drive cycle current, as shown in Figure 21, was used as an input to LIBs
model in (4.4.7) with Ta ≈ 25◦C. First, we verify the online fault learning scheme to learn
the faults occurring in Ts.

Ru fault

From (4.4.5), it can be observed that the convective cooling resistance fault affects only the
surface temperature dynamics. However, since the change in Ts also affects ohmic resistance
dynamics (4.4.3), convective cooling resistance fault also affects voltage dynamics (4.4.4).
Therefore the fault can be simulated as γ5, γ7 ̸= 0, which affects the Ts and Vt residuals.

An abrupt convective cooling resistance fault 0.4Ru is injected at t = 206 sec. From
Figs. 45(a) and 45(b), we can observe that the residuals are within the adaptive threshold
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Figure 44: Output residuals and adaptive thresholds a) surface temperature error and b)
voltage error under no-fault condition.

value before the occurrence of the fault t = 206 sec. This further validates the estimation
accuracy of the NLO. Upon the occurrence of the fault, the Ts and Vt residuals exceed the
adaptive threshold value after t = 206 sec. This implies the detection of a convective cooling
resistance fault and is diagnosed at an incipient stage.

Upon detection of the fault, the NN-based observer was deployed to learn the convective
cooling resistance fault online. The simulation parameters used were Υ = diag[.05, 0.001,
−5,−.35,−2000, .045,−.09, 5.0], υ = 16∗Υ. The NN weight θ̂ was initialized at random from
a uniform distribution in the interval of [0 0.001]. The number of neurons in the hidden layer
is chosen as 20. From Figs. 46(a) and 46(b), we can observe that after the fault is detected
at t = 209 sec, the NN learns the fault dynamics, which can be verified by the convergence
of the residuals Ts and Vt close to zero with RMSEs 0.0041 and 0.0036, respectively. This
brings back the residuals below the threshold value, as shown in Figs. 46(a) and 46(b).
The convergence of the state estimation errors close to zero with RMSEs within 1% band is
shown in Figure 46 (c). Furthermore, the convergence of the estimated NN weight updates
is also shown in Figure 46 (d).

Therefore, it can be concluded that the NN was able to learn the fault dynamics and es-
timate the core temperature SOC and SOH in the presence of a convective cooling resistance
fault.

Multiple thermal or side-reaction faults

An abrupt convective cooling resistance 0.4Ru, internal thermal resistance 0.2Rc, and thermal
runaway 0.02W faults are injected at t = 206 sec. From (4.4.5), it can be observed that the
convective cooling resistance fault affects only the surface temperature dynamics, thermal
runaway affects only core temperature dynamics, whereas internal thermal resistance affects
both core and surface temperature dynamics. However, since the change in Ts, Tc also affects
ohmic resistance dynamics (4.4.3), multiple thermal or side reaction faults also affect voltage
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Figure 45: Residual responses under convective cooling resistance fault injected at 206s a)
surface temperature error, b) output voltage error.

dynamics (4.4.4). Therefore the fault can be simulated as γ4, γ5, γ7 ̸= 0, which affects the
Ts and Vt residuals. From Figs. 47(a) and 47(b), we can observe that the residuals are
within the adaptive threshold value before the occurrence of the fault t = 206 sec. This
further validates the estimation accuracy of the NLO. Upon the occurrence of the fault, the
Ts and Vt residuals exceed the adaptive threshold value after t = 206 sec. This implies the
detection of the occurrence of multiple thermal or side reaction faults, which are diagnosed
at an incipient stage.

Upon the detection of the fault, the NN is deployed to learn the multiple thermal or
side reaction faults online. The simulation parameters used were Υ = diag[.09, 0.01, 0.01, 1,
−1900, .08, .02, 10.0], υ = 12Υ. The NN weight θ̂ was initialized at random from a uniform
distribution in the interval of [0 0.001]. The number of neurons in the hidden layer is chosen
as 20. From Figure 48(a) and 48(b), we can observe that after the fault is detected at
t = 207 sec, the NN learns the fault dynamics, which can be verified by the convergence
of the residuals Ts and Vt close to zero with RMSEs 0.0087 and 0.0048, respectively. This
brings back the residuals below the threshold value, as shown in Figs. 48(a) and 48(b). The
convergence of the state estimation errors close to zero with RMSEs within 1% band is shown
in Figure 48 (c). Furthermore, the convergence of the estimated NN weight updates is also
shown in Figure 48 (d). Therefore, it can be concluded that the NN was able to learn the
fault dynamics and estimate the core temperature SOC and SOH in the presence of multiple
thermal or side reaction faults.

4.5 Conclusion

Section 4.2 presents an EKF-based SOC and parameter estimation scheme which is further
utilized for model-based FD. The novel state-space model of the ECM with an EKF accu-
rately estimates the SOC and nonlinear time-varying internal parameters of the battery as
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Figure 46: Residual responses with NN under convective cooling resistance fault injected at
206s a) surface temperature error, b) output voltage error, c) state estimation error and d)
NN weight estimation.

shown in the simulation. The model-based FD scheme using the EKF was able to detect
the internal fault. Estimation of the fault parameter with an online fault estimator will help
predict the RUL of LIB and is detailed in Section 4.3 and Section 4.4.

Later in Section 4.3, we have presented an NN-based FD scheme with an adaptive thresh-
old and core temperature estimation scheme under internal thermal faults in LIB. The pro-
posed model-based approach using an NLO guaranteed the estimation of the SOH-coupled
ETA model states (SOC, SOH, Tc, Ts) and parameter (R0). Comparing the output residu-
als with the proposed adaptive threshold facilitated the detection of thermal faults under
health degradation and modeling uncertainties. The online fault learning scheme using NNs
for thermal faults showed the potential of accurately estimating the core temperature un-
der fault conditions, which can be used for thermal management by BMS. Learning other
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internal faults of the battery online will improve the RUL and battery management and are
included in Section 4.4. In addition, ohmic resistance change in the presence of faults has
a significant impact on the terminal voltage of the battery [258]. Therefore, tracking the
battery’s output voltage is indispensable to detecting side reaction faults, which are also
included in Section 4.4.

Finally, Section 4.4 presents a modified NN-based FD scheme presented in Section 4.3 to
detect thermal and side reaction faults in LIB. A NLO is designed to guarantee the estimation
of the states (SOC, SOH, Tc, Ts) and parameter (R0) of the SOH-coupled ETA model with
RMSEs within 1% band. The output residuals generated from the observer are compared
against an adaptive threshold designed to account for health degradation and modeling
uncertainties. This enabled the detection of thermal and side reaction faults. Faulty state
estimation using an NN-based observer showed the convergence of the state estimation errors
and NN weight updates, which proved the potential of a learning-based scheme to learn the
internal fault dynamics of the system and accurately estimate the core temperature, SOC,
and SOH of the battery during faults.

In the next chapter, overall conclusions and future work of this dissertation will be
discussed in detail.
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CHAPTER V

CONCLUSION AND FUTURE WORK

5.1 Conclusion

In this dissertation, we provided an in-depth literature review on LIBs’ internal and exter-
nal degradation mechanisms and SOH estimations. Motivated by the existing gaps in the
literature, we developed two different SOC and SOH-based models of LIB to estimate SOC,
SOH, and parameters simultaneously using observer/filtering-based approaches. Finally, we
developed FD schemes to detect internal (thermal, side reaction) faults in LIB. To this end,
we first summarized different internal and external degradation mechanisms of LIB and pro-
vided details of the corresponding modeling approaches and correlation with the SOH in
chapter II. More specifically, we systematically presented the evolution of the chemical and
mechanical degradation starting from the SEI layer formation, fracture, lithium plating, and
dendrite formation, along with their governing equations. The inter-relations among these
degradation mechanisms and their effects on capacity and power fade were also discussed.

In the later part of chapter II, we have presented the recent and advanced SOH estima-
tion methods, such as OCV-based ICA-DVA techniques, electrochemical methods integrated
with internal degradation models, and data-driven methods using DNN and GPR. Further, a
summary of empirical models for capacity or power fade, along with the influence of external
aging factors on internal degradation mechanisms, were discussed. It was clear from the re-
view that the hybrid approaches, which combine multiple estimation schemes, improve SOH
estimation accuracy. It was also observed that real-time machine learning-based approaches
are less explored in the area of LIB and gaining popularity in recent times.

Finally, nondestructive quantitative evaluations of the degradation, taking the impact of
internal and external aging factors into account, will result in well-optimized cell designs with
longer cycle life. Development of real-time machine learning schemes with measured voltage,
current, and surface temperature, by leveraging the advancement in NN-based architectures
and training schemes, can address the challenges in modeling internal degradation. Further,
these learning-based intelligent models can be implemented in BMS for health-conscious
decision-making with improved autonomy.

Secondly, in chapter III, two different LIB models were proposed. Both models were
developed to accommodate the time-varying parameters to apprehend the effect of aging on
SOC and SOH estimations. In the first part of chapter III, a SOC-dependent model was
developed. All the parameters in this model are SOC-dependent. A NLO was designed
using Lyapunov stability analysis, and the state and parameter estimation errors were guar-
anteed to be UUB. The simulation results showed that the NLO estimates all the states and
parameters with RMSEs within 1% band.
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In the later part of chapter III a SOH-coupled ETA model was proposed. The thermal
and SOH (capacity fade) dynamics, along with their effects on the ECM parameters, were
incorporated into this model. Therefore the ETA model of the battery was developed by
integrating or coupling three subsystems: 1) a 2-RC varying parameter ECM, 2) a thermal
model, and 3) a semi-empirical aging model

Further, the ETA model was extended to integrate the dynamics of the ohmic resis-
tance to estimate the power fade and internal degradation along with the SOC and SOH of
LIB. Finally, both the SOH-coupled and extended SOH-coupled ETA models were validated
experimentally and numerically. An EKF was used to estimate the critical battery states
such as SOC, SOH, core, and surface temperatures and parameters such as R0 with RMSEs
within 1% band. Comparison results at different Crates and ambient temperatures were also
presented to show the effectiveness of the proposed coupled models.

Finally, in chapter IV, FD schemes based on the two different modeling approaches of
LIB discussed in chapter III were presented. In the first part of chapter IV FD scheme
based on a nonlinear SOC-based model of the battery, which was capable of estimating
the nonlinear internal parameters, was proposed. Simulation results with drive cycle input
current were presented to show the effectiveness of the proposed model-based FD scheme. In
the proposed FD scheme, an EKF was able to estimate the states and parameters accurately
in the healthy conditions of the battery. An internal fault was induced in the system by
adding an externally time-varying fault to one of the parameter’s ohmic resistance. The
fault progression was reflected as the rise of voltage residual of the battery. Therefore EKF
was able to estimate the output voltage accurately before the fault occurred and could not
estimate faulted battery output. This resulted in a large output residual that exceeds the
threshold value when the fault occurs. The threshold value to indicate fault was computed
based on the run-time maximum values of the internal parameters.

In the second part of chapter IV FD scheme based on an extended SOH-coupled model
of the battery (refer to Section 4.3), which can estimate SOC, SOH, and ohmic resistance,
was proposed. Integrating the dynamics of ohmic resistance in the SOH-coupled model
provided insights into power fade and detection of internal faults (e.g., side-reaction faults)
of the battery. Unlike the constant threshold values in Section 4.2, we have designed a
residual adaptive generator, which was able to differentiate between the degradation and
faults from the residuals, detect faults of smaller magnitude (incipient stage) in normal
operating conditions, and account for modeling uncertainties in the system.

First, an NLO was designed using Lyapunov stability analysis, and the state and param-
eter estimation errors were guaranteed to be asymptotically stable in the absence of fault.
Second, an NN-based NLO was designed using Lyapunov stability analysis to estimate the
core temperature in the presence of a fault, and the state and weight estimation errors were
guaranteed to be UUB. Simulation results with drive cycle input current were presented to
validate the fault detection scheme. Faults affecting the core temperature were induced in
the system. The first NLO was able to generate the output residuals by comparing the faulty
battery and the estimated outputs. All the state estimation errors converged to zero until
the fault was introduced into the system with RMSEs within the 1% band. A fault was de-
tected when the residual exceeded the adaptive threshold value designed. Upon detection of
the fault, a second NN-based FD observer was able to learn the fault dynamics and estimate
the faulty core temperature of the battery with RMSE within 1% band.
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In the final part of chapter IV, the FD scheme in Section 4.3 was also modified to
estimate the faulty states such as SOC and SOH and detect thermal and side reaction faults
in LIB. In this modified scheme, we first designed a NLO with redefined outputs using
Lyapunov stability analysis, and the state and parameter estimation errors were guaranteed
to be asymptotically stable in the absence of fault. Second, an NN-based modified NLO was
designed using Lyapunov stability analysis to estimate the SOC, SOH, and core temperature
in the presence of a fault, and the state and weight estimation errors were guaranteed to
be UUB. Faults such as thermal and side reaction faults are induced in the system. The
first NLO was able to generate the output residuals by comparing the faulty battery and
the estimated outputs. All the state estimation errors converged to zero until the fault was
introduced into the system with RMSEs within 1% band. When the residual exceeds the
adaptive threshold value designed, a fault was detected. Upon detection of the fault, a second
NN-based modified FD observer showed the convergence of the state estimation errors and
NN weight updates, which proved that the modified NN-based observer was able to learn
the fault dynamics and accurately estimate the faulty SOC, SOH, and core temperature of
the battery. All the state estimation errors converged close to zero with RMSEs within 1%
band.

5.2 Future work

The future work of this dissertation is given as follows:

• Learning the internal faults is helpful in predicting RUL, battery failures, and health
management, which is included in our future work.

• Using the proposed SOH-coupled model for the formulation of optimal charge control
problem with the minimum-time charge reduced aging charge and balanced charge
among pack level batteries.
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