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Abstract 

Recently, it has become important to define ethical rules governing the most appropriate ways to 

interact with those that decision interventions seek to influence. However, philosophical theories 

and current methods of comparing interventions in the decision sciences are likely inadequate to 

fully demonstrate ethical differences among various types of interventions. Here, I seek to 

address this problem by first proposing a framework (based on the American Psychological 

Association’s ethical code of conduct) for criteria that should likely be considered when making 

ethical comparisons among interventions. Then, I propose a method through which one could 

identify the extent to which nudges and educational interventions promote reliable deliberation—

a condition that has been argued to be central to ensuring autonomous decision making—when 

making decisions regarding recycled water. In four experiments, I show that nudges and 

educational interventions can both be used to shift individual preferences regarding recycled 

water, but that only educational interventions result in greater choice consistency, a factor that I 

propose is integral to demonstrating one has deliberated reliably. These results are likely of 

important practical benefit, as they might guide policymakers and water practitioners towards 

interventions that are likely to result in consistent and stable public support of recycled water, 

which could help avoid costly consequences such as protests and legal challenges. They likely 

also have important ethical implications, as they demonstrate a condition on which some nudges 

might fail to respect autonomy to the same extent as educational interventions. These results help 

us move one step closer to being able to empirically quantify ethical risks and benefits of using 

different intervention strategies and represent an important stepping-stone in defining an 

integrated ethical interaction theory. 
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Introduction 

Insights from the behavioral sciences seeking to inform interventions in a way that helps 

people make “better” decisions have become more pronounced in governments, corporations, 

and organizations (D. Halpern & Sanders, 2016; OECD, 2017). However, what constitutes a 

“better” decision—and, by extension, what constitutes an effective intervention—has recently 

come under substantial philosophical and empirical scrutiny. While good decisions are often 

characterized by exogenously identified criteria (e.g., if the decision-maker makes a choice that 

was normatively correct or consistent with logical rules; see Baron, 2004; Tversky & Kahneman, 

1974)—and thus effective interventions are often characterized by the extent to which they 

efficiently help people make a decision in line with those rules (e.g., Benartzi et al., 2017)—

other factors can (and likely should) be considered. Among these factors, there is a growing 

consensus that it has become important to define ethical rules governing the most appropriate 

ways to interact with those that decision interventions seek to influence. Various professional 

organizations acknowledge this need. For example, the American Psychological Association 

(APA) lists respect and promotion of human rights as one of its guiding principles (American 

Psychological Association & American Psychological Association Services, Inc., 2019). 

Accordingly, the APA has issued and continually amends an ethical code of conduct, with the 

goal of ensuring the welfare and protection of all those with whom psychologists work 

(American Psychological Association, 2017). 

While many theoretical discussions regarding intervention ethics in the decision sciences 

have occurred (e.g., Blumenthal-Barby & Burroughs, 2012; Bovens, 2009; Hausman & Welch, 

2010; Selinger & Whyte, 2011; Sunstein, 2015a, 2015b), current methods suffer from at least 

two notable limitations. First, most discussions seem to focus on ethics in a broad sense without 
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defining relevant criteria on which ethics might be judged. And second, very little effort has been 

made to empirically demonstrate and quantify potential ethical costs along those specific criteria. 

Here, I begin to address these limitations by laying the groundwork for a theory of ethical 

interactions. First, using the APA ethical code of conduct as a guide, I suggest a set of 

foundational principles that could be used as criteria for ethical comparisons. Then, I propose 

and demonstrate a method that could be used to compare interventions along one of these 

criteria—the reliable deliberation condition of autonomy—as it relates to decisions and 

preferences concerning recycled water. 

Overall, in a series of four experiments, I provide evidence that many kinds of decision 

interventions (e.g., many nudges) can be used to bias participants toward choosing to accept 

recycled water. However, I also show that compared to libertarian paternalistic interventions like 

nudges, informing people about recycled potable water is better able to promote consistent 

preferences regarding recycled water. In addition to the practical benefit that such preference 

consistency could provide in this domain, these results suggest that some libertarian paternalistic 

nudges may not support reliable deliberation as well as some educational interventions. This 

could have important ethical implications related to respect for individual autonomy. 

Criteria for Ethical Interactions 

 In order to make empirical comparisons among different kinds of decision interventions, 

it is first necessary to identify relevant ethical criteria on which those comparisons are to be 

made. One problem in identifying these criteria is that there are many current philosophical 

theories about what makes right actions right (Copp, 2006), none of which are likely completely 

suitable for the purposes of comparing interventions. An exhaustive list of each of these views is 
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outside the scope of this dissertation; however, three main theories of note are consequentialism, 

deontology, and virtue ethics. 

 Consequentialism is a theory of ethics that proposes that the rightness or wrongness of an 

act depends on its consequences (see Scheffler, 1988). Among the early consequentialist views 

were classic views of utilitarianism, which holds that an act can only be considered morally good 

if its net good consequences outweigh its net bad consequences for everyone affected and out of 

all options available (Bentham, 1825; Mill, 1863; Sidgwick, 1874). While on the surface, 

consequentialism seemingly has direct applications to decision intervention ethics (i.e., one could 

use models of expected utility to estimate net good and net bad consequences of a decision, and 

all things being equal, the intervention that leads the most people to a choice where utility is 

maximized could be considered more ethical), there are limitations to this theory that would 

likely be problematic.  

First, there are many different ways that good and bad consequences can be 

conceptualized, and by extension, many different ways that utility could be measured. For 

example, consequences could refer only to actual, present consequences of a decision, but it 

could also refer to foreseeable future consequences. Likewise, they could refer to consequences 

to an individual decision-maker, but they could also refer to consequences for all people or 

beings (Sinnott-Armstrong, 2022). Similarly, it is not clear exactly what utility is (e.g., multiple 

characterizations of utility exist, including maximization of pleasure, minimization of pain, 

levels of happiness, etc.; see Driver, 2022). Thus, it is not clear what characterization of utility or 

method of measurement would be most appropriate to use.  

Moreover, consequentialism and utilitarianism are not typically viewed as decision 

procedures. Philosophers have often distinguished between theories that provide standards of 
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rightness (i.e., the properties through which objects can be judged as right or justified) and 

theories that offer decision procedures (i.e., criteria that dictate how people should deliberate, 

reason, and act; see Bales, 1971; Kymlicka, 2002; Railton, 1984). Because utilitarian reasoning 

would often dictate that individuals make decisions that maximize total welfare for all rather than 

decisions that protect their own interests, many philosophers have argued that even if 

consequences are the things that make actions right or wrong, utilitarianism and 

consequentialism cannot be viewed as universal decision procedures (Brink, 1986; Stark, 1997). 

For this reason, it would likely be inappropriate to view utility calculations as action-guiding for 

individuals and policymakers.  

Finally, even if consequentialism was action-guiding, use of this model would often risk 

focusing on the making of a specific, discrete choice as the main criteria for judging ethics (i.e., 

the choice that maximized utility the most). This is of concern, as it necessarily assumes that one 

of the choices is normatively superior to the other. While some decisions may have a 

normatively superior option, for many decisions, this is unlikely to be the case. For example, it 

has been demonstrated that pre-marking either a comfort or life-extending option on a form can 

influence real people’s decisions about their end-of-life care (S. D. Halpern et al., 2013); 

however, there is little reason to believe as an objective truth about the world that either option is 

normatively superior to the other. Some people value their comfort over living longer and vice 

versa. Thus, in absence of a basic, intrinsic value that is shared by most decision makers, it 

would likely be inappropriate to base ethical comparisons on how well the intervention 

influenced individuals to make a specific choice.   

 In contrast to consequentialism, deontology is an ethical theory that defines the rightness 

of an act by the extent to which it conforms with the correct set moral norms (Alexander & 
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Moore, 2021). Rather than judging rightness by consequences or outcomes, deontology holds 

that the feature of an action that makes it right is whether or not it  falls in accordance with the 

correct set of moral rules or duties, some of which may not be utility maximizing (R. Johnson & 

Cureton, 2022). For example, one might be viewed as having a duty to be honest with their 

spouse even if that honesty causes the spouse pain. Again, this theory seemingly could have 

direct applications in decision ethics (i.e., if there were universal duties that needed to be adhered 

to in any given circumstance, a decision intervention could be judged based on the extent to 

which it upheld those duties). However, there are also several problematic limitations to this 

theory. First, some have argued that because the moral duties one could select as universal are 

more or less arbitrary (i.e., there is often no unifying rationale for what duties are considered 

good), deontological ethics may not be action-guiding either (see Joseph, 1933; McNaughton, 

1996; Raphael, 1994).  

Moreover, even if deontological principles were action-guiding, several significant 

problems would still exist. For example, we would need to answer the question of who decides 

which principles matter for decision ethics. People across many religions, political parties, and 

backgrounds have different conceptions of what duties are most important to uphold (e.g., 

Graham et al., 2009), so the potential arbitrariness of what could be considered right would pose 

significant problems for defining a set of criteria for ethical interactions. Furthermore, even if we 

agreed on who should decide, according to the philosophical personality argument (PPA; see 

Feltz & Cokely, 2012), we still might have cause to doubt those principles that are selected. The 

PPA argues, based on a growing body of empirical literature, that basic philosophical intuitions 

are often affected by diverse factors that are irrelevant to the task (e.g., extraversion affects 

people’s judgements about whether determinism and free will are compatible; Feltz & Cokely, 
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2013, 2016; Schulz et al., 2011; Stich & Tobia, 2015). Thus, any selection of deontological 

principles that are assumed to be the correct set of rules would likely be suspect (and perhaps be 

inappropriate) for ethical comparisons in this domain.   

Finally, virtue ethics is a third ethical theory, which defines the rightness or wrongness of 

actions based on motives and character traits. According to this theory, actions are good if they 

exemplify virtuous traits. For example, if an agent has good motives for an action, virtue ethics 

would typically view that action as “right,” because the good motives reflect the virtue of the 

individual (Slote, 1995). Virtue ethics has sometimes been thought to focus on developing good 

habits and good character in people so that they can make actions that are true to themselves 

(e.g., McCracken et al., 1998; Shanahan & Hyman, 2003; Williams & Murphy, 1990). On this 

conceptualization, virtue ethics could hold some promise for evaluating decision interventions 

(i.e., if an intervention is able to help individuals develop some skill or habit that allows them to 

make decisions that are true to themselves, and if it does so to a greater extent than another 

intervention, all things being equal, that intervention could be considered more ethical).  

However, there are limitations to this method that would likely render virtue ethics 

unable to be a standalone guide to ethical interactions. For example, while the notion above (i.e., 

good habits and character traits that help people take actions that are true to themselves) may 

serve as a useful guide, virtue ethics itself does not necessarily define which virtues, motives, 

habits, etc. matter the most. There are many virtues that could be considered (e.g., honesty, 

unselfishness, objectivity, realism; see Hursthouse & Pettigrove, 2022), some of which may not 

matter for comparing intervention ethics. Thus, as with previous theories, virtue ethics by itself is 

unlikely to provide the correct set of virtues and character traits that should be evaluated. 

Moreover, once the virtues and traits needing to be developed are decided upon, on my 
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conceptualization, it would likely not be enough merely for the intervention designer to intend 

for the intervention to support that development. Rather, it would need to be empirically 

demonstrated that the intervention actually does support the development of important habits and 

character. Accordingly, a standalone appeal to virtue ethics (e.g., determining whether the 

intervention designer had good motives that were relevant to decision-makers’ character 

development when they created the intervention) would likely be insufficient to make ethical 

comparisons between interventions. However, in this dissertation, I will propose the beginnings 

of a framework and demonstrate a method that could be used to overcome these limitations.  

Absent an overarching, standalone philosophical theory to guide ethical interactions, 

behavioral economists and psychologists have sometimes discussed and attempted to use other 

independent forms of ethical criteria. For example, principles that have received some discussion 

in the past are welfare (i.e., whether the intervention helped the decision-maker choose 

something that made their life “longer, healthier, [or] better;” Thaler & Sunstein, 2008, p. 5),  

freedom of choice (i.e., whether the intervention formally left open the option to choose among 

various alternatives; see Sunstein, 2015a), and judged acceptability (i.e., whether decision-

makers, on average, viewed the interventions as acceptable to use; Felsen et al., 2013; Hagman et 

al., 2015; Yan & Yates, 2019). While all of these criteria are important, they represent only small 

parts of the larger picture of ethics (e.g., welfare likely represents a small part of the “net good” 

as characterized in consequentialist theories) and are likely not sufficient to guarantee an 

intervention is ethical. For example, if someone were to give a decision-maker a choice between 

two options but also threaten violence against the individual if they choose one of the options 

over the other, most people would likely feel that ethical rules were still broken, notwithstanding 

the fact that freedom of choice technically exists in this context. Likewise, judged acceptability 
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could be subject to the argument of the PPA, meaning that judged acceptability may be affected 

by diverse, irrelevant factors to the decision task. 

Accordingly, a more comprehensive set of criteria would likely be beneficial in order to 

accurately compare interventions on ethical merit. In order to avoid conflicts arising from the 

PPA (i.e., the view that we are unlikely to come to know the mind-independent, non-conceptual 

truth of many philosophical issues—including ethics), one way to select these criteria might be 

to look to principles that most people generally value. One promising set of criteria that could 

begin to form this framework for a larger theory of ethical interactions can be found in the 

APA’s code of ethical conduct. Specifically, the APA has specified five aspirational principles 

that are intended to guide psychologists to uphold the highest ideals of the profession (American 

Psychological Association, 2017). Of note, these principles are accepted by a wide variety of 

professional organizations and businesses (Holt, 2023). These principles are: 

1. Beneficence and nonmaleficence 

2. Fidelity and responsibility 

3. Integrity 

4. Justice 

5. Respect for people’s rights and dignity 

In brief, these principles represent some commonly held values that have been 

empirically demonstrated to have wide acceptance (e.g., Schwartz, 2012; Schwartz et al., 2012). 

Beneficence and nonmaleficence refers to an obligation to maximize benefits while minimizing 

harm to individuals. Fidelity and responsibility encompass the need to fulfill responsibilities by 

acting in the best interests of the individual being served. Integrity involves a duty to foster 

truthful and honest relationships. Justice means ensuring that individuals are treated fairly and 
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equitably. Respect for people’s rights and dignity embraces the rights of individuals to govern 

their own lives. In this context, we might think of an ethical decision intervention as one that not 

only leaves open the option to choose, but also which demonstrably minimizes the risk to these 

ideals to fullest extent possible (e.g., by promoting autonomy, building trust between the choice 

architect and the decision-maker, etc.). 

 To be clear, these principles do not necessarily represent a necessary set of conditions for 

ethical interactions. In fact, given the arguments presented above, it is likely that we could never 

know if they constitute the only correct set of criteria. However, given their importance in the 

decision sciences and their acceptance by people generally (J. A. Lee et al., 2011; S. H. Schwartz 

& Bardi, 2001), I propose that by measuring the extent to which various decision interventions 

respect these principles, one could reasonably approximate the extent to which those 

interventions have upheld the ethical standards of the field. Thus, they likely serve as a suitable 

set of criteria for defining ethical interactions in this domain. In this paper, I will demonstrate 

how one could go about empirically comparing interventions on these ethical principles. 

Specifically, I will focus on how one could compare interventions on the extent to which they 

respect reliable deliberation—a condition that has been argued to be central to respecting one’s 

right to autonomy.  

Autonomy 

While there are many rights that are important to protect, one of the rights that is likely 

most widely agreed upon is autonomy (J. A. Lee et al., 2011; S. H. Schwartz, 2012; S. H. 

Schwartz & Bardi, 2001). Respect for autonomy is mentioned in numerous ethics codes (e.g., 

American Counseling Association, 2014; American Nurses Association, 2015; American 

Occupational Therapy Association, 2020). Autonomy has been argued to have intrinsic value 
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(i.e., it is often thought that autonomy is valuable in and of itself, because individuals often view 

it as important that they be the authors of their own lives; see Benn, 1975; Dworkin, 1988). It is 

also thought to have instrumental value (i.e., it is thought to bring about other good things, such 

as positive affect, self-acceptance, improved health outcomes, etc.; see Vedam et al., 2017; 

Weinstein et al., 2012; Wichmann, 2011). Thus, taking into account its value across a wide 

variety of professional and personal settings, respecting or promoting autonomy while 

implementing decision interventions would likely be valuable. 

In order to understand how one could measure the extent to which an intervention 

respects an individual’s autonomy, it is first important to define autonomy. Unfortunately, there 

is no widespread consensus on what autonomy is. At the very base level, most conceptions of 

autonomy seem to refer to the ability of individuals to make self-governed or self-determined 

decisions according to their own coherent set of beliefs and values (Benn, 1975; Buchanan & 

Brock, 1989; Dworkin, 1981, 1988; Mele, 2001). However, within that definition, there are still 

many ways in which autonomy could be characterized. For example, Feinberg (1986) identifies 

at least four connotations that could be associated with the idea of self-governance: (1) the 

capacity to govern oneself, (2) the actual experienced condition of governing oneself, (3) the 

ideal character that emerges when governing oneself, and (4) the right to govern oneself. For 

this research, I define autonomy using the notion set forth by Mele (2001), who argues that 

autonomy is the actual condition of agents governing themselves. Mele further argues that one 

way to ensure one has acted autonomously is if:  

1. The agent has no compelled motivational states, nor any coercively produced 

motivational states. 
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2. The agent's beliefs are conducive to informed deliberation about all matters that 

concern him. 

3. The agent is a reliable deliberator. (p. 187) 

In other words, one way for an individual to be autonomous is to be free from coercion 

(Condition 1), to have access to whatever correct information is required to deliberate accurately 

(Condition 2), and to be able—whether through executive skills, or through characteristics of the 

choice environment—to meaningfully incorporate relevant values, beliefs, emotions, etc. into 

their overall decision (Condition 3). Taking this definition into account, it could be argued that 

by demonstrating the extent to which an intervention respects these three conditions, one could 

sufficiently show the relative ability of an intervention to actually protect (and perhaps promote) 

autonomy.  

While many attempts have been made to measure autonomy in the past, to my 

knowledge, no measure of autonomy currently exists that is suitable for this purpose. Some 

measures of autonomy measure trait levels of autonomy (i.e., measures of one’s general 

disposition and preferences regarding autonomy; e.g., Anderson et al., 1994; Weinstein et al., 

2012). These measures are likely insufficient for two reasons. First, traits have typically been 

found to be relatively stable over time (e.g., Anusic & Schimmack, 2016; Cobb-Clark & Schurer, 

2012; Gustavsson et al., 1997). Thus, at least in the short-term, we would likely not expect 

autonomy measured using a dispositional scale to change in response to one-time interventions. 

Second, even if a trait measurement were to change over time, a dispositional account of 

autonomy would likely not fit with the current definition of autonomy (i.e., a trait measure would 

seemingly be more relevant to a characterization of autonomy as the capacity to govern oneself 
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generally—i.e., Feinberg’s first listed connotation—rather than the extent to which they actually 

did govern themselves in a given situation).  

Some measures of autonomy have been developed which seemingly do focus on the 

actual experience of autonomy (e.g., Broeck et al., 2010; Upadhyay et al., 2014; Vedam et al., 

2017), but these scales are likely problematic as well. None of the scales seems to measure all 

three conditions for autonomy cited previously. Most focus only on the coercion condition of 

autonomy. For example, scales developed by Broeck et al. (2010) and Upadhyay et al. (2014) 

only measured the extent to which workers felt coerced to do tasks a specific way and the extent 

to which women felt their partners forced them to feel and act in certain ways concerning 

pregnancy/family planning, respectively. Vedam et al. (2017) measured the extent to which 

women felt their doctors provided them adequate information and space to make their own 

maternity care options (i.e., the coercion and informed deliberation conditions for autonomy) but 

did not explore the reliable deliberation condition. Of course, there could be other sets of 

sufficient conditions for autonomy. However, given that Mele’s conditions for autonomy are a 

collective set of sufficient conditions, all three conditions need to be established in order for an 

individual  to behave autonomously on Mele’s specific conceptualization. Moreover, these 

measures are all subjective measures of autonomy (i.e., the extent to which one feels they made 

an autonomous decision). While subjective appraisals are important and in some cases may be 

adequate measures of autonomy, subjective estimates of many variables are often imperfectly 

related to objective measures of the same constructs (e.g., Fagerlin et al., 2007; Mahmoud-Elhaj 

et al., 2020).  

In light of these issues, to most effectively and accurately compare the extent to which an 

intervention promotes autonomy, I would argue that objective measures of each of the three 
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sufficient conditions need to be developed. Previous work by Tanner (2021) has examined one of 

these conditions: informed deliberation. Using an objective measure of recycled water 

knowledge developed by Mahmoud-Elhaj et al. (2020), Tanner found that objective knowledge 

mediated the relationship between an educational intervention and recycled potable water 

acceptance while the same relationship did not hold for libertarian paternalistic default nudges. 

This suggests that some educational interventions are better able to respect the condition of 

informed deliberation than some default nudges when making decisions about recycled water. 

However, the other conditions (i.e., being free from coercion and reliable deliberation) represent 

important factors that have yet to adequately be explored empirically. In this dissertation, I will 

attempt to empirically explore one of those factors: reliable deliberation.  

Measuring Reliable Deliberation 

To understand how one could objectively measure reliable deliberation, it is important to 

first define reliable deliberation. Similar to autonomy, there is no widespread consensus on what 

it means to be a reliable deliberator. Reliable deliberation has sometimes been characterized in 

terms of competency (i.e., whether  the individual possesses the executive qualities needed to 

properly deliberate about a topic). For example, some have proposed that in order to be capable 

of proper deliberation, individuals need to be of full age, sound mind, and literate (Schramme, 

2021; see also Harvey, 2001). However, defining reliable deliberation in terms of competence or 

executive skills would likely be problematic. The selection of executive skills that would qualify 

one as a competent deliberator would likely be suspect due to the PPA. Likewise, past research 

has shown that the lack of a skill does not preclude the possibility of individuals acting as if they 

had that skill. For example, Garcia-Retamero and Galesic (2010) showed that effective visual 

aids were able to help individuals with low numerical skills understand risk at the same level as 
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those who were already high in that skill. Thus, an effective decision intervention could likely 

help individuals to be competent, reliable deliberators in at least some domains.  

Others have defined reliable deliberation using characteristics and outcomes of the 

deliberation itself. This characterization of deliberation is based around the argument that there 

are some ways of deliberating that are better than others and typically assumes that proper 

deliberation is a process that follows logical rules and arrives at rational conclusions (e.g., 

decisions that maximize utility; see Arpaly & Schroeder, 2012; Danielson, 1998). This 

conceptualization is also likely to be problematic, given that it likely requires there to be both a 

normatively superior way to arrive at a decision and a normatively superior option to choose. As 

previously discussed, there are likely many cases where a normatively superior option does not 

exist. Moreover, even in cases where there are normative standards, there are likely many 

processes through which one can arrive at them. For example, Cokely & Kelley (2009) found 

that when making decisions about hypothetical lotteries, many high-ability participants arrived at 

decisions that were normatively correct according to expected value calculations; however, many 

did so without actually making those calculations, and instead arrived at their choice using 

simple yet elaborative heuristic processes. Thus, defining reliable deliberation by the extent to 

which individuals use logical rules or arrive at normatively superior choices would likely not be 

adequate.    

I propose that one way we could instead define reliable deliberation is to break the term 

down into its component parts (i.e., reliable and deliberation). To define deliberation, one might 

again look to Mele (2001; also see Baron, 2005; Blacksher et al., 2012; Dietz, 2013; Elwyn & 

Miron-Shatz, 2010; Mansbridge, 2015). Mele describes deliberative processes as methods where 

(1) one has some psychological basis for evaluative reasoning (e.g., values, desires, and beliefs); 
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(2) an evaluative judgment is made on the basis of that reasoning which recommends a particular 

course of action; (3) an intention is formed in line with the evaluative judgement; and (4) an 

action is carried out to execute the intention. In other words, one might describe deliberation as 

the process of taking one’s own values, desires, beliefs, etc., and translating them into 

appropriate intentions and actions.  

For this research, I define “reliable” in the same sense that reliability is often referred to 

in statistics. Reliability typically refers to how consistent results are when using the same or 

similar measures. For example, one introductory statistics textbook refers to a reliable 

measurement as “one that will give you or anyone else approximately the same result time after 

time when taken on the same object or individual” (Utts, 2014, p. 55). Combining these two 

terms, we might define reliable deliberation as the condition of making consistent judgements 

and decisions when deliberating about the same set of values and beliefs. That is, in instances 

where an individual’s values, desires, and beliefs about a topic do not change (all else being 

equal), we would expect them to translate through into relatively stable decisions and behavioral 

intentions across similar, short-term decision-making trials. Moreover, we might expect this 

consistency even when one is exposed to additional random information that should be irrelevant 

to one’s understanding of a topic.  

For example, applied to recycled water, an ideal decision-making intervention might help 

one take their values and beliefs relevant to recycled water (e.g., values related to health, 

environmental responsibilities, etc.) into account, and lead to an intention or decision consistent 

with those values (e.g., because research shows that recycled water can be as healthy as normal 

tap water and can reduce waste discharged back into the environment, they might see that 

recycled water is consistent with their values and report intentions to vote to implement recycled 
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water). Then, unless something happens to change one’s relevant values or beliefs, we would 

expect these individuals to make similar decisions and report similar intentions consistently 

across many trials, even when exposed to potentially biasing, but ultimately irrelevant 

information (e.g., information that someone seeking to implement recycled water is a member of 

an opposing  political party). Theoretically, this information should hold little relevance to one’s 

representative understanding of recycled water. For example, in line with some factors identified 

in Cokely et al.’s (2018) framework for skilled decisions, the political identity of one advocating 

for recycled water should have little to no effect on the extent to which one comprehends 

relevant facts about recycled water, nor should it affect most affective responses to recycled 

water (e.g., we would not necessarily expect it to predict the level of disgust one feels about 

recycled water). Thus, if one has reliably deliberated about recycled water, we would likely 

expect very little change in their acceptance even after they have received this extra information. 

Notably, similar definitions of reliable deliberation have been presented before. For 

example, Gastil and Dillard (1999) and Rosenberg (2022) argue that one likely outcome of 

proper deliberation should be increased coherence of thinking on an issue. Likewise, Mele 

(2001) asserts that deliberative practices that are based on common decision biases like the 

anchoring effect may be unreliable. However, to my knowledge, no studies have attempted to 

measure reliable deliberation based on this characterization. Studies on debiasing techniques 

have sometimes made related measurements; however, there are at least two key differences that 

would make debiasing measurements inadequate for the purposes of reliable deliberation. First, 

in many cases, the debiasing literature seems to center around topics and decisions where there is 

a normatively correct option. Thus, measurements related to debiasing are typically based on the 

making of accurate, normatively correct decisions (e.g., Jenkins & Youngstrom, 2016; Lambe et 
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al., 2016; Sellier et al., 2019). As discussed previously, such a measurement is likely not 

appropriate for my characterization of reliable deliberation, especially given that my 

characterization focuses on the consistency of one’s choices rather than the choice itself. Second, 

most debiasing literature seems to focus on either one-off decisions or the same decision made 

across a small number of longer-term timepoints (e.g., Dai et al., 2021; Hinds, 1999; Morewedge 

et al., 2015). Beyond the aforementioned limitation (i.e., such tasks usually still focus on the 

decision itself as the main outcomes of interest), my characterization of reliable deliberation will 

use iterative decision tasks across a short period of time, where additional pieces of irrelevant, 

biasing information will be added for each successive trial, and consistency within those trials 

will be analyzed. To my knowledge, no studies of this kind currently exist in the debiasing 

literature, so this method likely represents a unique contribution to the field.           

Interventions and Hypotheses 

 Using the previously discussed operationalization (i.e., consistency across trials, even 

when presented with irrelevant, but biasing information), in this dissertation, I will seek to 

compare two kinds of decision interventions on the extent to which they support reliable 

deliberation: educational interventions and libertarian paternalistic nudges. These kinds of 

interventions have both been used extensively in past behavior change research (e.g., 

Jachimowicz et al., 2019; Zelezny, 1999). However, due to differences in their proposed 

mechanisms for behavior change, it is likely that these interventions might differ with respect to 

their ability to promote autonomy. 

 In particular, educational interventions represent a class of behavioral interventions that 

typically seek to promote change by increasing one’s domain-specific knowledge of a topic. 

Studies across many scientific disciplines—including the domain of recycled potable water—
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suggest that low support for scientific innovations is often at least partially attributable to 

misunderstanding or ignorance of key domain-specific facts (Allum et al., 2008; Glick et al., 

2019; Nisbet, 2005; Nisbet & Goidel, 2007; Sturgis & Allum, 2004). Cokely et al. (2018) have 

further suggested that the effects of education and general decision decision-making skills on 

choices often occur by increasing representative understanding. Representative understanding 

can be defined as an understanding of a topic that is nuanced enough that additional information 

received on that topic is unlikely to change tendencies made on the basis of that understanding. 

The skilled decision framework posits that representative understanding is achieved by having 

enough high-quality information about to topic to prompt deliberation, which leads to well-

calibrated levels of confidence in one’s knowledge about a topic and helps individuals to 

calibrate their own affective reactions to the topic (see Figure 1). The integration of knowledge 

and appropriate affective reactions is then thought to drive—at least in part—the decision one 

eventually makes, and lead to a high-quality choice (e.g., one that is in line with expert 

consensus on a topic). 

 Past research has found some educational interventions to be effective at increasing both 

simple binary choices to accept recycled potable water, as well as a complex of factors related to 

recycled water acceptance (e.g., related behavioral intentions, lower reported worry about 

recycled water, etc.). Likewise, research has also found that decisions about recycled potable 

water acceptance likely proceed along a pathway consistent with the framework for skilled 

decisions, such that effective educational videos increase knowledge, which has both a direct 

effect on recycled water acceptance, as well as a strong indirect effect through reduced worry 

about health risks associated with recycled water (Tanner, 2021; Tanner & Feltz, 2022). Taking 

these factors into account, I hypothesize: 



19 

 

 𝐻1: Individuals who are educated about recycled water will show higher acceptance of 

recycled water across a series of similar, but biasing, decision trials than those who are not 

educated about recycled water. 

 Meanwhile, libertarian paternalistic nudges are a class of intervention that typically seeks 

to change behavior by targeting automatic decision processes (i.e., thinking that is quick, 

reflexive, and is typically heavily influenced by features of the environment; see Evans, 2008; 

Thaler & Sunstein, 2008). In particular, I define a libertarian paternalistic intervention as one that 

seeks to predictably influence behavior while still leaving open the ability to choose differently 

(i.e., libertarian), but that also involves the violation of some moral rule, such as withholding 

relevant information (i.e., paternalistic; see Gert & Culver, 1979; Tanner, 2021). For example, 

one type of intervention thought to fall in this category is default nudging. Default nudges are 

typically designed to target automatic decision processes through the setting of default rules (i.e., 

making clear the option that participants would receive if they were to do nothing else). Past 

research has found that because of factors such as decision inertia (i.e., the tendency to choose 

the default because it would take more effort to actively switch to another option) and social 

sensemaking (i.e., the tendency of decision-makers to see defaults as tacit recommendations by 

the intervention designer), people will often stay with default options, even when they are free to 

choose differently (Blumenthal-Barby & Burroughs, 2012; Ghesla et al., 2019; E. J. Johnson & 

Goldstein, 2013; Krijnen et al., 2017; Madrian & Shea, 2001; Thaler & Sunstein, 2008; Venema 

et al., 2018).  

 For example, Egebark and Ekström (2016) found that by changing the default printing 

settings at a large public university to double-sided, the sheets of paper used per day at the 

university dropped by an average of 15 percent, relative to the previous five weeks where the 
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default setting was single-sided. Similar effects have been observed across multiple decision 

domains (e.g., saving for retirement, consenting to be an organ donor, end-of-life decisions, and 

various consumer domains; Feltz, 2015, 2016; Jachimowicz et al., 2019; Johnson & Goldstein, 

2013; Madrian & Shea, 2001), and default options have even been shown to affect choices to 

accept recycled water (Tanner, 2021; Tanner & Feltz, 2022). Thus, I hypothesize: 

         𝐻2: Individuals who are nudged into recycled water use (e.g., using default rules) will 

show higher acceptance of recycled water than those who are not defaulted into recycled water 

use. 

 However, unlike educational interventions, research has suggested that libertarian 

paternalistic nudges typically do not affect any of the other factors related to recycled water 

acceptance (e.g., similar behavioral intentions, worry about risks, etc.), and they likely do not 

engage representative understanding pathways (Tanner, 2021). Because they are unlikely to 

increase representative understanding, I hypothesize: 

 𝐻3: Those exposed to an educational intervention will exhibit higher levels of reliable 

deliberation (operationalized through more consistency in choice) across a series of similar, but 

biasing, decision trials than those who only receive a series of libertarian paternalistic nudges.  

 I tested these hypotheses in a series of four experiments. In Experiments 1a and 1b, I 

developed and tested a number of nudge scenarios designed to bias participants towards 

accepting or rejecting recycled water and found that a number of common biases can be used to 

consistently sway opinions on recycled water. In Experiment 2, I conducted an experiment 

comparing participants who received an educational intervention prior to receiving the best set of 

nudge scenarios from Experiments 1a and 1b to those who only received the set of nudge 

scenarios. I found that those who received an educational intervention displayed more consistent 



21 

 

choices across the series of nudge scenarios than those who only received the nudges. In 

Experiment 3, I replicated these results using a larger sample and found that for many people, the 

consistency observed for the educational intervention likely proceeded along a pathway that was 

consistent with the model for skilled decisions.   

Experiment 1a 

 The purpose of Experiment 1a was to develop a set of scenarios that could be used to bias 

participants to accept or reject recycled water to be used in later experiments.  

Method 

Participants. Participants were recruited from Amazon’s Mechanical Turk (MTurk), in 

exchange for $0.75 USD. A filter was applied through CloudResearch’s MTurk Toolkit that 

restricted the MTurk subject pool to only those who have been vetted and approved by 

CloudResearch. CloudResearch-approved participants have been found to provide higher quality 

data than many other online participant recruitment platforms (Hauser et al., 2022; Peer et al., 

2022). To determine the number of participants needed for this experiment, an a priori power 

analysis was conducted based on effect sizes for recycled potable water acceptance observed in 

previous studies. The power analysis suggested a need for about 100 participants in each bias 

condition (power = .8, alpha = .05, d = .40), resulting in an overall need for about 800 

participants.  

To account for participants who would likely need to be excluded from analyses, a total 

of 838 participants were recruited to complete the experiment. However, a total of 86 

participants were excluded for failing to complete the survey, and an additional nine participants 

were excluded for answering one or more attention check questions incorrectly. Among the final 
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sample of 743 participants, 404 identified as female, 328 identified as male, and 11 declined to 

specify their gender. The ages of participants ranged from 19 to 84 (M = 43.04, SD = 13.51).   

Procedure. Prior to the start of the experiment, I developed a set of unique scenarios 

meant to bias participants towards choosing to accept or reject recycled water. These scenarios 

were created based on a list of more than 100 cognitive biases provided by The Decision Lab 

(https://thedecisionlab.com/biases). I examined each bias on the list, evaluated each one on its 

ability to be incorporated into a scenario about recycled water, and identified a total of 25 

candidates1. For each candidate, I then developed a set of two logically equivalent scenarios: one 

scenario meant to nudge the participant towards preferring recycled water and one meant to 

nudge the participant towards preferring “conventional” water.  

For example, one bias identified is known as the reactive devaluation bias, which holds 

that people tend to favor proposals made by those they view as similar to themselves and devalue 

proposals made by those they view as opposite, regardless of the content of the proposal (e.g. 

Maoz et al., 2002). Accordingly, I developed a set of scenarios where participants were asked to 

imagine they attended a city council meeting where the mayor proposed a recycled water 

scheme. In the scenario meant to bias participants toward preferring recycled water, the mayor 

was described as being “[a] close personal friend, shares many of the same political views…and 

who is known to be well-respected among much of the community.” Meanwhile, in the scenario 

meant to bias participants toward preferring conventional water, the mayor was described as 

                                                
1 Note, because these scenarios attempt to influence people to express a desired preference 

(while still leaving open the formal option to choose otherwise) and were built using cognitive 

biases (and thus are unlikely to proceed through rational agency, representative knowledge 

pathways; see Tanner, 2021), I consider each of these scenarios to likely represent a libertarian 

paternalistic nudge. Accordingly, hereafter, I sometimes use the terms “bias scenarios” and  

“nudges” interchangeably.  

https://thedecisionlab.com/biases
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being “[someone] you have never met, holds many of the opposite political views…and who is 

not known to be well-respected among much of the community.” See Table 1 for a list of all 

biases for which scenarios were developed. 

Prior to testing, three of the biases (bottom dollar effect, IKEA effect, and mere-exposure 

effect were eliminated due to the hypothetical nature of the scenarios [i.e., I viewed it as unlikely 

that these biases would produce reliable effects in a solely hypothetical environment]). To test 

the remaining pool of 22 biases (44 scenarios), participants viewed six randomly selected biases 

from the candidate list. Within each of the six randomly selected biases, participants were further 

randomly assigned to view either the conventional bias scenario or the recycled bias scenario. 

Thus, participants could not be assigned to both conditions of the same nudge, but they could be 

assigned to view a mix of conventional and recycled bias scenarios throughout the experiment 

(see Figure 2).  

For each scenario, responses were on a 6-point Likert scale (1 = would definitely prefer 

conventional water, 6 = would definitely prefer recycled water). Additionally, after each 

scenario, participants responded to a battery of questions developed by Tanner (2021) aimed at 

measuring several additional indicators of recycled water. Specifically, these questions measured 

the extent to which participants felt they would be satisfied with policymakers, their relevant 

affective reactions (worry), the extent to which they would endorse engaging in related behaviors 

in protest to recycled water, and the extent to which they would make negative recommendations 

to others if recycled water were to be implemented in their city: 

1) I would be upset with [my local government] if they asked people to use recycled 

water for drinking. 
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2) I would trust [my local government] if they decided to ask people to use recycled 

water for drinking.  

3) I would be worried about my health if [my local government] decided to ask people to 

use recycled water for drinking.  

4) I would likely protest if [my local government] decided to ask people to use recycled 

water for drinking.  

5) I would consider moving if [my local government] decided to ask people to use 

recycled water for drinking.  

6) I would tell my friends and family not to move here if [my local government] decided 

to ask people to use recycled water for drinking.  

 Language for these questions was adjusted to be consistent with each individual scenario 

(e.g., for the reactive devaluation bias “my local government” was changed to “the mayor”). 

Responses options were on a 6-point Likert scale (1 = strongly disagree, 6 = strongly agree). 

These indicators were included in order to serve as further indicators of effectiveness. Finally, 

participants responded to basic demographic questions (e.g., age, gender). 

Results and Discussion 

  I conducted an independent samples t-test for each individual bias to see whether 

condition (recycled water bias vs. conventional water bias) affected average preference for water 

type. In total, 15 of the biases displayed significant effects on water preference (see Table 1), 

supporting my second hypothesis that many nudges might be able to increase recycled water 

acceptance. Effects for the conventionally significant biases varied from conventionally small 

sizes (d = .29) to large sizes (d = .96).  
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In order to further reduce the number of candidates for later experiments, I also examined 

the effects of bias condition on each of the additional indicators. Three of the fifteen significant 

biases (omission bias, hyperbolic discounting, and the bandwagon effect) displayed no reliably 

significant effects on any of the additional indicators and thus were eliminated from use in later 

experiments (see Table 1). 

Experiment 1b 

 The purpose of Experiment 1b was to narrow down the conventionally significant biases 

from Experiment 1a into a smaller set of items for use in later experiments.  

Method 

 Participants. Participants for Experiment 1b were recruited from MTurk, again using the 

CloudResearch filter, in exchange for $0.75 USD. To be consistent with the power analysis 

reported in Experiment 1a, here, I aimed to recruit about 400 participants total (100 participants 

for each the four between-subjects conditions used within this experiment). In total, responses 

were collected from 422 participants; however, 18 participants were excluded from analyses for 

incorrect answers on attention check questions, and an additional 18 participants were excluded 

for failing to complete the survey. This resulted in a final sample of 386 participants. Ages 

ranged from 20 to 84 (M = 43.94, SD = 13.74). Two hundred thirty-seven participants identified 

as female, 145 identified as male, two were non-binary, and two declined to specify their gender.  

 Procedure. Prior to the start of the experiment, I split the 12 remaining bias scenarios 

into two unique sequences of biases. This was done in an effort to reduce the amount of time 

participants would need to complete the experiment. The sequence and order each bias was 

assigned alternated based on effect sizes observed in Experiment 1a (e.g., the bias with the 

largest observed effect size—the noble edge effect, d = .96—was assigned to be the first bias 
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participants viewing Sequence 1 would see; the next largest effect—the ambiguity effect, d = 

.91—was assigned to be the first bias participants viewing Sequence 2 would see; the third 

largest effect (action bias, d = .80) was assigned to be the second bias participants viewing 

Sequence 1 would see, etc.). This resulted in two sequences of six biases, sorted in descending 

order by effect size.  

 For Experiment 1b, participants were randomly assigned to one of four conditions, where 

they viewed Sequence 1 or 2 as previously described, or one of the two sequences with bias 

positions reversed (i.e., Sequence 1R or 2R, where biases were displayed in ascending order 

based on effect size). Sequences 1R and 2R were included in an effort to guard against potential 

carryover effects. It is possible that viewing the bias with the largest effect size first could have a 

strong enough influence to override effects of all subsequent biases, thus examining the 

sequences in reverse might provide a better idea of what set of biases would be most appropriate 

for shifting preferences regarding recycled water.       

 For each scenario presented, participants responded using a 6-point Likert scale (1 = 

would definitely prefer conventional water, 6 = would definitely prefer recycled water). The 

sequences were programmed such that the order in which the biases were received was fixed; 

however, the version of each scenario that participants received (i.e., the version meant to bias 

towards recycled water vs. the version meant to bias towards conventional water) was adaptive, 

based on their most recent response. Specifically, participants always received the version of the 

scenario meant to bias them towards the opposite option of their previously stated preference. 

For example, if someone in Sequence 1 received the noble-edge scenario and answered with a 

three (would slightly prefer conventional water), for the next bias (action bias), they would 

receive the version meant to bias them towards preferring recycled water.  
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 After participants responded to each of the scenarios in their assigned sequence, all 

participants responded to a scale gauging objective knowledge of recycled water (Mahmoud-

Elhaj et al., 2020). This scale contains 39 true/false/I don’t know questions. Responses were 

coded for correctness (I don’t know answers were coded as incorrect) and summed to form a 

composite score of recycled water knowledge. Finally, participants responded to basic 

demographic questions. 

Results and Discussion 

 Analytic strategy. The main outcome of interest for this experiment was the consistency 

of participants’ preferences regarding recycled water. I used two methods to gauge consistency. 

First, I calculated a standard deviation for each participant across their responses to the six bias 

scenarios they received. Standard deviations are a measure of how spread out numbers are from 

the mean in a set of data (Utts, 2014). Thus, if someone were to give the same response across all 

six scenarios (e.g., if they responded with 4 [slightly prefer recycled water] for each question), 

we would expect a standard deviation of zero, because each of their responses would be identical 

to their mean of four. Conversely, if someone were to alternate between responses of 1 (strongly 

prefer conventional water) and 6 (strongly prefer recycled water) on every scenario, we would 

expect a higher standard deviation, as each of their responses would be the maximum distance 

away from their own mean of three. On this logic, because a standard deviation was calculated 

for each individual across their responses to the six scenarios, smaller standard deviations should 

indicate less spread in each individual’s responses and thus higher consistency in their own 

choices.  

 For the second method, I operationalized consistency by the number of qualitative 

switches participants made between preferences for recycled and conventional water throughout 
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the experiment (i.e., the number of times participants changed from a 1-3 rating to a 4-6 rating—

or vice versa—in each successive scenario). This operationalization was included because of 

potential limitations that could be associated with using standard deviations. Especially when 

using small sample sizes, standard deviations can be unstable and highly influenced by outliers 

(e.g., Utts, 2014). Given that standard deviations in this experiment were calculated using only 

six indicators, it could easily be the case that someone could display high consistency in choice 

but still have a higher standard deviation than an inconsistent decision-maker if any of the 

choices were outliers (e.g., an individual who responded 1, 1, 1, 1, 1, 1, 6 across seven choices 

would have a standard deviation (SD = 1.89) that is higher than an individual who responded 2, 

5, 2, 5, 2, 5, 2 (SD = 1.60), notwithstanding the fact that the latter individual consistently 

changed their preference while the former did not).  

Consistency results: standard deviations. Using a one-way ANOVA, I examined 

average differences in standard deviations across the four sequences. The omnibus test suggested 

a marginally significant effect (F (3, 382) = 2.1, p = .10, ƞ2 = .02). Post-hoc tests conducted using 

Tukey’s Honestly Significant Difference (HSD) tests (a robust test for making comparisons 

among multiple groups; see Midway et al., 2020) suggested a marginally significant difference in 

variance between Sequences 1 and 2 (t (192) = 2.35, p = .09, d = .33), where participants in 

Sequence 2 (MSD = 1.21, SDSD  = .59) were more consistent (i.e., had lower average standard 

deviations) than those in Sequence 1 (MSD = 1.40, SDSD  = .57). Notably, variation in Sequence 

2R was very similar, though the comparison between Sequences 1 and 2R did not reach 

conventional levels of significance (MSD = 1.25, SDSD  = .54; t (204) = 1.90, p = .23, d = .27; see 

Figure 3).  
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 To further probe any differences between the sequences, I split participant knowledge 

scores into quartiles and conducted a series of one-way ANOVAs to see if consistency differed 

as a function of a participant’s native knowledge in each individual sequence. The logic behind 

these tests was that if average standard deviations differed as a function of native knowledge, 

there would be some evidence that the order of scenarios was not so overpowering that it would 

drown out all other effects (i.e., because it would still be sensitive to individual differences such 

as knowledge). There were no reliably significant differences in consistency among knowledge 

groups for the sequences where larger effect biases were displayed first (Sequence 1: F (3, 101) 

= 1.28, p = .29, ƞ2 = .04; Sequence 2: F (3, 85) = 1.04, p = .38, ƞ2 = .04), suggesting that starting 

with the most effective biases might have overpowered the other biases. However, both reverse-

ordered sequences displayed significant or marginally significant effects (Sequence 1R: F (3, 87) 

= 2.89, p = .04, ƞ2 = .09; Sequence 2R: F (3, 97) = 2.29, p = .08, ƞ2 = .07), indicating that one of 

these sequences would likely be most appropriate for shifting water preferences.  

 To differentiate between the two sequences, I conducted post-hoc tests using Tukey’s 

HSD tests. Specifically, I examined the sequences to see which results aligned best with theory 

discussed in the introduction (i.e., that those who knew more about recycled water would likely 

exhibit more consistency in preferences). Patterns for Sequence 1R were opposite what would be 

expected given theories of representative understanding (e.g., there was a marginally significant 

difference where participants in the lowest knowledge quartile displayed more consistency in 

their choices (MSD = 1.1, SDSD = .71) than those who were in the highest knowledge quartile (MSD 

= 1.5, SDSD = .42; t (57) = 2.55, p = .06, d = .66; see Figure 4)). Meanwhile, patterns for 

Sequence 2R were more consistent with what would be expected (e.g., there was a marginally 

significant effect where participants in the second knowledge quartile displayed less consistency 
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in their choices (MSD = 1.40, SDSD = .55) than those who were in the highest knowledge quartile 

(MSD = 1.0, SDSD = .45; t (40) = 2.37, p = .09, d = .78; see Figure 5)). 

Consistency results: switching. Using a one-way ANOVA, I also examined the number 

of switches participants made across the six scenarios. The omnibus test was not reliably 

significant (F (3, 382) = 1.29, p = .28, ƞ2 = .01), indicating that there were no reliable differences 

in consistency among the four sequences. 

I also examined the number of switches made as a function of knowledge quartile within 

each individual sequence. Similar to standard deviations, Sequence 1 had no reliable effects on 

switches (F (3, 101) = 1.29, p = .28, ƞ2 = .04). In both sequences 1R and 2, there were reliably 

significant or marginally significant differences in the number of switches made by participants 

in knowledge quartile (Sequence 1R: F (3, 87) = 2.50, p = .07, ƞ2 = .08; Sequence 2: F (3, 85) = 

3.09, p = .03, ƞ2 = .10). However, both sequences displayed effects that were inconsistent with 

theory. For example, in Sequence 1R, those in the lowest knowledge quartile switched 

preferences less (MSwitches  = 2.52, SDSwitches = 1.65) than those who were in the highest knowledge 

quartile (MSwitches = 3.5, SDSwitches = .42; t (57) = 2.55, p = .06, d = .70; see Figures 6 and 7). 

Meanwhile, in Sequence 2R, no reliably significant differences were observed (F (3, 97) = .49, p 

= .69, ƞ2 = .02). 

 Discussion. While results from this study were mixed, with respect to native knowledge, 

Sequences 1, 1R, and 2 either displayed no reliable differences or differences inconsistent with 

theory across the two operationalizations of choice consistency. Meanwhile, there was some 

indication that Sequence 2R might be the best candidate for ensuring that the bias scenarios 

would be able to shift participants’ preferences regarding recycled water in a way that is 

consistent with theory (e.g., when comparing standard deviations among the knowledge 
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quartiles). Thus, this sequence was selected for use in the final two experiments. See the 

Appendix for the wording and order of the retained items.           

Experiment 2 

 The goal of Experiment 2 was to conduct a small-scale pilot test using the sequence of 

items retained after Experiment 1b. In addition, educational interventions were implemented to 

see if there would be a difference in consistency between the educational intervention and 

libertarian paternalistic nudges.  

Method 

 Participants. Participants for Experiment 2 were recruited from the student participant 

pool at a large university in the United States. Participants completed the survey in exchange for 

partial course credit. Responses were collected from a total of 128 participants. Fourteen 

responses were excluded from analyses for failure to complete the survey, one response was 

excluded for not meeting the minimum age requirement, and an additional 31 responses were 

discarded for answering one or more attention check questions incorrectly. Of the 82 responses 

that were analyzed, 64 of the respondents identified as female, 16 identified as male, one was 

non-binary, and one declined to specify their gender. Ages ranged from 18 to 38 (M = 18.78, SD 

= 2.32). A post-hoc sensitivity analysis suggested that the current sample could reliably detect a 

medium sized effect (power = .80, alpha = .05, one-tailed; d = .55). 

Procedure. At the start of survey, participants were first randomly assigned to either the 

education condition or the control condition. Participants in the education condition watched a 5-

minute video produced in collaboration with water experts that highlights several key facts about 

the need for recycled water, the recycling process, areas already using recycled water, etc. 

(https://www.youtube.com/watch?v=eGcZjnwQy2w). Past research (Tanner, 2021; Tanner, 

https://www.youtube.com/watch?v=eGcZjnwQy2w
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McDonald, et al., 2023; Tanner & Feltz, 2022) has found this video to be very effective at 

increasing knowledge and acceptance of recycled water. Participants in the control condition 

watched a similar length video describing how the internet works 

(https://www.youtube.com/watch?v=7_LPdttKXPc).   

 After participants watched their assigned video, participants were further randomly 

assigned to a default-in or default-out condition. Participants in the default-in condition were 

presented with the following hypothetical scenario:  

Imagine you work for a small business. As part of your job, you are in charge of ordering 

water for the office water dispenser. In the past, your business has ordered from 

Company A, which is listed as the business's default provider of water. One day, 

Company A announces it will officially supply only recycled water to customers. You 

notify your boss of this change, and they tell you that you can continue ordering from 

Company A, or you can choose to switch providers and instead start ordering water from 

Company B. Assuming Company A (recycled water) and Company B (traditional water) 

offer the same prices for their water and you have no outside pressure to choose one 

option over the other, which company would you choose? 

Participants in the default-out condition received the same hypothetical scenario, except 

Company B (the non-default provider) is the one selling recycled water. Participants were then 

asked to rate how likely they would be to stay with their default water company or switch to the 

opposite one on a 6-point Likert scale (1 = definitely stay with the default and order from 

Company A, 6 = definitely switch and order from Company B). Responses were reverse-coded in 

the default-in condition to ensure that the scales were consistent (i.e., 1 = definite preference for 

conventional water, 6 = definite preference for recycled water). Previous research (Tanner, 
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Cokely, et al., 2023) has indicated that this particular default nudge oftentimes influences the 

choice to accept recycled water.  

Next, participants completed the sequence of six biases retained from Experiment 1b. 

Similar to Experiment 1b, the order of the biases was fixed, however, the version of each bias the 

participants received depended on their response to the most recent scenario, such that those who 

reported preferring conventional water in the previous scenario received the version meant to 

bias one towards recycled water, and those who reported preferring recycled water in the 

previous scenario received the version meant to bias one towards conventional water. Responses 

were again on 6-point Likert scales, where 1-3 represented a preference for conventional water 

and 4-6 represented a preference for recycled water.  

Additionally, after each scenario, participants responded to the same battery of additional 

acceptance indicator questions reported in Experiment 1a. After finishing the scenarios, 

participants completed the same objective knowledge of recycled water scale reported in 

Experiment 1b. Then, they were asked questions gauging their level of statistical numeracy. This 

was measured using the 7-item version of the Berlin Numeracy Test (Cokely et al., 2012; L. M. 

Schwartz et al., 1997). Statistical numeracy represents the ability to understand and apply basic 

probabilistic information, which has been shown to predict better understanding and general 

decision-making skill across many domains (e.g., Garcia-Retamero et al., 2019; Peters, 2012), 

including recycled water (e.g., Tanner, 2021 has found significant positive associations between 

numeracy and knowledge, as well as significant negative associations between numeracy and 

worry about recycled water). For these reasons, numeracy has often been thought to be an 

influential skill in helping individuals achieve representative understanding of a topic (e.g., Cho 

et al., 2021). Finally, participants provided basic demographic information. 
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Results and Discussion 

 Manipulation checks. To ensure the interventions worked as intended, I first checked to 

ensure that the educational intervention and default nudge increased acceptance of recycled 

water. Consistent with my first hypothesis, those in the education condition were more accepting 

(i.e., they exhibited higher preferences for recycled water) on average across all the scenarios 

combined (M = 3.95, SD = .75) than those who were in the control condition (M = 3.54, SD = 

.71; t (80) = 2.50, p = .01, d = .55; see Figure 8). There was no reliably significant difference in 

acceptance across all scenarios for the first nudge (i.e., default condition; (t (80) = 1.10, p = .28, 

d = .24)). However, consistent with my second hypothesis, many of the nudges increased 

acceptance within their own scenarios (see Table 2)2. For example, within the default scenario 

itself, being defaulted into buying from the recycled water provider resulted in significantly 

higher acceptance of recycled water (M = 4.53, SD = 1.47) than being defaulted out (M = 3.61, 

SD = 1.48; t (80) = 2.80, p < .01, d = .62; see Figure 9). These results suggest that both 

interventions likely successfully increased acceptance in some way. 

                                                
2 In some cases (across both Experiments 2 and 3), the nudges produced results that were 

opposite of expectations (i.e., significantly higher acceptance in the conventional bias condition 

than the recycled bias condition). I hypothesize that this might be an artifact of the methods used 

in this experiment. That is, because participants were always placed in the condition opposite of 

their most recently stated preference, if a participant consistently stayed high in acceptance, they 

would consistently be placed in the conventional water bias condition. Thus, for example, if the 

education intervention increased both acceptance and choice consistency, it would not be 

surprising to observe systematically higher acceptance in the conventional bias condition. It is 

also worth noting that when analyzing average acceptance across all seven scenarios (see Table 3 

for Experiment 2 and Table 6 for Experiment 3), in almost every case, each individual nudge was 

associated with large, reliably significant differences that were opposite what would be expected 

(i.e., significantly higher average acceptance in the conventional bias condition than the recycled 

bias condition). Consistent with the notion above, this might provide some evidence of the ability 

of education to increase reliability across the scenarios (i.e., because the educational intervention 

was shown to increase average acceptance across all the scenarios, the consistent effects suggest 

that participants might have started and stayed high in acceptance, regardless of nudges).   
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 Analytic strategy and assumption checks. The primary result of interest for this 

experiment was the extent to which consistency would differ for those in the education condition 

as opposed to those in the control condition (i.e., the participants who only received the series of 

nudges). Because of the low sample size and because previous research has never found 

systematic interactions between educational interventions and nudges (e.g., defaults) when 

measuring recycled water acceptance (Tanner, 2021; Tanner, Cokely, et al., 2023; Tanner & 

Feltz, 2022), I analyzed results using independent samples t-tests. 

For this experiment, I used the same two methods of operationalizing consistency from 

Experiment 1b. For the first method, I calculated a standard deviation for each individual’s 

responses to the default scenario, as well as the six additional nudges (thus, consistent with 

Experiment 1b, lower standard deviations should indicate less spread among a participant’s own 

responses and more consistency in acceptance). I then averaged those individual standard 

deviations in the education group and control group. The average standard deviation in the 

education group was then compared to the average standard deviation in the control group to 

compare consistency. 

 Before running those t-tests, I checked to see if the normality and homogeneity of 

variance assumptions for conducting t-tests were met. First, I checked skew and kurtosis 

statistics for both groups to ensure they were not substantially non-normal. While there are many 

different standards for what skew and kurtosis values should be considered non-normal (e.g., 

some have suggested absolute skew values greater than two or absolute kurtosis values larger 

than seven are substantially non-normal; see Kim, 2013), I used a more conservative criteria 

(absolute skew values greater than one and absolute kurtosis values larger than three; e.g., 

Blanca et al., 2013). On these criteria, neither group was substantially non-normal (education 
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group: skewness = -.09, kurtosis = -.43; control group: skewness = -.14, kurtosis = -.92). Then, I 

conducted Levene’s test (Levene, 1960; see also Lim & Loh, 1996) to check for homogeneity of 

variance. Levene’s test was not significant (p = .83) suggesting that the assumption of 

homogeneity of variance was also met. 

 I also calculated individual standard deviations for each of the additional indicators 

(being upset, trust, worry, intentions to protest, intentions to move, and intentions to give 

negative recommendations) and averaged each by education group. The assumptions of 

normality held for each of these indicators (education group: skewness range [.18, .94], kurtosis 

range [-.95, .78]; control group: skewness range [-.31, .72], kurtosis range [-.56, .03]). Likewise, 

Levene’s test was not significant for any of the additional indicators (all ps > .29), thus analyses 

for additional indicators were conducted using independent samples t-tests as well.  

 The logic of the second operationalization of consistency (i.e., qualitative switches 

between preferences) was identical to that reported in Experiment 1b. Assumptions for t-tests 

held for this variable (education group: skewness = -.24, kurtosis = -.70; control group: skewness 

= -.33, kurtosis = -.53; Levene’s test: p = .62). 

Consistency results: standard deviations. The independent samples t-test for the 

primary acceptance indicator revealed a significant difference between consistency in the 

education condition (MSD = 1.21, SDSD = .44) and control condition (MSD = 1.40, SDSD = .40; t 

(80) = 2.07, p = .04, d = .46; see Figure 10). Specifically, in support of my third hypothesis, 

consistency was higher in the education condition than it was in the control condition. Notably, 

the same pattern of results held for all of the additional indicators as well.  

In particular, those in the education condition were more consistent in their levels of 

being upset (MSD = .55, SDSD = .48) than were those in the control condition (MSD = .87, SDSD = 
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.52; t (80) = 2.96, p < .01, d = .66; see Figure 11) and were also more consistent in their rated 

likelihood of moving in response to recycled water (MSD = .40, SDSD = .45) than the control 

participants (MSD = .65, SDSD = .50; t (80) = 2.33, p = .02, d = .52; see Figure 12). Those who 

were in the education condition were marginally more consistent in their levels of trust (MSD = 

.60, SDSD = .47) than those who were not (MSD = .77, SDSD = .41; t (80) = 1.76, p = .08, d = .39; 

see Figure 13). Those in the education condition were marginally more consistent in how 

worried they would be about recycled water (MSD = .55, SDSD = .45) than those who were not 

(MSD = .72, SDSD = .42; t (80) = 1.78, p = .08, d = .39; see Figure 14), Finally, educated decision-

makers were marginally more consistent in their rated likelihood of protesting recycled water 

(MSD = .46, SDSD = .46) than those in the control condition (MSD = .62, SDSD = .41; t (80) = 1.70, 

p = .09, d = .38; see Figure 15) and were also marginally more consistent in their intentions to 

give negative recommendations (education condition: MSD = .41, SDSD = .46; control condition: 

MSD = .61, SDSD = .55; t (80) = 1.77, p = .08, d = .39; see Figure 16).  

Notably, numeracy was also significantly correlated with acceptance variation (r (80) = -

.30, p < .01; see Table 4 for correlations from Experiments 2 and 3). Those who were higher in 

numeracy exhibited higher levels of consistency in their acceptance across the scenarios. These 

results seem consistent with prior research on numeracy (e.g., Allan et al., 2017 has found that 

numeracy predicts susceptibility to biasing tornado-related myths), and thus may point to the 

skilled decision framework and representative understanding pathways as a potential model to 

explain these effects. 

Consistency results: qualitative switches. The independent samples t-test comparing 

switches in the education group (M = 3.39, SD = 1.52) to switches in the control group (M = 

3.61, SD = 1.51) did not yield reliably significant results (t (80) = .66, p = .51, d = .15). However 



38 

 

further analyses suggested that this could be a function of averaging across all individuals. For 

example, when examining patterns related to the extremity of participants’ response to the first 

scenario (i.e., the default nudge), it seemed that among individuals with more extreme answers, 

the educational decision aid made a difference. For example, examining only those who 

responded with a 1 or 6, there was a medium-sized effect where those in the control group 

switched more (N = 11, M = 3.91, SD = 1.64) than those in the education condition (N = 9, M = 

3.11, SD = 1.83; t (18) = 1.03, p = .32, d = .46). Notably, these results did not reach conventional 

levels of statistical significance, but the effect size suggests this may be function of the very 

small groups. Similarly, when including those who were next most extreme in their response 

(i.e., those who answered with 1, 2, 5, or 6), a nearly marginally significant effect occurred 

where those in the education condition made fewer switches throughout the experiment (N = 29, 

M = 3.68, SD = 2.02) than those in the control condition (N = 28, M = 4.45, SD = 1.55; t (55) = 

1.62, p = .11, d = .43). Only when including those who were the least extreme (i.e., those who 

responded with a 3 or 4) did the effect seem to shrink, as reported above. This likely suggests 

that many people were being pushed around in their preferences, but effects may have been 

dampened by a smaller group of participants who were not shifting at all, regardless of other 

factors.   

Thus, I hypothesized that the lack of reliably significant results might be due to 

systematic differences between some of the participants in the study. For example, some 

participants might generally have been more resistant to change than others (see Hoang et al., 

2023). To test this, I conducted a latent profile analysis (LPA) on participants’ responses to the 

seven scenarios. Results suggested that a two-profile solution likely had adequate fit to the data 

(entropy = .77, AIC = 2046.73, BIC = 2099.95, SABIC = 2030.55) and the Lo-Mendell-Rubin 
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adjusted likelihood ratio test (Lo et al., 2001) suggested that a two-profile solution would likely 

fit the data better than a one-profile solution (AIC = 2092.79, BIC = 2126.66, SABIC = 2082.50; 

p = .06). I also tested a three-profile solution (entropy = .87, AIC = 2015.63, BIC = 2088.19, 

SABIC = 1993.57); however, the Lo-Mendell-Rubin test suggested it would not provide 

significantly better statistical fit (p = .12). Thus, I retained a two-profile solution. 

The two-profile solution revealed one class (Class 1; N = 35) that was generally lower in 

preference for recycled water compared to the other class (Class 2; N = 47; see Figure 17 for 

estimated means from the LPA). Accordingly, I conducted a 2x2 ANOVA comparing education 

condition (control vs. education) and latent class (Class 1 vs. Class 2) on the number of 

qualitative switches made throughout the experiment. There was no main effect of education 

condition on switches (F (1, 78) = .02, p = .89, ƞ2 < .01). There was a main effect of latent class 

on switches (F (1, 78) = 7.99, p = .01, ƞ2 = .09), such that those in Class 1 (the lower acceptance 

group) switched more (M = 4.66, SD = 1.42) than those in Class 2 (the higher acceptance group; 

M = 3.62, SD = 1.82). However, this was qualified by a significant interaction (F (1, 78) = 5.67, 

p = .02, ƞ2 = .06), where those in the control condition had a similar number of switches 

regardless of class (Class 1: M = 4.25, SD = 1.37; Class 2: M = 4.09, SD = 1.68), but those in the 

education condition switched far less when they were in Class 2 (M = 3.17, SD = 1.88) as 

opposed to Class 1 (M = 5.07, SD = 1.39; see Figure 18). These results support the idea that 

averaging across participants might have muted effects on qualitative switching. 

Discussion. In sum, these results likely all lend support to Hypothesis 3. Across many 

different scenarios and indicators of acceptance, there seems to be a pattern where educating 

participants about recycled water helps them become more consistent in their choices and 

preferences than those who are only exposed to a series of nudges. Moreover, these results seem 
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to hold both when consistency is operationalized using standard deviations, as well as when 

consistency is operationalized using qualitative switches (at least for those for those in Class 2, 

who were generally higher in acceptance). These results might suggest that properly tested 

educational interventions may be able to support reliable deliberation to a greater extent than a 

series of nudge interventions. 

Experiment 3 

 Experiment 3 aimed to accomplish two main goals. First, while results from Experiment 

2 were promising, its small sample size was a notable limitation. Thus, Experiment 3 aimed to 

replicate the results using a larger group of participants. Second, Experiment 2 did little to 

examine the cognitive mechanisms that might explain differences in consistency. Therefore, in 

Experiment 3, I also aimed to use structural equation modeling techniques (SEM) to explore the 

potential decision pathways through which effects might occur. 

Method 

Participants. Participants for Experiment 3 were recruited from the student participant 

pool at a large university in the United States in exchange for partial course credit. To estimate 

the number of participants needed for this experiment, I first conducted an a priori power 

analysis using the acceptance consistency effect size observed in Experiment 2 (d = .46). This 

suggested a need for 120 participants (power = .80, alpha = .05). However, in order to ensure 

accuracy when using SEM techniques, Kline (2015) suggests an ideal sample size to parameter 

ratio of 20:1. To be consistent with models reported by Tanner (2021), I hypothesized that a total 

of 12 parameters would need to be estimated for my path model. Thus, I aimed to recruit 240 

participants (20 participants * 12 parameters) for this experiment. 
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 Responses were collected from 265 participants, but prior to analyses, 58 participants 

were excluded for failing to complete the survey or meet the minimum age requirement, and 20 

participants were excluded for failing attention check questions. Of the remaining 187 

participants, ages ranged from 18 to 60 (M = 19.39, SD = 3.27). There were 152 females in the 

sample and 35 males. 

Procedure. The procedure and materials for Experiment 3 were identical to those 

reported in Experiment 2, with two exceptions. First, two items were added measuring subjective 

knowledge of recycled water:  

1. How much do you know about recycled water for drinking purposes? 

2. How confident would you feel about providing someone else with information about 

water recycling? 

These items were drawn from previous literature (Fielding & Roiko, 2014; Schultz & Fielding, 

2014) and measure how much participants feel they know about recycled water. Responses to 

both questions were measured using a 7-point Likert scale (1 = nothing at all/not at all confident; 

7 = a lot/extremely confident). Responses to these questions were highly correlated (r (185) = 

.73, p < .001), thus responses were averaged to form a composite subjective knowledge score. 

 Additionally, the subjective and objective measures of recycled water knowledge were 

delivered both pre- and post-intervention (as opposed to Experiment 2, where objective 

knowledge was only measured post-intervention). Specifically, pre-subjective knowledge was 

the first measure participants completed in the experiment, followed by pre-objective knowledge. 

The post-measures were delivered in the same order and were completed after participants 

finished all of the nudge scenarios. Consistent with Tanner (2021), I calculated difference scores 
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by subtracting pre-scores from post-scores to gauge the amount of subjective and objective 

knowledge gained after the interventions. 

Results 

Manipulation checks. In line with past research (Mahmoud-Elhaj et al., 2020; Tanner, 

2021; Tanner, McDonald, et al., 2023), those who were shown the educational video had 

significantly higher difference scores for both objective knowledge (M = 9.12, SD = 6.94) and 

subjective knowledge (M = 1.10, SD = 1.30) than those shown the control video (objective 

knowledge: M = 3.75, SD = 5.90, t (185) = 5.69, p < .001, d = .83, see Figure 19; subjective 

knowledge: M = .56, SD = 1.03, t (185) = 3.17, p < .01, d = .46, see Figure 20), suggesting that 

the educational intervention likely did help participants gain knowledge. Likewise, consistent 

with results from Experiment 2 and my first hypothesis, those in the education condition were 

more accepting (i.e., exhibited higher preferences for recycled water) on average across all seven 

scenarios (M = 3.77, SD = .66) than those who were in the control condition (M = 3.32, SD = .70; 

t (185) = 4.54, p < .001, d = .66; see Figure 21). There was no reliably significant difference in 

acceptance across all scenarios for the first nudge (i.e., defaults; t (185) = .91, p = .36, d = .13). 

However, consistent with Experiment 2 and with my second hypothesis, within many of the 

individual nudge scenarios themselves, those who were nudged into recycled water use had 

significantly higher levels of acceptance than those who were not (see Table 5). For example, in 

the default scenario alone, those who were defaulted in were significantly higher in acceptance 

(M = 4.14, SD = 1.37) than those who were defaulted out (M = 3.07, SD = 1.39; t (185) = 5.25, p 
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< .001, d = .77; see Figure 22)3. These results suggest that both kinds of interventions 

successfully increased acceptance. 

Assumption checks. I used the same analytic strategy from Experiment 2 in this 

experiment. Thus, I checked normality and homogeneity of variance assumptions for each of the 

indicators. For standard deviations across the primary acceptance indicator, neither the education 

group nor the control group was substantially non-normal (education group: skewness = .50, 

kurtosis = .30; control group: skewness = .01, kurtosis = -.57). Levene’s test was not significant 

(p = .70) suggesting that the assumption of homogeneity of variance was also met. 

 Standard deviations for the additional acceptance indicators also met both assumptions. 

For the assumption of normality, skewness in the education groups ranged from .34 to .93, with 

kurtosis ranging from -.28 to 1.16. For the control group, skewness ranged from .12 to .36 and 

kurtosis ranged from -.82 to .26. Likewise, Levene’s test was not significant for any indicators 

(all ps > .09). Finally, for qualitative switches, normality was maintained in both groups 

(education group: skewness = .00, kurtosis = -.81; control group: skewness = -.58, kurtosis = 

.11), and Levene’s test was not significant (p = .24). Because assumptions were met for all 

indicators, I used independent samples t-tests to analyze all consistency measures in this 

experiment. 

Consistency results: standard deviations. Contrary to results from Experiment 2, the 

independent samples t-test for the primary acceptance indicator did not detect a reliably 

significant difference between consistency in the education condition (MSD = 1.22, SDSD = .41) 

                                                
3 Also note that results for the additional indicators administered after the default nudge were 

consistent with prior research, where the educational intervention was always associated with 

expected significant / marginally significant effects for each the indicators, while the default 

condition never exhibited any reliable effects (see Table 7). 
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and control condition (MSD = 1.20, SDSD = .38; t (185) = .39, p = .70, d = .06; see Figure 23). 

Additionally, for the other indicators, only one significant difference was detected, specifically 

for the intention to protest indicator (education condition: MSD = .47, SDSD = .39); control 

condition: MSD = .62, SDSD = .46; t (185) = 2.31, p = .02, d = .34; see Figure 24). None of the 

other indicators exhibited reliably significant effects (all ps > .14; see Table 8). 

Consistency results: qualitative switches. For the full sample, the independent samples 

t-test comparing switches in the education group (M = 3.76, SD = 1.63) to switches in the control 

group (M = 4.02, SD = 1.57) did not yield reliably significant results (t (185) = 1.12, p = .27, d = 

.16). However, as in Experiment 2, results again suggested that this might be a function of 

averaging across participants. For example, among those who were the most extreme in 

acceptance during the default acceptance (i.e., those who answered with a 1 or 6), a large 

difference occurred, where those in the education condition switched preferences significantly 

fewer times (N = 20, M = 2.95, SD = 1.19) than those in the control condition (N = 15, M = 4.40, 

SD = 1.55; t (33) = 3.13, p < .01, d = 1.07). Likewise, when including those who were next most 

extreme in responses (i.e., those who answered with 1, 2, 5, or 6), a marginally significant effect 

occurred where those in the education condition made fewer switches throughout the experiment 

(N = 55, M = 3.73, SD = 1.57) than those in the control condition (N = 56, M = 4.25, SD = 1.60; t 

(109) = 1.74, p = .09, d = .33). Only when including all participants was the effect not reliably 

significant, again suggesting that results might have been dampened by a group of people who 

were not having the preferences moved, regardless of outside factors.  

 Thus, I again conducted a latent profile analysis (LPA) on participants’ responses to the 

seven scenarios to identify any systematic differences between participants. Fit statistics 

suggested that a two-, three-, or four-profile solution would likely fit the data best (two-profile: 
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entropy = .78, AIC = 4431.95, BIC = 4503.03, SABIC = 4433.35; three-profile: entropy = .77, 

AIC = 4400.46, BIC = 4497.39, SABIC = 4402.37); four-profile: entropy = .83, AIC = 4354.50, 

BIC = 4477.29, SABIC = 4356.92). Lo-Mendell-Rubin adjusted likelihood ratio tests supported 

the three-profile solution. Specifically, the two-profile solution was found to fit the data better 

than a one-profile solution (AIC = 4514.71, BIC = 4559.94, SABIC = 4515.60; p < .001) and the 

three-profile was suggested to be statistically preferable to a two-factor solution (p = .04). 

Meanwhile, the four-profile solution was not found to provide a better statistical fit than the 

three-profile solution (p = .24).  

Despite the 3-profile solution being statistically preferred, I used the 2-profile solution for 

analyses. This was done for several conceptual and statistical reasons. For example, use of the 3-

profile solution would have resulted in one class—Class 3—being disproportionately smaller (N 

= 37, than Class 2 (N = 64) and Class 1 (N = 86). Likewise, there were no consistent features that 

made Class 2 easily interpretable (e.g., for several of the nudges, acceptance was very similar to 

Class 1, while for others, acceptance was either lower or higher than all other classes). Moreover 

the entropy did not increase for the three-profile solution over the two-profile solution. Thus, to 

be consistent with Experiment 2, I again used the two-profile solution in this experiment. 

Similar to Experiment 2, among the two identified classes, one class (Class 1; N = 72) 

was lower in preference for recycled water compared to the other class (Class 2; N = 115; see 

Figure 25 for estimated means from this LPA). Accordingly, I again conducted a 2x2 ANOVA 

comparing education condition (control vs. education) and latent class (Class 1 vs. Class 2) on 

the number of qualitative switches made throughout the experiment. There was no main effect of 

education condition on switches (F (1, 183) = .24, p = .63, ƞ2 < .01). Likewise, there was no main 

effect of latent class on switches (F (1, 183) = .94, p = .34, ƞ2 = .01. However, there was a 
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marginally significant interaction (F (1, 183) = 3.47, p = .06, ƞ2 = .02), where in the control 

condition, those in Class 1 (M = 3.91, SD = 1.69) and those in Class 2 (M = 4.13 SD = 1.47) had 

similar numbers of switches, whereas in the education condition, those in Class 2 switched less 

(M = 3.55, SD = 1.64) than Class 1 (M = 4.24, SD = 1.55; see Figure 26). These results again 

support the idea that averaging across participants might have muted effects on qualitative 

switching. 

Decision model. To model the potential cognitive mechanisms explaining these effects 

on consistency, I constructed a structural equation model based on Cokely et al.’s (2018) model 

of skilled decision-making. As discussed previously, this model suggests that factors such as 

domain-general skills (e.g., numeracy) and educational interventions typically influence choice 

by helping individuals integrate knowledge with their values and emotions, which are thought to 

then primarily drive the decisions one makes. Accordingly, after examining relations among 

variables in this experiment, I hypothesized that the educational intervention would likely 

increase consistency (operationalized by number of switches) indirectly by increasing 

knowledge, which in turn would decrease negative affect (operationalized by a participant’s 

average reported worry across the seven scenarios), leading to a lower number of switches. 

Because statistical numeracy has been found to predict appropriate affective reactions and risk 

perceptions (e.g., Ramasubramanian, 2022; Tanner, 2021) I also hypothesized that statistical 

numeracy would have an indirect effect on consistency through worry. 

 Because of the two latent profiles identified through LPA, I tested a multigroup structural 

equation model, with class as the grouping variable. The fully constrained model had poor fit to 

the data (χ2 (14) = 50.14, p < .001; RMSEA = .17, 90% CI [.12, .22]; CFI = .57; TLI = .45, 

SRMR = .14), so I systematically freed path estimates individually to gauge differences between 
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Class 1 and Class 2. Chi-square difference tests suggested that freeing the path from worry to 

number of switches and the path from knowledge to worry each individually led to a statistically 

better fit (worryswitch: Δχ2 (1) = 29.92, p < .001; knowledgeworry: Δχ2 (1) = 6.95, p = 

.01). Thus, I tested a final model with these two paths unconstrained. The unconstrained model 

had good fit to the data (χ2 (12) = 13.27, p = .35; RMSEA = .03, 90% CI [.00, .11]; CFI = .99; 

TLI = .98, SRMR = .06) 

In particular, for Class 2 (i.e., the higher acceptance group), results were consistent with 

the framework for skilled decisions (see Figure 27). Average worry was a strong predictor of the 

number of times one switched their preferences regarding recycled water (β = .52, p < .001). 

Numeracy had a significant effect on worry, such that those who were higher in numeracy 

exhibited less worry (β = -.20, p = .001). Likewise, the educational intervention also exhibited an 

indirect effect on consistency through increased knowledge (β = .34, p < .001), which led to 

lower levels of worry (β = -.32, p < .001). 

Conversely, for Class 1 (the lower acceptance group), knowledge was not related to 

worry (β = .04, p = .71). In turn, worry was negatively associated with switching 

(worryswitch: β = -.28, p = .01; see Figure 28), meaning that those who were more worried 

switched less than those who were more worried. These results might be attributable to the lower 

overall acceptance exhibited in Class 1. Because participants in this class were already lower in 

acceptance, those who were more worried likely consistently displayed preferences on the low 

end of the scale (i.e., they likely consistently answered within the 1-3 range, meaning fewer 

switches between conventional and recycled water preferences). Meanwhile, those who were less 

worried were probably slightly higher in acceptance (e.g., they might have had more responses 

of 3 or 4, which might have resulted in more qualitative switches). The opposite may have been 
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true for those in Class 2. That is, because they were generally higher in acceptance, those in 

Class 2 who were less worried might have been more consistently in the 4-6 response range, 

while those who were more worried might have fallen closer the middle and triggered more 

qualitative switches. 

Discussion. While results from this experiment were not as clear as results from 

Experiment 2, patterns here seem to also support Hypothesis 3. Unlike results observed 

previously, consistency measured using standard deviations displayed no significant associations 

with the interventions used. However, when measured using qualitative switches between 

preferences among those who were higher in acceptance, the same pattern observed previously 

emerged, where educating participants about recycled water helped them become more 

consistent in their choices and preferences than those who were only exposed to the series of 

default nudges and biases. These results might suggest the null results observed for consistency 

when using standard deviations could be at least partially attributable to the instability of 

variance calculations when using a small sample size.  

These results also add to the prior experiments by showing a potential cognitive 

mechanism through which choice consistency might occur. The structural equation model 

suggests that for those who were naturally higher in acceptance, these effects might proceed 

along a route consistent with the model for skilled decision. Specifically, those participants 

seemed more likely to achieve reliable deliberation if they had the skills and/or tools necessary to 

integrate correct knowledge with appropriate emotions, such as lower worry about health risks. 

General Discussion 

The purpose of these experiments was to test the extent to which educational 

interventions and libertarian paternalistic nudges would support the reliable deliberation 
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condition for autonomy when making decisions regarding recycled water. Across both 

Experiments 2 and 3, and consistent with prior research (e.g., Tanner, 2021; Tanner & Feltz, 

2022), results converged to suggest that both education and nudges can affect acceptance of 

recycled water in various circumstances. However, results also revealed important differences 

between the interventions. For example, in both experiments, nudges typically only increased 

acceptance within their own individual scenario (and even within individual scenarios, only 

some of the nudges had reliably significant effects in the hypothesized direction), while the 

educational intervention increased acceptance on average across all scenarios. Likewise, in both 

experiments, the educational intervention helped people be more consistent in their preferences. 

This was evidenced by the educated decision-makers tending to make fewer qualitative switches 

between preferring recycled or conventional water throughout the course of the seven scenarios 

(as opposed to those in the control condition, who only received the nudges). 

These results hold important theoretical, ethical, and practical value. On a theoretical 

level, results concerning consistency and the Class 2 path model presented in Experiment 3 seem 

consistent with Cokely et al.’s (2018) framework for skilled decision-making. Previous research 

has shown that the decision to accept recycled water likely primarily proceeds along a pathway 

through which transparent decision aids increase knowledge, which then decreases worry about 

recycled water and, in turn, increases acceptance (Tanner, 2021; Tanner & Feltz, 2022). 

However, to my knowledge, this is the first research to demonstrate not only that the skilled 

decision framework can often describe and predict decisions, but that it also could potentially 

describe and predict the consistency of one’s decisions across iterative, biasing decision tasks.  

Moreover, on a broad scale, these results provide some support for the idea of some 

transparent decision aids primarily working by increasing representative understanding. As 
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stated in the introduction, representative understanding has sometimes been defined as an 

understanding of a topic that is nuanced enough that additional information received on that topic 

is unlikely to change tendencies made on the basis of that understanding. Because these results 

show that education helped people reach more stable decisions—even when multiple pieces of 

biasing information were presented thereafter—these results might be thought to provide direct 

empirical evidence of the ability of educational decision aids to increase representative 

understanding of recycled water. 

Of note, the results might also provide theoretical evidence that some individuals might 

be naturally better at reliably deliberating than others. In both experiments, statistical numeracy 

was significantly associated with lower standard deviations across the scenarios, and the path 

models also suggest a potential indirect effect through decreased worry. This seems consistent 

with previously expressed notions (e.g., Mele, 2001) that some executive skills or dispositions 

might be able to help individuals avoid irrelevant cognitive biases. Effects of education and 

knowledge through worry were stronger than the indirect effects of numeracy through worry. 

This is understandable, given that numeracy could be thought to be domain general (i.e., higher 

numeracy is generally associated with lower risk perceptions across many domains; see 

Ramasubramanian, 2020, 2022). Thus, it is perhaps unsurprising that numeracy would predict 

slightly lower worry and higher choice consistency in this domain, while domain-specific 

knowledge would have a stronger relationship with recycled water-specific worry. Overall, 

however, these results might point to statistical numeracy as an important individual difference 

to consider when evaluating differences in choice consistency.  

Finally, these results might lend some credence to virtue ethics as theoretical model 

capable of supporting ethical comparisons among interventions. As discussed in the introduction, 
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as a standalone theory, virtue ethics might not have the answer to what kinds of virtues and 

character development matter when evaluating choice interventions. However, virtue ethics, 

combined with the principles presented in the APA code of ethics, may serve as a valuable guide 

to determining the virtues to consider (e.g., by identifying potential habits and character traits 

that people in general might view as essential to make decisions that are true to themselves). 

Then, by following the pattern developed in this dissertation (e.g., developing innovative 

techniques to measure the extent to which they respect—and perhaps promote—those values), a 

more integrated, empirically-backed theory of ethical interventions might be achieved. 

Practically, these results might be important in many domains. In many cases, it is 

important that decision-makers are able to make consistent, reliable decisions. This is likely 

especially true within the applied decision domain of recycled potable water. Despite recycled 

water representing one promising method to help overcome concerning water scarcity issues 

(e.g., Chamberlain & Sabatini, 2022; Elimelech, 2006), psychological barriers such as disgust, 

low trust in authority, and low knowledge of recycled water often result in low public acceptance 

of recycled potable water (e.g., Glick et al., 2019; Rozin et al., 2015; Wester et al., 2016). In 

some cases, these factors have sometimes resulted in proposed water recycling projects being 

delayed or struck down altogether (e.g., San Diego, United States and Toowoomba, Australia; 

(Hurlimann & Dolnicar, 2010; Po et al., 2003; Uhlmann & Head, 2011). Accordingly, 

knowledge of interventions that can consistently help individuals overcome these significant 

hurdles may be especially important to policymakers and water practitioners as they seek to 

design and implement the best possible interventions. 

Together with past research, results from these experiments suggest that when done 

correctly, effective educational interventions might be especially fit for this task in the domain of 
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recycled water. Notably, not all educational interventions are equally likely to have desired 

effects. Factors such as the medium through which information is presented and the areas of 

educational content that are covered are likely to have an impact on the extent to which 

educational interventions are able produce reliable results. For example, Tanner and Feltz (2022) 

found infographics about recycled water to be ineffective at changing recycled water acceptance, 

and Leong and Lebel (2020) found that text descriptions of the technology used to purify 

recycled water had no effect on participants’ odds of choosing a bottle of recycled drinking water 

over a bottle of mineral water. Meanwhile, Tanner, McDonald, et al. (2023) found that 

educational videos that emphasized specific areas of educational content (e.g., approaches to 

implementing recycled water through indirect, direct, or de-facto reuse methods and information 

about locations successfully using recycled water) were better able to increase acceptance of 

recycled water than other areas of educational content (e.g., the need for recycled water and the 

technology used for purification).  

By using empirically validated interventions like the educational intervention used in 

these experiments, however, policymakers and water practitioners may be able to increase 

acceptance and help individuals be more consistent in their preferences regarding recycled water. 

Especially in this domain, consistency is likely very important. For example, if individuals are 

nudged into making a specific choice regarding recycled water, but later realize the opposite 

choice is more aligned with their values, emotions, and beliefs, consequences might be more 

severe (e.g., individuals might protest, threaten legal action, use more bottled water, and 

contribute more plastic waste to landfills, etc.). These results could also be of practical use to 

decision scientists, as they could provide a valuable template for measuring effectiveness and 

evaluating ethical merits of various interventions in other applied decision domains.   
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Finally, from an ethical perspective, these results show that there could be a potential 

ethical cost in terms of reliable deliberation when opting to use libertarian paternalistic nudges 

over educational interventions. Given that libertarian paternalistic interventions have been 

argued to help decision-makers’ lives better “as judged by their own preferences, not those of 

some bureaucrat” (Thaler & Sunstein, 2008, p. 10), it is concerning that by using the nudges in 

this context, individuals likely had their preferences moved around to a greater extent than those 

who were educated beforehand. Perhaps even more concerning, across both experiments, the 

participants who expressed the most extreme opinions after receiving the first nudge were the 

ones who were most likely to switch their qualitative preferences throughout the experiment if 

they did not receive the educational intervention. Likewise, in both experiments, it was only 

those classes that were higher in acceptance that experienced significantly higher amounts of 

qualitative switches in absence of the educational intervention. Of course, these results only 

apply to qualitative switches. It is possible that if finer-grained switches were to be examined 

(e.g., switches from a response of 1 (strongly prefer conventional water) to a response of 2 

(prefer conventional water), these results might not generalize). However, were this pattern to 

hold, these results would seem to suggest that rather than helping individuals make choices 

consistent with their own preferences, the nudges might instead shift their preferences to 

resemble whatever preference was salient in each individual scenario (or, at the very least, not 

help people stay as consistent in their preference as education does). 

As stated previously, we would not expect one’s values relevant to recycled water to 

change in a short period of time, even when exposed to additional pieces of irrelevant, biasing 

information. Thus, these results might suggest that nudges are likely unable to respect reliable 

deliberation to the same extent as educational interventions (i.e., they are likely unable to 
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safeguard individuals against the kinds of biases that would make one more likely to make 

decisions that are inconsistent with their own values, emotions, and beliefs). Combined with 

results from Tanner (2021), this demonstrates another condition for autonomy on which 

libertarian paternalistic nudges may be inferior to educational interventions. This is concerning, 

given the intrinsic, instrumental, and professional value of autonomy discussed previously.  

However, as stated by Tanner (2021), such ethical costs do not imply that libertarian 

paternalistic nudges should never be used. Nudges have some notable benefits that cannot be 

overlooked (e.g., they are typically easy and cost-effective to implement and often offer more 

immediate results than other interventions). Thus, this underscores the need for cost-benefit 

analyses examining tradeoffs between ethical costs to autonomy and implementation benefits 

(see Hertwig, 2017; Trout, 2005). In order to most successfully accomplish this goal, future 

research should continue to estimate potential ethical costs by examining the coercion condition 

of autonomy.  

Notably, the method developed here to measure preference consistency may be of value 

in such cost-benefit analyses. One potential reason why ethical considerations are often not 

weighted in cost-benefit analyses might be because ethics are typically discussed on a theoretical 

level, rather than an empirical level. Given the empirical nature of this ethical investigation, it is 

perhaps possible that information such as the size of effects observed in these experiments (e.g., 

comparing switching in the education condition to the control condition) could be used to assign 

actual values to the cost of using a libertarian paternalistic nudge over an educational 

intervention. Then, if policymakers were to provide guidance regarding how much an ethical 

cost should be weighted versus the benefits (e.g., monetary savings) of using a nudge 

intervention, these figures could be integrated into a proper cost-benefit analysis (see Gronlund 
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et al., 2015 for a similar discussion concerning weighing costs and benefits of false eyewitness 

identifications).  

Encouragingly, given appropriate time and resources to develop and test suitable nudges, 

educational interventions, etc., these methods could likely be replicated in many applied decision 

domains (e.g., plastic recycling, end-of-life care decisions, retirement savings). Especially if 

measurement techniques are refined, using the technique demonstrated here to iteratively push 

and pull participants toward different preferences could provide a tool to measure ethical costs to 

reliable deliberation across a host of domains.  Likewise, this method may be of practical use in 

other fields of research. For example, in the field of debiasing, the iterative push/pull technique 

used to bias participants toward specific option would likely represent a novel approach to 

testing the effectiveness of various techniques. Applied properly, this method could be helpful in 

extending debiasing research to problems wherein a normatively superior option or solution 

might not exist and could help researchers further explore various debiasing techniques that were 

not employed here. 

 Of course, some limitations were present in these experiments. For example, as 

previously discussed, the measurement of consistency using standard deviations might have been 

unstable. Accordingly, it is possible that the relationships from Experiment 2 observed using 

those measurements may have been spurious. This seems unlikely, given that all the variation 

indicators in that experiment were significant and the qualitative switches variable pointed to the 

same relationship. However, future research should likely seek to address the variation 

measurement problems we observed here (e.g., by increasing the number of scenarios presented 

to participants). Next, the scenarios participants responded to were all hypothetical. Thus, it is 

possible that results from this study would not generalize well to real-world choices. Future 
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research might wish to replicate these findings using behavioral measures of recycled water 

acceptance (e.g., by having participants actually consume recycled water during the study; 

Fielding & Roiko, 2014). Finally, because of factors like lower enrollment in the study and 

inattention during the survey, sample sizes were generally lower than desired. Especially given 

that latent profiling techniques are often considered to be large sample techniques (e.g., common 

rules of thumb suggest that they should typically include at least 300 participants; Nylund-

Gibson & Choi, 2018), Experiments 2 and 3 should likely be replicated using more substantial 

(and perhaps more demographically diverse) samples. 

 In summary, this research suggests that while multiple techniques can be used to 

influence individuals’ preferences and choices in desired directions, there are important ethical 

(and practical) factors that must be considered when choosing which interventions to use. Using 

a novel technique aimed at measuring reliable deliberation, I have shown that educational 

interventions are often more likely than libertarian paternalistic nudges to encourage stable, 

consistent preferences regarding recycled water. This represents an important finding for those 

seeking to find ethically defensible interventions that can best help individuals accept recycled 

water. Continuing to refine these measurements and developing techniques to empirically 

measure risks on other ethical criteria represents a difficult but important step in better defining 

the most appropriate ways of interacting with those we seek to help.         
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Figure 1 

Framework for Skilled Decision-Making Proposed by Cokely et al. (2018) 
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Figure 2  

Flowchart of Experimental Procedure for Experiment 1b  
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Figure 3  

Experiment 1b Variance Split by Sequence 

 

Note. Error bars represent 95% confidence intervals. 
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Figure 4 

Experiment 1b Variance Split by Knowledge Quartile for Sequence 1R  

 

 

Note. Error bars represent 95% confidence intervals. 
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Figure 5  

Experiment 1b Variance Split by Knowledge Quartile for Sequence 2R 

 

Note. Error bars represent 95% confidence intervals. 
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Figure 6 

Experiment 1b Switches Split by Knowledge Quartile for Sequence 1R  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 7 

Experiment 1b Switches Split by Knowledge Quartile for Sequence 2  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 8 

Overall Acceptance by Education Condition Across All Scenarios in Experiment 2  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 9 

Acceptance of Recycled Water by Default Condition in Experiment 2  

 

Note. Results are from the default scenario alone. Error bars represent 95% confidence intervals. 
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Figure 10  

Average Variation in Acceptance of Recycled Water by Education Condition in Experiment 2 

 

Note. Error bars represent 95% confidence intervals. 
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Figure 11 

Average Variation in Being Upset About Recycled Water by Education Condition in Experiment 

2  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 12 

Average Variation in Intentions to Move by Education Condition in Experiment 2  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 13 

Average Variation in Trust About Recycled Water by Education Condition in Experiment 2  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 14 

Average Variation in Worry About Recycled Water by Education Condition in Experiment 2  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 15 

Average Variation in Intentions to Protest by Education Condition in Experiment 2  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 16 

Average Variation in Negative Recommendations by Education Condition in Experiment 2  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 17  

Classes Identified by Latent Profile Analysis in Experiment 2 

 

Note. N = 35 for Class 1; N = 47 for Class 2. 
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Figure 18  

Number of Switches by Education Condition and Latent Class in Experiment 2 

 

Note. Error bars represent 95% confidence intervals. 
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Figure 19 

Objective Knowledge Gained by Condition in Experiment 3 

 

Note. Error bars represent 95% confidence intervals. 
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Figure 20 

Subjective Knowledge Gained by Condition in Experiment 3 

 

Note. Error bars represent 95% confidence intervals. 
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Figure 21 

Overall Acceptance by Education Condition Across All Scenarios in Experiment 3  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 22 

Acceptance of Recycled Water by Default Condition in Experiment 3  

 

Note. Results are from the default scenario alone. Error bars represent 95% confidence intervals. 
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Figure 23  

Average Variation in Acceptance of Recycled Water by Education Condition in Experiment 3 

 

Note. Error bars represent 95% confidence intervals. 
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Figure 24 

Average Variation in Intentions to Protest by Education Condition in Experiment 3  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 25  

Classes Identified by Latent Profile Analysis in Experiment 3 (N = 72 for Class 1; N = 115 for 

Class 2)  
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Figure 26  

Number of Switches by Education Condition and Latent Class in Experiment 3  

 

Note. Error bars represent 95% confidence intervals. 
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Figure 27 

Skilled Decision Path Model from Experiment 3, Class 2 (Higher Acceptance) 

 

Note. Path values are standardized, with standard errors in parentheses; * p < .05, ** p < .01, *** 

p < .001). 

 

 

 

 

 

 

 

 

 

 

 

 

 



107 

 

Figure 28  

Skilled Decision Path Model from Experiment 3, Class 1 (Lower Acceptance) 

 

Note. Path values are standardized, with standard errors in parentheses; * p < .05, ** p < .01, *** 

p < .001). 
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Table 1 

List of all Biases Evaluated and Results from Experiment 1a 

Bias Description Potential Application for Increasing 

Recycled Water Acceptance 

Experiment 1a 

Results 

Retained? 

Noble Edge 

Effect 

Tendency to evaluate products based on 

the producer’s social responsibility, 

rather than the merit of product itself 

(Chernev & Blair, 2015) 

Describe recycled water providers as 

being engaged in charitable causes 

and humanitarian work to a greater 

extent than other providers 

t (212) = 6.99, p 

< .001, d = .96 

Yes 

Ambiguity 

Effect 

Tendency to view things that are more 

ambiguous or about which one has less 

information as less favorable (Hogarth 

& Kunreuther, 1989) 

Describe recycled water providers as 

being able to provide understandable 

information and answer questions 

more easily than other providers 

t (208) = 6.55, p 

< .001, d = .91 

Yes 

Action Bias Tendency to prefer taking action over 

inaction, even when there is no evidence 

that action will lead to better outcomes 

(Bar-Eli et al., 2007) 

Frame recycled water as a method of 

taking action to solve various issues 

(e.g., water shortage, water quality 

problems) 

t (206) = 5.76, p 

< .001, d = .80 

Yes 

Affect 

Heuristic 

Tendency to allow strong emotional 

reactions (e.g., disgust) to dictate 

decisions, regardless of other factors  

(Rozin et al., 2015; Wester et al., 2016) 

Reduce disgust to recycled water (e.g., 

by doing tours of water reclamation 

facilities) or increase disgust of 

conventional water (e.g., by showing 

unprocessed water) 

t (215) = 5.37, p 

< .001, d = .73 

Yes 
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Framing (Loss 

Aversion) 

Tendency to weigh losses more heavily 

than gains, and thus to prefer 

information framed as avoiding losses 

over information framed as acquiring 

equivalent gains (Neumann & 

Böckenholt, 2014) 

Describe recycled water as a way to 

avoid adverse circumstances (e.g., 

water shortage, water bills changing) 

as opposed to describing in terms of 

potential things to be gained 

t (207) = 4.67, p 

< .001, d = .65 

Yes 

In-group Bias Tendency to prefer and trust those 

belonging to the same group as 

ourselves, even when group 

membership is effectively meaningless 

(Mitchell et al., 2005) 

Have a friend provide information 

about recycled water rather than a 

stranger 

t (217) = 4.83, p 

< .001, d = .65 

Yes 

Gambler's 

Fallacy 

Tendency to believe that previous 

instances of a random event occurring 

influences the probability of the event 

occurring again in the future, even when 

occurrences are independent of each 

other (Croson & Sundali, 2005) 

Present information about clusters of 

people getting sick when drinking 

conventional water 

t (210) = 3.49, p 

< .001, d = .48 

Yes 

Zero-risk Bias 

(Certainty 

Effect) 

Preference for situations in which 

absolute certainty can be guaranteed, 

even if a riskier alternative would 

potentially offer greater benefits 

(Mather et al., 2012) 

Present information about recycled 

water framed as a guaranteed (e.g., 

100% chance that a water bill will rise 

by X amount, as opposed to a 50/50 

chance that it might) 

t (207) = 3.44, p 

< .001, d = .48 

Yes 
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Bounded 

Rationality 

(Satisficing) 

Tendency to settle for “good enough” 

options in situations where additional 

effort (e.g., information gathering, 

computation, etc.) would be required to 

reach an optimal solution (Weißmüller 

et al., 2021) 

Present recycled water as a solution 

that could quickly help solve problems 

while avoiding more time- and 

money-consuming solutions 

t (211) = 2.92, p 

< .01, d = .40 

Yes 

Illusory 

Correlation 

Tendency to view events, ideas, etc. as 

having a relationship (e.g., believing 

one event caused another), even when 

there is no evidence that the two things 

are associated (Lieberman, 1999; 

McConnell et al., 1994) 

Present information about adverse 

events that happened around the same 

time that changes to a conventional 

water system were made 

t (216) = 2.74, p 

< .01, d = .37 

Yes 

Outcome Bias Tendency to judge the quality of a 

decision and decision-maker based on 

its outcomes, rather than the evidence or 

processes that led to the decision (Baron 

& Hershey, 1988) 

Emphasize examples of how 

successful other recycled water 

projects have been, rather than 

detailed reasons why recycled water 

would be wise to implement 

t (210) = 2.53, p 

= .01, d = .35 

Yes 

Reactive 

Devaluation 

Tendency to favor proposals made by 

those viewed as similar to oneself / 

devalue proposals made by those 

viewed as opposite, regardless of the 

Describe those attempting to 

implement recycled water as being 

similar to those who make up the 

population of interest 

t (206) = 2.09, p 

= .04, d = .29 

Yes 
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content of the proposal (e.g. Maoz et al., 

2002) 

Omission Bias Tendency to evaluate harm done 

because action was not taken as more 

favorable than harm done because an 

action was taken (Yeung et al., 2022) 

Describe any harms coming from 

recycled water as the result of 

unintentional oversight rather than 

intentional actions 

t (212) = 3.01, p 

< .01, d = .41 

No 

Hyperbolic 

Discounting 

(Temporal 

Discounting) 

Tendency to value immediate benefits 

over future benefits, even if the future 

benefits would be bigger (Hershfield et 

al., 2011; Vuchinich & Simpson, 1998) 

Describe immediate benefits of 

recycled water, rather than greater 

benefits that could arrive in the future 

t (209) = 3.15, p 

< .01, d = .43 

No 

Bandwagon 

Effect 

Tendency to align one’s beliefs and 

behaviors with those of the larger group 

(Steininger et al., 2014) 

Present information about the number 

of communities currently using 

recycled water 

t (214) = 2.96, p 

< .01, d = .40 

No 

Sunk Cost Tendency to continue doing something 

even after the benefits stop outweighing 

the costs because of previously invested 

time and resources (Roth et al., 2015) 

Give individuals recycled water to 

drink, but refrain from informing them 

it is recycled until they have already 

consumed a large portion 

t (741) = .25, p = 

.80, d = .02 

No 

Social Norm 

Bias 

Tendency to make decisions that align 

with collective views of what behaviors 

are socially approved (Melnyk et al., 

2022) 

Inform individuals about how many 

their friends would support recycled 

water 

t (207) = 1.03, p 

= .30, d = .14 

No 
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Identifiable 

Victim Effect 

Tendency to be more willing to provide 

help when a specific victim is identified 

as being harmed, rather than victims 

who are anonymous (S. Lee & Feeley, 

2016) 

Provide example(s) of specific, named 

people who would suffer should water 

shortages not be addressed 

t (207) = 1.33, p 

= .19, d = .18 

No 

Category Size Tendency to judge the likelihood of an 

event happening as higher when it 

comes from a large category, as 

opposed to a smaller category (Isaac & 

Brough, 2014; Perfecto et al., 2018) 

Simply unfavorable statistics (e.g., 

instead of saying 25 out of 100 

individuals felt recycled water tasted 

weird, say 1 in 4 felt this way) 

t (212) = 1.68, p 

= .10, d = .23 

No 

Declinism Tendency to view the past more 

positively than the present or future 

(i.e., the past is viewed as the “good old 

days” while the present and future are 

viewed as being in a state of decline 

(Rettberg, 2020; Steenvoorden & 

Harteveld, 2018) 

Frame recycled water in a way that to 

appeals to “the good old days” (e.g., 

recycled water as a way to do what is 

right by standing up for those who do 

not have the same water-related 

privileges we have) 

t (214) = .10, p = 

.92, d = .01 

No 

Negativity 

Effect 

Tendency to weigh negative events 

more heavily than positive events, even 

when positive and negative events are 

of the same magnitude (Fišar et al., 

2022; Hilbig, 2009) 

Emphasize positive aspects of 

recycled water; emphasize any 

potential negative effects of 

conventional water 

t (203) = .14, p = 

.89, d = .02 

No 
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Self-serving 

Bias 

Tendency to attribute personal negative 

outcomes factors outside one’s own 

control, while attributing positive 

personal outcomes to one’s own efforts 

(Kriss et al., 2011; Krusemark et al., 

2008) 

Ask individuals to put themselves in 

the shoes of policymakers and 

determine what they would do 

regarding water issues given the 

information they have 

t (213) = 1.93, p 

= .06, d = .26 

No 

Bottom Dollar 

Effect 

Tendency to view a product more 

negatively if it causes one to spend to 

zero (i.e., to completely exhaust one’s 

budget; Soster et al., 2013, 2014) 

Set up a paradigm where participants 

have to spend the last of their money 

on conventional water 

NA (Eliminated 

prior to testing) 

NA 

IKEA Effect Tendency to value self-made products 

higher than products made by others 

(Norton et al., 2012; Sarstedt et al., 

2017) 

Have individuals assist in the process 

of purifying recycled water 

NA (Eliminated 

prior to testing) 

NA 

Mere 

Exposure 

Effect 

Tendency to view a product as more 

favorable when one has been exposed to 

it before, even when the exposure is 

incidental (Janiszewski, 1993) 

Have individuals try recycled water at 

some point before ratings or decisions 

are to be made 

NA (Eliminated 

prior to testing) 

NA 
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Table 2 

Acceptance Results for Individual Nudge Scenarios by Bias Condition in Experiment 2 

Nudge MConventional (SD) MRecycled (SD) T-test Results 

Default 3.61 (1.48) 4.53 (1.47) t (80) = 2.80, p < .01, d = .62 

Reactive Devaluation 4.40 (1.24) 3.93 (1.23) t (80) = -1.66, p = .10, d = -.38 

Illusory Correlation 3.21 (1.20) 4.14 (1.28) t (80) = 3.02, p < .01, d = .76 

Zero Risk 3.58 (1.50) 4.05 (1.36) t (80) = 1.48, p = .14, d = .33 

In-Group 3.77 (1.56) 3.87 (1.28) t (80) = .32, p = .75, d = .07 

Affect 2.86 (1.51) 3.91 (1.57) t (80) = 3.04, p < .01, d = .69 

Ambiguity 2.84 (1.48) 4.07 (1.39) t (80) = 3.87, p < .001, d = .86 

 

Note. These effects were derived from the single acceptance questions asked after each scenario was presented (e.g., effects for the 

default come from the preference for recycled vs. conventional water question asked after the default nudge, effects for reactive 

devaluation come from the preference question asked after the reactive devaluation scenario, and so on). 
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Table 3 

Average Acceptance Results Across All Scenarios by Nudge and Bias Condition in Experiment 2 

Nudge MConventional (SD) MRecycled (SD) T-test Results 

Default 3.65 (.67) 3.83 (.84) t (80) = 1.10, p = .28, d = .24 

Reactive Devaluation 4.01 (.67) 3.25 (.63) t (80) = -5.02, p < .001, d = -1.15 

Illusory Correlation 3.94 (.70) 3.12 (.53) t (80) = -4.91, p < .001, d = -1.24 

Zero Risk 3.92 (.82) 3.57 (.65) t (80) = -2.19, p = .03, d = -.49 

In-Group 4.04 (.69) 3.23 (.55) t (80) = -5.61, p < .001, d = -1.28 

Affect 3.92 (.81) 3.45 (.56) t (80) = -2.93, p < .01, d = -.66 

Ambiguity 4.03 (.81) 3.48 (.59) t (80) = -3.56, p < .001, d = -.79 

 

Note. These effects were derived by averaging across responses to the singular recycled vs. conventional water preference question 

asked after each of the seven scenarios.  
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Table 4 

Correlation Matrix from Experiments 2 (Top) and 3 (Bottom) 

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

1. Education Condition 1                

2. Default Condition .09 

.09 

1               

3. Average Acceptance .27* 

.32** 

.12 

.07 

1              

4. Acceptance Variance -.23* 

.03 

-.06 

.01 

-.15 

-.13 

1             

5. Upset Variance -.31** 

-.08 

-.06 

.02 

-.01 

-.24** 

.58** 

.33** 

1            

6. Trust Variance -.19 

.02 

-.05 

.01 

-.04 

-.02 

.43** 

.28** 

.64** 

.50** 

1           

7. Worry Variance -.20 

-.06 

-.02 

.01 

.00 

-.09 

.42** 

.35** 

.71** 

.56** 

.65** 

.48** 

1          

8. Protest Variance -.19 

-.17* 

-.04 

-.14 

-.15 

-.25** 

.42** 

.34** 

.56** 

.58** 

.52** 

.37** 

.50** 

.55** 

1         

9. Move Variance -.25* -.17 -.12 .48** .71** .66** .64** .74** 1        
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-.10 -.02 -.22** .27** .59** .26** .47** .67** 

10. Negative 

Recommendation Variance 

-.19 

-.11 

-.16 

.01 

-.14 

-.22** 

.42** 

.27** 

.67** 

.63** 

.57** 

.40** 

.53** 

.59** 

.74** 

.62** 

.90** 

.78** 

1       

11. Switches -.07 

-.08 

-.02 

.16* 

-.37** 

-.15* 

.46** 

.32** 

.30** 

.18* 

.23* 

.14 

.37** 

.21** 

.21 

.13 

.25* 

.14 

.21 

.16* 

1      

12. Post Objective 

Knowledge 

.25* 

.38** 

-.04 

-.05 

.28* 

.27** 

-.07 

.01 

-.13 

-.07 

-.13 

.12 

-.19 

-.08 

-.08 

-.14 

-.14 

-.07 

-.12 

-.04 

-.05 

-.02 

1     

13. Numeracy .15 

.09 

-.05 

-.06 

.19 

.20** 

-.30* 

-.18* 

-.21 

-.09 

-.14 

-.09 

-.18 

-.04 

-.08 

-.08 

-.19 

-.12 

-.13 

-.05 

-.14 

-.07 

.29** 

.13 

1    

14. Politics .11 

-.09 

-.11 

-.01 

-.27* 

-.34** 

-.07 

.16* 

.04 

.10 

.12 

-.03 

.15 

.11 

-.13 

.14 

.04 

.11 

.06 

.08 

.17 

.11 

-.10 

-.13 

-.13 

-.06 

1   

15. Age .12 

.08 

-.03 

-.05 

.02 

.05 

.03 

.05 

.03 

.10 

.01 

.12 

.06 

.03 

.03 

.12 

.10 

.05 

.02 

.04 

.01 

-.02 

.11 

.06 

.08 

.02 

-.01 

.05 

1  

16. Gender  .09 

.00 

.04 

.09 

.04 

.11 

.01 

-.07 

.04 

-.07 

.17 

-.09 

.13 

-.05 

.09 

-.10 

.11 

-.09 

.09 

-.07 

-.11 

-.09 

.23* 

.10 

.25* 

.31** 

-.08 

.11 

.08 

.20** 

1 

 

Note. Correlations come the full samples (Ns = 82, 187); variables were coded as follows: education condition (1 = control, 2 = 

education); default condition (1 = default out, 2 = default in); politics (1 = strongly liberal, 7 = strongly conservative); gender (1 = 

male, 2 = female); For Experiment 2 gender correlations, participants who were non-binary or declined to specify gender (n = 2) were 

excluded; * p <.05, ** p < .01 
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Table 5 

Acceptance Results for Individual Nudge Scenarios by Bias Condition in Experiment 3 

Nudge MConventional (SD) MRecycled (SD) T-test Results 

Default 3.08 (1.39) 4.14 (1.37) t (185) = 5.25, p < .001, d = .77 

Reactive Devaluation 3.94 (1.11) 3.84 (.98) t (185) = -.65, p = .51, d = -.10 

Illusory Correlation 3.42 (1.30) 3.73 (1.08) t (185) = 1.58, p = .12, d = .25 

In-Group 3.76 (1.28) 3.43 (1.46) t (185) = -1.67, p = .10, d = -.25 

Zero Risk 3.41 (1.37) 3.69 (1.26) t (185) = 1.47, p = .14, d = .22 

Affect 2.89 (1.32) 3.54 (1.73) t (185) = 2.91, p < .01, d = .43 

Ambiguity 3.01 (1.43) 3.79 (1.48) t (185) = 3.55, p < .001, d = .53 

 

Note. These effects were derived from the single acceptance questions asked after each scenario was presented (e.g., effects for the 

default come from the preference for recycled vs. conventional water question asked after the default nudge, effects for reactive 

devaluation come from the preference question asked after the reactive devaluation scenario, and so on). 
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Table 6 

Average Acceptance Results Across All Scenarios by Nudge and Bias Condition Experiment 3 

Nudge MConventional (SD) MRecycled (SD) T-test Results 

Default 3.50 (.73) 3.60 (.70) t (185) = .91, p = .36, d = .13 

Reactive Devaluation 3.86 (.61) 3.16 (.64) t (185) = -7.62, p < .001, d = -1.12 

Illusory Correlation 3.74 (.67) 3.15 (.65) t (185) = -5.69, p < .001, d = -.90 

Zero Risk 3.90 (.64) 3.21 (.62) t (185) = -7.33, p < .001, d = -1.07 

In-Group 3.82 (.62) 3.21 (.68) t (185) = -6.36, p < .001, d = -.94 

Affect 3.85 (.62) 3.13 (.62) t (185) = -7.84, p < .001, d = -1.16 

Ambiguity 3.77 (.62) 3.41 (.73) t 185) = -3.46, p < .001, d = -.52 

 

Note. These effects were derived by averaging across responses to the singular recycled vs. conventional water preference question 

asked after each of the seven scenarios. 
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Table 7 

2x2 ANOVA Results for Additional Effectiveness Indicators Education and Default Condition from Experiment 3 

Indicator Education Main Effect Default Main Effect Interaction 

Upset F (1, 183) = 9.97, p < .01, ƞ2 = .05 F (1, 183) = .04, p = .85, ƞ2 < .01 F (1, 183) = .82, p = .37, ƞ2 < .01 

Trust F (1, 183) = 8.09, p < .01, ƞ2 = .04 F (1, 183) = 1.54, p = .22, ƞ2 < .01 F (1, 183) = .05, p = .83, ƞ2 < .01 

Worry F (1, 183) = 14.29, p < .001, ƞ2 = .07 F (1, 183) = 2.08, p = .15, ƞ2 = .01 F (1, 183) = .44, p = .51, ƞ2 < .01 

Protest F (1, 183) = 7.12, p = .01, ƞ2 = .04 F (1, 183) = .63, p = .43, ƞ2 < .01 F (1, 183) = .03, p = .88, ƞ2 < .01 

Move F (1, 183) = 3.63, p = .06, ƞ2 = .02 F (1, 183) < .01, p = .99, ƞ2 < .01 F (1, 183) = .02, p = .88, ƞ2 < .01 

Negative 

Recommendation 

F (1, 183) = 5.95, p = .02, ƞ2 = .03 F (1, 183) = .04, p = .85, ƞ2 < .01 F (1, 183) = .05, p = .83, ƞ2 < .01 

 

Note. To replicate procedure from Tanner (2021), these analyses come solely from the questions asked after the default nudge; 

significant effects were all in the hypothesized direction (i.e., the educational intervention increased levels of trust and decreased 

levels of upset, worry, protest, move, and negative recommendations relative to the control condition).  
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Table 8 

Tests Comparing Variance for Additional Acceptance Indicators from Experiment 3 

 Control Group  Education Group   

Indicator MSD SDSD  MSD SDSD  T-test 

Upset .75 .44  .68 .45  t (185) = 1.02, p = .31, d = .15 

Trust .79 .39  .80 .40  t (185) = -.24, p = .81, d = -.04 

Worry .70 .40  .65 .41  t (185) = .83, p = .41, d = .12 

Protest .62 .46  .47 .39  t (185) = 2.31, p = .02, d = .34 

Move .62 .46  .53 .47  t (185) = 1.32, p = .19, d = .19 

Negative Recommendation .62 .44  .52 .43  t (185) = 1.49, p = .14, d = .22 
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Appendix 

Wording and Order of Biases Retained After Experiments 1a and 1b 

Italics indicate the differences between the two different versions of each bias. 

1) Reactive Devaluation: 

a. Recycled water bias: “Suppose you are attending a city council meeting. The 

mayor–who is your close personal friend, shares many of the same political views 

that you do, and who is known to be well-respected among much of the 

community–announces that after much research and deliberation, they have 

decided to propose a program that will bring recycled water to residential taps 

rather than conventional water. Rate how likely you would be to be in favor of the 

mayor’s recycled water proposal.” 

b. Conventional water bias: “Suppose you are attending a city council meeting. The 

mayor–who you have never met, holds many of the opposite political views that 

you do, and who is not known to be well-respected among much of the 

community–announces that after much research and deliberation, they have 

decided to propose a program that will bring recycled water to residential taps 

rather than conventional water. Rate how likely you would be to be in favor of the 

mayor’s recycled water proposal. 

2) Illusory Correlation: 

a. Recycled water bias: “Imagine that researchers are studying indicators of health in 

your community. Among other things, the researchers reported that there was a 

significant increase in mental health-related emergencies reported right about the 

time that the city switched from their old recycled water system to using 
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conventional water. Please rate the extent to which you agree with the following 

statement: Your community should switch back to the old recycled water system.” 

b. Conventional water bias: “Imagine that researchers are studying indicators of 

health in your community. Among other things, the researchers reported that there 

was a significant increase in mental health-related emergencies reported right 

about the time that the city switched from their old conventional water system to 

using recycled water. Please rate the extent to which you agree with the following 

statement: Your community should switch back to the old conventional water 

system.” 

3) Zero Risk Bias (Certainty Effect) 

a. Recycled water bias: “Imagine you live in an area that is currently being affected 

by a drought. In response to the drought, officials have proposed two competing 

solutions, both of which unfortunately might increase your water bill. The two 

programs are (1) A recycled water program, in which it is 100% certain that your 

water bill will increase by $10 per month, and (2) A new conventional water 

program, in which there is a 50% chance your water bill will not increase, but 

also a 50% chance that your water bill will increase by $20 per month. Which of 

the programs would you be more likely to support?” 

b. Conventional water bias: “Imagine you live in an area that is currently being 

affected by a drought. In response to the drought, officials have proposed two 

competing solutions, both of which unfortunately might increase your water bill. 

The two programs are (1) A new conventional water program, in which it is 100% 

certain that your water bill will increase by $10 per month, and (2) A recycled 
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water program, in which there is a 50% chance your water bill will not increase, 

but also a 50% chance that your water bill will increase by $20 per month. Which 

of the programs would you be more likely to support?” 

4) In-Group Bias 

a. Recycled water bias: “Suppose the city council of your town has decided to 

consider switching from supplying conventionally treated water to supplying 

treated recycled water to residential taps. As the mayor is trying to determine how 

they will vote on the issue, they consult the scientific literature, where they find 

that the consensus of the experts is that both sources of water would be safe, that 

it has also provided some advantages such as resilient water supplies during times 

of drought, but that cities in your state that have used recycled water have 

reported the water looking, tasting, and costing different than conventional water. 

The mayor was about to vote to switch to recycled water when they remembered 

that they had a friend who lives in a city using recycled water. The mayor called 

up the friend, who reported the water tasted the same after they switched, and that 

their water bill had remained the same. Given that the mayor’s vote will likely be 

the deciding vote on the issue, which way do you think they should vote?” 

b. Conventional water bias: “Suppose the city council of your town has decided to 

consider switching from supplying conventionally treated water to supplying 

treated recycled water to residential taps. As the mayor is trying to determine how 

they will vote on the issue, they consult the scientific literature, where they find 

that the consensus of the experts is that both sources of water would be safe, that 

it has also provided some advantages such as resilient water supplies during times 
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of drought, and that cities in your state that have used recycled water have 

reported the water looking, tasting, and costing the same as conventional water. 

The mayor was about to vote to switch to recycled water when they remembered 

that they had a friend who lives in a city using recycled water. The mayor called 

up the friend, who reported the water did not taste the same after they switched, 

and that their water bill had gone up. Given that the mayor’s vote will likely be 

the deciding vote on the issue, which way do you think they should vote?” 

5) Affect Heuristic  

a. Recycled water bias: “Imagine you take a tour of your conventional water 

treatment plant, and find that at one point during the treatment process, the water 

looks like this: 

 

Given this information, would you be more likely to prefer conventional water, or 

would you prefer recycled water?” 

b. Conventional water bias: “Imagine you take a tour of your recycled water 

treatment plant, and find that at one point during the treatment process, the water 

looks like this: 
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Given this information, would you be more likely to prefer conventional water, or 

would you prefer recycled water?” 

6) Ambiguity Effect 

a. Recycled water bias: “Suppose you’re taking a tour of both a local recycled and 

conventional water plant. At the recycled water plant, the person guiding you 

through the tour appears very knowledgeable about the process and seems to be 

able to answer every concern and question you have about the treatment process 

with ease. Meanwhile, at the conventional water plant, the person guiding you 

through the tour seems to know only the very basics of the process and is very 

ambiguous in his answers to questions and concerns about the treatment process. 

At the end of both tours, you are given a bottle of water taken straight from the 

plant. Which would you be more likely to drink?” 

b. Conventional water bias: “Suppose you’re taking a tour of both a local recycled 

and conventional water plant. At the conventional water plant, the person guiding 

you through the tour appears very knowledgeable about the process and seems to 

be able to answer every concern and question you have about the treatment 

process with ease. Meanwhile, at the recycled water plant, the person guiding you 

through the tour seems to know only the very basics of the process and is very 

ambiguous in his answers to questions and concerns about the treatment process. 
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At the end of both tours, you are given a bottle of water taken straight from the 

plant. Which would you be more likely to drink?” 
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