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Abstract 

This thesis presents the groundwork for a proposed CO2 sequestration project in Osage 

County, Oklahoma. It describes the flow simulation of the CO2 plume in the saline aquifer of the 

Arbuckle Group, a dolomite formation, proposed as a potential large-scale storage reservoir for 

CO2 in the state of Oklahoma. Geological storage of CO2 is one of the most potent tools today in 

reducing atmospheric CO2 and battling climate change. With governments around the world 

putting policies in place to significantly reduce carbon emissions within the next two decades, 

there is an expectation for more CO2 sequestration projects across the world. 

This study used Milad et al.’s (2022) geological model that was built by integrating core 

data and well logs in estimating stratigraphic and petrophysical properties of the formation. A 

black-oil model with 1 injection well was successfully built to simulate injection for 30 years. 

Local grid refinement was used around the injection well to improve the level of detail and 

accuracy of the model in this region. The formation was divided into 10 layers and the injection 

well was perforated in the bottom four (4) layers of the structure. These layers were selected based 

on the depth of existing injection wells in the region, some of which are intended to be remodeled 

for use should the project kick-off. The layers also had a good permeability distribution thus 

making it suitable for large-scale CO2 injection at low pressure. Pressure management is important 

in CO2 storage because adding large volumes of CO2 to a reservoir without any fluid removal 

mechanism runs the risk of potentially rupturing cap-rock seals or generating flow through faults 

that would otherwise restrict flow. The pressure buildup and CO2 plume evolution in the 50 years 

post-injection was also observed, recorded, and analyzed.  
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The analytical model for predicting pressure buildup developed by Mathias et al. (2011b) 

was also explored to determine the extent of its applicability. In carrying this out, a single well 

cylindrical CMG model with specified values of the reservoir properties was built to meet all the 

assumptions made in the analytical method. The reservoir pore volume was then altered by 

changing the radial extent of the reservoir to see how well the analytical model performed when 

compared to a corresponding CMG GEMS model at different injection/pore volume ratios. 

After 30 years of injection, the CO2 plume covered an area of 5827 acres of the 1.2 million 

acres of the Osage Arbuckle, (less than 0.5%). The dominant CO2 trapping mechanism was 

structural trapping with increased residual trapping at the end of injection. Sensitivity analysis 

revealed that injection had to be carried out with the maximum bottom hole pressure at least 80% 

of the reservoir fracture pressure and no less than 96 mD permeability to meet the required 

injection of 50 million metric tons of CO2. It was observed that the analytical pressure buildup 

model performed well when the ratio of injected reservoir volume to the pore volume was less 

than 0.1%. Beyond this number, the slope of the pressure buildup curve calculated analytically 

deviated from the slope of the corresponding CMG GEMS model. With the aid of a correction 

factor applied to the time variable, this variation could be corrected.  

This thesis provides a reference that would be useful during potential deployment of CO2 

injection in the Arbuckle Group while providing more insight into the use of an analytical model 

in predicting pressure buildup. It also provides slope correcting factors that could be used in 

applying the analytical model when the ratio of injected reservoir volume to pore volume in this 

system exceeds 0.1%. This study could assist decision making during field development in 

Arbuckle as we work to ensure a sustainable future. 
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Chapter 1: Introduction 

CO2 is an important part of daily life, plants rely on it to grow, and humans use it in many 

ways to manufacture food and utilities. It is also a major byproduct of fossil fuel production and 

utilization and contributes to today’s global warming. This is mostly because the degree of 

utilization of CO2 exceeds its production, causing a net positive in atmospheric CO2 material 

balance. The dilemma today is that addressing climate concerns without compromising ready 

access to energy is difficult. Global energy demand is expected to rise by 15% by the year 2050 

amidst increased development in the global south (ExxonMobil, 2022), and sustaining energy 

supply to meet this demand at an affordable cost while preserving the environment is paramount. 

One common method of reducing atmospheric CO2 is storing it geologically in a process known 

as CO2 sequestration.  

Oklahoma has significant potential for CO2 sequestration, and the Arbuckle Group stands 

out as a potential storage site due to its confined nature. It covers a large part of Oklahoma and 

mainly comprises dolomite, limestones, and carbonates (Rottmann, 2018). The study was carried 

out with the Arbuckle Group of the Osage Reservation as the primary area of interest. 

1.1 CO2 and Climate Change 

CO2 is a greenhouse gas, which means it has a greenhouse effect such that it traps heat within 

the earth. CO2 is essential for human life, as it is why the earth is not cold enough to freeze all life. 

As the saying goes, however, too much of everything is not good as excessive atmospheric CO2 

has caused a rapid increase in global temperatures, threatening human existence in a phenomenon 

known as “Global Warming”. Global warming is the main source of climate change today. 

The United Nations (2023) defines climate change as long-term shifts in temperature and 

weather patterns due to natural evolution or human activities. Since the 1800s, climate change has 
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however seen its main driver switch significantly from nature to human activities owing largely to 

the burning of fossil fuels like oil, gas, and coal that release CO2 into the atmosphere (United 

Nations, 2023). The National Oceanic and Atmospheric Administration has been tracking 

atmospheric CO2 levels at their Mauna Loa Observatory in Hawaii and Fig. 1 below shows that 

atmospheric CO2 levels have increased by over 80 ppm since the turn of the millennium, with 

current levels around 420 ppm. In the same time period, global GDP has increased by over 100 

trillion USD. 

 

Figure 1: Mauna Loa CO2 records from 1960 till date (NOAA, 2023) vs world GDP growth in the 

same period. 

The effects of climate change range from rising ocean levels to species extinction. In 

January 2023, California saw a year’s worth of rain in two weeks causing devastating loss of life 

and property. There has also been an uptick in the spread of wildfires in the western part of the 

country.  
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While there is evidence to back up the fact that the increase in ocean CO2 levels has also 

contributed to the effects of global warming, as seen in Fig. 2, the onus is on the energy sector to 

do its part in helping to save the environment from the negative effects of climate change. 

 

Figure 2: Comparison of Sea CO2 levels to Sea Surface Temperature Levels (Data from EPA 

(2023) and Hawaii Ocean Time-Series (2023)) 

With rising temperatures and CO2 emissions, different mechanisms have been developed 

to slow the rise of atmospheric CO2. Some of these methods include the slow but gradual 

embracement of electrically powered motor vehicles over their fossil-fueled counterparts, larger 

scale deployment of wind farms to generate household electricity over the use of gas, CO2 

enhanced oil recovery that sought to create a net-zero oil and gas production system and CO2 

sequestration by geological storage. Of all these methods, geological storage of CO2 is the most 

promising as geological formations can in theory, remove higher volumes of CO2 than any other 

method. 
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1.2 CO2 Geological Storage Mechanisms 

CO2 is stored in a variety of ways including as compressed gas, liquid, or in a supercritical 

phase. The storage mechanism is mostly dependent on the reservoir condition (Hamzat et al., 

2022). 

Most CO2 is initially stored hydrodynamically (Hydrodynamic or Structural trapping). This 

means the gas is trapped in a mobile phase that can move laterally or upwardly towards the caprock 

(Zhang and Song, 2014).  

Some gas is trapped as residues in what is known as residual or capillary trapping. Residual 

trapping usually occurs when formation water breaks through the CO2 plume (Mo et al., 2005). 

CO2 displaces brine at the start of injection in a co-current manner but on completion of injection, 

liquid starts to flow counter-currently, causing the brine to fall downwards because it has a higher 

density than the gas. This leads to significant amounts of gas being trapped in small clusters of 

pores.  

In the storage of CO2 in saline aquifer, some of the gas is partially dissolved in the aqueous 

phase in a process known as solubility trapping (Mo et al., 2005). CO2 dissolves in water to form 

carbonated water. This carbonated water is denser than the water itself (Alzayer et al., 2022). The 

solubility of CO2 in brine is dependent on salinity, temperature and pressure and the process is 

typically very slow because the gas has a very small molecular diffusion coefficient (Zhang and 

Song, 2014). 

Mineral trapping of CO2 occurs when carbonated water reacts with the rocks in formation 

to deposit minerals on the rock surface. This process takes a very long time to happen (usually 

hundreds to thousands of years). It is widely known to be the most secure storage system, but it 

could be detrimental if the reactions enhance CO2 migration (Alzayer et al., 2022). 
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1.3 Geologic Setting 

The storage geology is comprised of two porous rocks of the Arbuckle Group and the 

Simpson Group. These groups have two possible confining zones, the Woodford Shale, and the 

Lower Mississippian Limestone (Fig. 3). The Arbuckle Group is, however, the primary storage 

reservoir as it was previously confirmed for geological CO2 storage in Kansas state (Holubnyak et 

al., 2017). It has also been used for wastewater disposal in the state of Oklahoma over the years 

(Milad et al., 2022), receiving about 68% of the total saltwater injected in Oklahoma subsurface 

(Murray, 2015). 

The Arbuckle Group is mostly shallow shelf carbonates that were deposited during the 

Cambrian to early Ordovician age (Johnson, 1991).  Its lithology is predominantly dolomite and 

limestone (Rottmann et al., 2015). It has an aerial extent that spreads across most of Oklahoma 

and adjacent states like Kansas (Ching and Friedman, 2000). Oklahoma’s Arbuckle is comprised 

of six formations including the West Spring Creek Formation at the top, the Kindblade formation, 

the Cool Creek formation, the McKenzie Hill formation, the Signal Mountain and the Fort Still 

formation at the base (Ragland and Donovan, 1991).  
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Figure 3: Stratigraphic column and Stratigraphic type log for the Osage Reservation indicating the 

storage complex and confining zones for the Arbuckle Group (Milad et al., 2022) 
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The Arbuckle Group makes up the middle southern section of the Great American 

Carbonate Bank (GACB) and is mostly composed of cyclic carbonates with intertidal and shallow 

subtidal facies (Fritz et al., 2013). 

The Arbuckle Group’s thickness ranges from about 1000ft to 2000ft in the Anadarko Shelf 

to 7000ft in the Anadarko Basin, Ardmore Basin, and Arbuckle Uplift (Johnson 1991, 2008) with 

the top of the Arbuckle as deep as 30,000 ft below land surface in the Anadarko Basin (Morgan 

and Murray, 2015). 

There are some unconformities within the Arbuckle because the dolomites have been prone 

to dissolving over periods of uplift and erosion. The Arbuckle Group has extensive karstic features. 

Due to the recurrent surface exposure of the north-south marine regression sequences, some 

solution-collapse breccia formed, predominantly in the Arbuckle Group’s upper section (Wilson, 

1994). The matrix porosity and permeability were significantly influenced by these karst features 

(Milad et al., 2018).  
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Figure 4: Rock Types of Late Cambrian to Early Ordovician age (Perilla-Castillo, 2017; Modified 

from Johnson, 2008) 

1.4 Study Area 

The area of study is the Osage Reservation in north-eastern Oklahoma on the Cherokee 

platform. The Cherokee platform is bounded by the Ozark uplift from the northeast and the 

Nemaha uplift from the northwest (Milad et al., 2022). The injection site for CO2 was in the North 

Burbank Region in northwestern Osage operated by CapturePoint LLC. Fig. 6 shows nearby CO2 

sources to the area of study, showing the area’s viability for potential CO2 storage. 
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Figure 5: Map showing the major geological provinces in Oklahoma. The red polygon indicates 

the Osage area of study. (Milad et al., 2022) 

 

Figure 6: Map showing CO2 sources near Osage area of study. (Environmental Protection Agency, 

2021) 

1.5 Research Objectives 

CO2 sequestration was simulated in the Arbuckle group using data from work done by 

Milad et al. (2022), data provided by CapturePoint LLC, and data available in literature. The 

Department of Energy has set a requirement of 50 million metric tons of CO2 for any Phase III and 



10 

 

Phase IV project funding. The evolution of the CO2 plume and pressure was observed and analyzed 

given some operational constraints such as proximity to Underground Sources of Drinking Water 

(USDW) and the reservoir fracture pressure. Some of the objectives of this study were to: 

1. Build a numerical simulation model using CMG for CO2 sequestration in the Osage 

Reservation Arbuckle Group, modelling structural, solubility and residual trapping. 

2. Carry out sensitivity analysis on maximum injection pressure, average reservoir 

permeability and number of injection wells. 

3. Carry out Environmental Impact Assessment (EIA) by comparing proximity of CO2 

plume to USDW. 

4. Analyze pressure buildup from continuous injection of CO2 at a fixed injection rate. 

5. Determine the extent of applicability of analytical models developed by Mathias et 

al. (2011b) for estimating pressure buildup. 

This study will help minimize uncertainties associated with storage capacity and injectivity 

of CO2 in the Osage Arbuckle Group and provide the right set of parameters to model the pressure 

buildup in this formation analytically. The sensitivity analysis on bottomhole pressure will help 

determine the maximum operating bottomhole pressure given the reservoir permeabilities for the 

injection of 50 million metric tons of CO2. The study will also help determine the degree to which 

analytical model of Mathias et al. (2011b) can be used and provide modifications where necessary. 
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Chapter 2: Literature Review 

Due to widespread interest among the public, government, and industry, CO2 sequestration 

has been the subject of substantial research over time.  

 

2.1 Geological Carbon Storage (Sequestration) 

Finding solutions to reduce greenhouse gas emissions is becoming increasingly crucial as 

the amount of CO2 in the atmosphere rises as a result of combustion emissions. Sequestering 

carbon is one method for doing that. Since the 1920s, the method has been used to separate CO2 

from marketable methane gas in natural gas reservoirs (IEAGHG, 2022). When collected CO2 was 

injected into an oil field in Texas to increase productivity from the formation, this idea gained 

greater traction and became known as enhanced oil recovery (EOR) in the conventional oil and 

gas business (Battelle, 2018). However, due to its ability to significantly reduce greenhouse gas 

emissions, carbon sequestration has recently grown in favor. Fig. 7 below shows a general 

classification of the types of geologic formation for CO2 sequestration, including shales, saline 

aquifers, unmineable coal beds, and depleted oil and gas reservoirs. 

Perhaps the most promising geologic storage locations for CO2 are saline aquifers of which 

the Osage Arbuckle group is one of them. Any CO2 sequestration project's primary objective is 

usually to store CO2 for a very long time. Because injected CO2 tends to migrate higher since it is 

less dense than the water in the aquifer, monitoring the CO2 plume is crucial when storing CO2 in 

aquifers (Barrufet, Bacquet, & Falcone, 2010). 

The main difficulties with storing CO2 in aquifers are brine migration and stress changes 

brought on by pressure increases from sequestration. According to Bandilla et al. (2015), stress 
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shifts can lead to fault reactivation, enhanced seismicity, formation or caprock fracturing, or 

surface elevation. 

 

Figure 7:  Overview of Geologic Carbon Sequestration. (Ochie, 2022); Modified from 

(Intergovernmental Panel on Climate Change, 2005 

CO2 can also be stored in hydrocarbon reservoirs since they have in fact stored 

hydrocarbons for long geological periods. This is significant because CO2 storage projects can 

benefit from knowledge gotten from past exploration, exploitation, and production (Chidambaram 

et al., 2021). Storage in hydrocarbon reservoirs can be done using EOR, which is more popular 

because it makes money once it is put into use and was being done before CO2 sequestration was 

even a viable option for dealing with large CO2 emissions. Storage could also be done in depleted 

reservoirs, which is a relatively newer technology (Ochie, 2022). 

There is also the option of geological storage in coal beds. CO2 sequestration in non-

mineable coal seams is of interest because of the ability to concurrently recover methane while 

storing the CO2 (Gorucu, et al., 2005). This results in decreasing atmospheric CO2 concentrations 

while reducing the associated costs of handling CO2 during methane production. Producing 

methane is also a source of CO2 emissions, hence planning for sequestration is also beneficial to 



13 

 

the environment. To study CO2 storage capacity in coalbed reservoirs, adsorption, and desorption 

experiments of coal rocks from different regions and coal ranks need to be conducted (Jiang, Dou, 

Shen, & Sun, 2015). 

Despite their abundance, shales are not as widely used for CO2 storage as other geologic 

storage sites because they often have very low permeabilities and lack the same level of field 

development. Fakher et al. (2020) and Fakher & Imqam (2020) highlighted the benefit of using 

shales to store CO2 by assuming that absorption is the primary mechanism for storage and by 

displaying the absorption capacities of several shale plays under various thermodynamic 

circumstances. 

Different storage geologies have different CO2 trapping mechanisms but as mentioned in 

the Chapter 1 and earlier in this section, our geologic setting is the Osage Arbuckle Group of 

Oklahoma which is a deep saline aquifer which traps CO2 using a combination of structural 

trapping, solubility trapping, residual trapping, and mineral trapping. 

2.2 Life Cycle for CO2 Storage Project Development 

Most storage projects have the following five life cycle phases, according to the Plains CO2 

Reduction (PCOR) Partnership Adaptive Management Approach (AMA): 

1. Site selection,  

2. Feasibility analysis,  

3. Design,  

4. Construction and Operation,  

5. Closure and Post-closure (Ayash et al., 2016). 
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Figure 8: PCOR Partnership AMA for CO2 storage project development (Ayash et al., 2016) 

According to Glazewski et al. (2018), the foundation of the AMA consists of four 

fundamental technical components, carried out at changing scales and intensities as a project 

progresses through each of the five phases of the commercial development life cycle. These four 

components are: 

1. Site Characterization to understand surface and subsurface characteristics of the 

storage site. 

2. Modelling and Simulation to predict the movement and behavior of the injected gas. 

3. Risk Assessment to spot and monitor project risks. 

4. Monitoring, Verification and Accounting (MVA) to track injected gas and monitor 

for changes in surface and subsurface conditions due to injection. Also involves 

monitoring for any CO2 leakage. 
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This study covered modelling and simulation work on the saline aquifer in Arbuckle Group 

of the Osage Reservation and builds upon the subsurface characterization carried out by Milad et 

al. (2022). They made use of 124 well logs to determine the stratigraphic thickness of the Arbuckle 

and combined the well logs and cores in determining the lithology and electrofacies for the 

estimation of porosity, saturation, and permeability.  

2.3 Long-Term CO2 Geological Storage and Potential Risks 

One proposed approach to mitigate global warming is the long-term storage of 

anthropogenic greenhouse gases like CO2. Regional aquifers, typically located in sedimentary 

basins are potential locations for this storage due to their widespread occurrence (Ashfaq, 2017). 

Geologic carbon storage (GCS) involves injecting CO2 into porous and permeable rock formations 

that are 3,000–14,000 ft underground to keep it isolated for long periods (Usually thousands of 

years). The gas is first captured, concentrated to a supercritical condition, before being injected 

into an appropriate geologic structure. The injected gas rises due to its buoyancy compared to other 

formation fluids because it has a lower density and viscosity than oil, water, or other formation 

fluids (Anderson, 2017). 

There are also geo-mechanical risks associated with geological CO2 storage. Fig. 9 below 

illustrates how Ringrose, et al. (2013) described the geomechanical concerns connected to geologic 

carbon sequestration. They emphasize that modifications to the formation can take place even in 

the CO2 plume and beyond the point of injection. It has been noted that variations in the 

temperature and pressure in the area of injection can affect the patterns of stress and mechanical 

strain as well as the occurrence of faults nearby. Beyond this region, changes in stress and strain 

can also take place and have an impact on faults, causing seismic occurrences.  
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Figure 9: Geo-mechanical risks associated with Geological Carbon Storage in deep sedimentary 

rock rocks. ((Ochie, 2022); Modified from (Ringrose, et al., 2013) 

A sedimentary basin model was utilized in the Powder River Basin of Wyoming to evaluate 

the duration of stay in possible aquifer storage sites, as well as the movement patterns and 

velocities away from such locations. The model accounted for the multiphase flow of CO2, 

groundwater, and brine (McPherson & Lichtner, 2001) and was also employed to replicate CO2 

transportation through fractures and analyze the allocation of rock matrix and fractures. These 

models helped to elucidate whether there would be a propensity towards increases or decreases in 

permeability in the fracture zone due to carbonate reactions. Surface heat flow data was utilized to 

calibrate hydrologic features on a regional scale, such as the existence of fracture zones. The results 

suggest that, generally speaking, if the subsurface structure and permeability are accurately 

assessed or described, sequestering CO2 in deep aquifers for the long term (over 1000 years) is 

possible. 

Ochie (2022) used data analytics to estimate the likelihood of induced seismicity in the 

Arbuckle Group using stress data and injection pressures and found that the risk of induced 

seismicity due to geological CO2 storage was 12%. This is an example of risk analysis work done 
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in the formation of interest for this study although their study used site-specific stress data from 

Kansas and may not be representative in the Osage Reservation of Oklahoma. 

According to Ashfaq (2017), despite the potential for long-term CO2 storage, there are still 

other risks to consider. One of these risks is the possibility of brine contamination in subsurface 

sequestration, which may happen if CO2 escapes from the storage aquifers and enters other aquifers 

or even the land surface. The potential of unintentional contamination of nearby aquifers by brine 

displacement from adjacent sealing layers, like marine shales, was evaluated in McPherson and 

Lichtner (2001). The results indicate that continual CO2 injection could lead to substantial brine 

displacement out of neighboring sealing layers, depending on a range of factors such as history of 

injection, initial composition of brine, and hydrologic properties of the aquifers and the seals. 

These results highlight the importance of a thorough risk analysis before and during the execution 

of CO2 sequestration projects. 

Under their current Underground Injection Control (UIC) program, the United States 

Environmental Protection Agency (EPA) completed U.S. EPA (2010c), and in conjunction with 

the Class VI rule of September 2011. (U.S. EPA 2011), the Safe Drinking Water Act's (SDWA) 

was established to protect an Underground Source of Drinking water (USDW) in the course of 

subterranean CO2 sequestration in geological structures. According to Rubin et al. (2013), Dixon 

et al. (2015) and Anderson (2016), some specifications include in the SDWA include: 

1. Appropriate characterization and selection of the proposed site,  

2. The identification of an Area of Review (A.O.R.) where an operator is required to 

locate potential leak pathways (such as wells and fault lines) with the potential to cause 

CO2 gas or displaced fluids from the formation to enter an Underground Drinking 

Water Source, 
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3. reevaluating and potentially upgrading the A.O.R. on a regular basis, 

4. designing and building wells to limit fluid intrusion into USDWs, 

5. operating injection wells, such that they are monitored during injection and there are 

restrictions on injection pressures,  

6. monitoring the system post-injection and site care. 

Requirements for a Class VI permit (EPA, Subpart UU - Injection of Carbon Dioxide, 

2021) also necessitate that an operator provides pertinent data on stress, in situ fluid pressures, 

fractures, rock strength, and ductility. Additionally, they must show that the formation's projected 

injection pressures and volumes won't cause or spread faults or fractures (EPA, Subpart UU – 

Injection of Carbon Dioxide, 2021). The injection pressure shouldn't be greater than 90% of the 

formation fracture pressure, as is the case in (Chiaramonte et al., 2008), and the fracture pressure 

should be greater than the injection pressure (Zoback, et al., 2003). 

The importance of a thorough risk analysis before and during the execution of CO2 

sequestration projects cannot be overemphasized. The importance of the four fundamental 

technical components listed in section 2.1 becomes very active here as their results feed into any 

risk analysis to be carried out on a formation. 

2.4 CO2 Sequestration Reservoir Simulations 

Numerous studies have been conducted utilizing reservoir simulation software to simulate 

the sequestration of CO2 in deep aquifers. There was a study conducted by Holubnyak et al. (2016) 

where they detailed the process of reservoir simulation for a CO2 pilot project in the Arbuckle 

saline aquifer at Wellington Field, Sumner County, Kansas. However, the region of study for this 

thesis has not yet been the subject of any studies. This research on CO2 sequestration in the 

Arbuckle of Oklahoma's Osage Reservation is the first of its kind for this reason. 
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Chang (1996) studied how much CO2 can dissolve in water. They used correlations to 

describe how temperature, pressure, and salinity of water affect the solubility of CO2. Additionally, 

they investigated how the water formation volume factor, compressibility, and viscosity correlate 

with each other. For an accurate model of CO2 trapping in an aquifer, the model must consider 

these factors to understand the interrelationship that exists between CO2 gas and the formation 

brine.  

Kumar et al. (2004) performed a reservoir simulation analysis using compositional 

modeling to evaluate the potential of CO2 storage in a deep saline aquifer. The research examined 

the impact of multiple variables, such as mineralization, temperature, salinity, permeability ratio, 

residual gas saturation, and aquifer inclination angle, influence the sequestration of CO2 (Kumar 

et al., 2004). The study examined three key mechanisms of sequestration, including dissolution, 

pore-level trapping, and mineralization. Computer Modelling Group (CMG) GEMS was utilized 

to conduct the study. The results of the study showed that residual gas saturation (Sgr) significantly 

affects the amount of CO2 trapped as residual gas. Additionally, the horizontal to vertical 

permeability ratio (anisotropy) and aquifer dip significantly influences the movement of gas, which 

consequently influences CO2 solubility in the brine aquifer and the mineralization reactions. The 

research offers data tables and literature sources that pertain to CO2 solubility in brine, mineral 

reactions, and equations for estimating Sgr through porosity measurements. Finally, the study 

highlighted the importance of data quality in CO2 sequestration modeling.  

Ozah et al. (2005) expanded on Kumar et al.'s (2004) study by introducing new information 

related to how CO2 and H2S mix and using horizontal wells to improve trapping and dissolving 

without coming into contact with seal formations. Additionally, the study utilized Local Grid 

Refinement (LGR) to increase the accuracy and reliability of the resulting saturation of gas in the 
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CO2 plume and surrounding the injection well (Chaves, 2011). The LGR approach also provided 

better insight into buoyancy-driven fingering, which is crucial due to the gas's unstable upward 

flow when injected into the lower section of the aquifer. 

Kartikasurja et al. (2008) studied CO2 sequestration in an aquifer to prevent the release of 

CO2 generated from Malaysia's offshore B Field into the atmosphere, meeting the gas sales 

criterion. The research objective was to evaluate the geology of aquifers and the necessary 

reservoir engineering for CO2 injection into formations with insufficient reservoir data. The study 

provided important selection criteria for choosing an aquifer as a potential formation for CO2 

sequestration. For this project, they used a black-oil simulator, but an indirect approach was used 

as the simulator did not allow modeling of dissolved gas in the water phase. The indirect method 

involved giving oil water qualities allowing the dissolution of the gaseous phase during simulation. 

The study conducted sensitivity analyses to identify the optimal count of gas injection wells needed 

for a successful project. The study also analyzed the primary characteristics of the reservoir and 

how they affect CO2 injection.  

Sona et al. (2013) explored the importance of gas solubility in carbon capture and storage 

(CCS) projects for reducing greenhouse gas emissions. The solubility of gas in liquid depends on 

the properties of the gas or liquid. The study used numerical simulations to investigate the effects 

of gas solubility in geological CO2 storage using CMG STARS software. The study assumes that 

CO2 gas is injected into an aquifer at 1001 m (3284 ft) depth and investigated the sensitivity of gas 

solubility by changing injection pressure and initial reservoir temperature. The results showed that 

pressure and temperature significantly affect CO2 gas solubility in the aquifer. 

Two publications by Ngheim et al. (2004 & 2009) presented the necessary equations for 

developing a Geochemical EOS (Equation of State) compositional model (GEMS) that is fully 
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coupled. The simulator results were verified through validation runs. The researchers utilized 

experimental data to approximate carbon dioxide storage in aquifers. Their findings indicated that 

residual trapping and solubility (dissolution) trapping compete in formation, with the former being 

more prominent where aquifers have low permeability. The addition of water can intensify and 

expedite residual gas trapping.  

Alzayer et al. (2022) discuss the importance of managing carbon emissions so that the oil 

and gas industry can ensure sustainable energy in a clean environment. CO2 storage in deep saline 

aquifers is a way to drive down atmospheric carbon and four trapping mechanisms are used to 

securely store CO2. The study used a synthetic anticline model to capture residual and soluble 

trapping mechanisms and suggested best practices with which to model CO2 sequestration for 

optimally secure long-term storage of CO2 (thousands of years). The ability of CO2 to dissolve in 

water is mostly dependent on salinity (ppm) and formation temperature, and as such, these 

parameters should be accurately captured in any simulation model. This paper serves as a pioneer 

guide for the industry to accurately simulate the CO2 sequestration process. 

2.5 CO2 Maximum Injection Capacity 

According to predictions, saline aquifers have the potential to store several thousand Giga 

Tons (Gt) of CO2 (Ashfaq, 2017). However, filling this capacity is challenging due to several 

factors. One of these factors is that the formation pressure should not exceed 90% of the fracture 

pressure (as noted by Chiaramonte et al., 2008), and injecting large volumes of CO2 rapidly can 

quickly increase the formation pressure. For any specific reservoir, the amount of CO2 that may 

be injected within a specific injection area and time should be determined as the injection capacity. 

In order to accomplish this, it is necessary to conduct a comprehensive sensitivity analysis of 

various reservoir features, including formation thickness, the rock compressibility, matrix 
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permeability and porosity, formation temperature and pressure, aquifer formation fracture 

pressure, and the quantity and placement of injection wells (Ashfaq, 2017).  

Pore pressure may rise after injection in a small drainage area. (Joshi, 2014). The ability of 

brine to dissolve CO2 is useful for overcoming spatial challenges. In certain geological scenarios, 

it may be possible to simulate a confined system with a small catchment area, also called a closed 

system, by utilizing a modeling approach that assumes no outflow beyond its boundaries. Since 

the pressurization of closed aquifers spreads deeper into the aquifer, there is a higher risk (Oruganti 

& Bryant, 2008). 

Researchers, van Engelenburg (1993), van der Meer and van Wees (2006), Schembre-

McCabe et al. (2007), Anchliya (2009), and Anchliya et al. (2012) have all undertaken studies on 

the limit of storage and shown reservoir pressurization restrictions in a constrained aquifer. 

Anchiliya (2009) for instance, compared an open aquifer to a closed one as shown in Fig. 10 below 

(Ashfaq, 2017): 

 

Figure 10: Pressure Profiles for Closed and Open Reservoir systems (Anchiliya, 2009) 
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2.6 Pressure Buildup Due to Geological CO2 Storage 

 As mentioned in the previous section, continuous injection of CO2 in a bounded reservoir 

will lead to a buildup in pressure. It is important to monitor this pressure buildup because of its 

implications for fractures and induced seismicity. Often, CO2 is injected into high permeability 

zones to minimize the risk of excessive pressure buildups. Where there are no high permeability 

zones however, pressure management is usually through local high conductivity features like 

conductive faults or production wells.  

Simulating the injection of supercritical CO2 into the porous formation is required to 

estimate the pressure buildup. A numerical multi-phase reservoir simulator can help with this as 

seen in Rutqvist et al. (2008) and Birkholzer et al., (2009). Yet, acquiring and operating such 

models can be costly and time-consuming. Hence, there have been simultaneous attempts to create 

straightforward semi-analytical techniques. The first of them was based on the Buckley-Leverett 

displacement (Saripalli and McGrail 2002). The Buckley-Leverett equation describes the flow of 

two phases (immiscible) in one dimension without the influence of capillary pressure. This 

equation, introduced by Buckley and Leverett (1942), assumes incompressible flow, minimal 

vertical pressure gradient, and insignificant capillary pressure. 

Using the assumptions above, Nordbotten et al. (2005) adopted a similar strategy. When 

relative permeability is directly proportional to fluid saturation, the governing equations for this 

scenario are essentially the same as the Buckley-Leverett equation. This method's significant 

advantage is that it explicitly calculates the saturation distribution. However, the calculation of the 

pressure distribution requires selecting an arbitrary impact radius. 

An alternate approach was developed by Zhou et al. (2008) that takes formation and fluid 

compressibility into account when calculating storage capacity. The geographical uniformity and 
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independence of the pressure increase from formation permeability, however, is a crucial limiting 

assumption in their approach. 

 Mathias et al. (2009) built on Nordbotten's approach of using matched asymptotic 

expansions and improved it by incorporating the compressibility of the formation and fluid, 

resulting in more accurate approximations to the model equations. Afterward, they utilized the 

methodology proposed by Mathias et al. (2008) to construct a large-time approximation that 

considers inertial effects by employing the Forchheimer (1901) equation. The acceleration in 

velocity caused by the flowline convergence around the injection well leads to significant inertial 

effects in such scenarios, as explained by Mathias et al. (2008) and Mathias and Todman (2010). 

Mathias et al. (2011a) did further work to extend their 2009 solution to reservoirs with the 

finite radial extent and incorporated the reduction in effective relative permeability of the CO2 due 

to residual brine saturation. 

Mathias et al. (2011b) improved their earlier work by incorporating effects related to the 

partial miscibility of CO2 and brine into pressure buildup equations. These included the solubility 

of CO2 in brine, the ability of water to evaporate into the CO2 gas rich phase, and salt precipitation. 

This was accomplished using a gas saturation distribution function derived from the two-

component, two-phase fractional flow theory (Orr, 2007) with linear relative permeability 

functions. The new pressure buildup equation was created by obtaining and integrating a relative 

permeability distribution.  Their pressure buildup equation is similar in structure to that of Burton 

et al. (2008). The distinction is that Mathias et al. (2011b) take into account the volume change 

that occurs during mixing and give closed-form expressions to estimate the positions of the shock 

fronts in the unique situation where there is a linear relative permeability function, and their 

equation is applicable in characterizing both open and closed brine aquifers. 
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Cihan, Birkholzer, and Zhou (2013) conducted a study that demonstrated the utility of a 

new analytical solution to calculate pressure buildup and the rate of leakage in a multilayered 

aquifer-aquitard system where there exists both targeted and diffused leakage of brine. The 

researchers verified the accuracy of the solution by comparing it with a numerical simulation that 

accounted for the specifics of two-phase flow. They illustrated the effectiveness of the new method 

in analyzing local pressure buildup in a system with multiple layers and gaining useful insights 

into how leakage occurs through aquitards, leaky wells, and/or leaky faults by presenting example 

uses for a CO2 injection scenario (although two-phase flow was not considered in these examples) 

(Ashfaq, 2017).  

Since then, more work has been done developing analytical solutions to estimate pressure 

buildup in two-phase systems. More recently, Wu et al. (2017) developed a solution for pressure 

buildup for two-phase flow with a constant CO2 injection rate using an infinite-bounded reservoir 

that has a constant pressure boundary. Where this boundary is placed is time dependent. In order 

to verify the accuracy and dependability of their solution, they compared the results with the results 

obtained from TOUGH2/ECO2N simulation for a specified case of CO2 injection. The results 

showed good accuracy and revealed that only the flow field close to the front of the CO2 plume is 

unstable, with pressure increasing logarithmically with increasing injection time while decreasing 

as a negative logarithm with increasing radial distance. 

Wu et al. (2018) improved on the work of Wu et al. (2017) by considering the role of both 

partial miscibility and compressibility. Their research established a more precise interpretation of 

the coefficient of fluid compressibility, and subsequently developed a corresponding power 

function model (PFM) to tackle the limitations of the conventional coefficient of compressibility. 

The traditional coefficient was insufficient in capturing the association between CO2's physical 
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traits and pressure. The PFM outperformed the conventional exponential function model in terms 

of accuracy and applicability when compared with a standard data set, confirming the validity of 

the new concept. In addition, they tackled the challenges involved in calculating fluid saturation 

in Wu et al. (2017), by proposing the adoption of direct assumptions regarding the averaged 

relative permeability of each fluid phase across various fluid regions. This approach enhanced the 

accuracy of the model by circumventing the obstacles associated with determining fluid saturation 

and eliminating the inaccuracies linked to relative permeability models when assessing reservoir 

risks. Both Wu et al. (2018) and Wu et al. (2017) however assume an infinite extent of reservoir 

which will not apply to the study in this thesis. 

The method of Mathias et al. (2011b) will be discussed in full in Chapter 3 as it is the 

subject of analysis aimed at determining the extent of its applicability. This model is particularly 

useful because of its applicability to closed bounded systems like this study entails.  
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Chapter 3: Methodology 

3.1 Introduction 

As mentioned in previous chapters, a combination of the following techniques primarily 

results in sequestration in deep saltwater aquifers or oil-gas reservoirs.  

3.1.1 Structural Trap/Hydrodynamic Trap:   

Carbon dioxide can be sequestered in an analogous manner to how gas is stored in a gas-

oil reservoir, by confining it as a supercritical fluid under a seal formation. This process, also 

known as hydrodynamic trapping, is likely the most important method of sequestration in the short 

term. 

3.1.2 Solubility Trap:  

This technique entails the solubility of CO2 into the formation fluids (oil or water). 

Pressure, temperature, and brine salinity all play a role in this system. Enormous amounts of CO2 

can be trapped; however, this technique is slower than structural trapping. 

The following chemical reaction can be used to illustrate the phase equilibrium mechanism that is 

used to model gas solubility in brine:  

𝐶𝑂2(𝑔) =  𝐶𝑂2(𝑎𝑞) 

The notations "(g)" and "(aq)" are used to represent the gaseous and aqueous phases, 

respectively. Since gas dissolves quickly into liquid, it is assumed that these phases are in 

thermodynamic equilibrium, which means that the fugacity (tendency to escape) is equal in both 

the gas and aqueous phases. 

𝑓𝑖,𝑔 =  𝑓𝑖,𝑎𝑞 , 𝑖 = 1, … 𝑛𝑐 

The Peng Robinson equation of state (PR _EOS) is used to compute the fugacity “𝑓𝑖,𝑔”  of 

component “i” in the gas phase (Chaves 2011) (Peng and Robinson, 1976).  
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Henry's Law is a formula used to calculate the amount of gas that dissolves in a liquid, 

based on the pressure of the gas and the solubility of the gas in the liquid. It is expressed as 

“𝑓𝑖,𝑎𝑞” which represents the fugacity of component "i" of the gas in the aqueous phase. This 

formula was presented in studies conducted by Chaves (2011) and Li and Nghiem (1986). 

𝑓𝑖𝑤 =  𝑦𝑖𝑤 ×  𝐻𝑖 

Where 𝐻𝑖 represents the pressure, temperature and salinity-dependent Henry’s law 

constants that can be calculated using: 

ln 𝐻𝑖 = ln 𝐻𝑖
∗ + 

1

𝑅𝑇
∫ 𝑣�̅� 𝑑𝑝

𝑝

𝑝∗

 

Where, 

𝐻𝑖 is the Henry’s Law constant at a pressure, p and temperature, T 

𝑅 is the Gas Constant value. 

𝑣�̅�  represents the Partial molar volume of component “i” in the solution. 

Henry's constant for several gases, including CO2, may be calculated using a few correlations that 

consider temperature, salinity, and the water saturation pressure (Chaves, 2011; Bakker 2003). 

3.1.3 Residual Gas Trapping:  

Capillary forces cause the CO2 to be trapped as an immobile phase that has zero relative 

permeability to gas. This type of storage is influenced by the residual saturation of a non-wetting 

phase and the relative permeability, which includes hysteresis. These petrophysical factors are 

essential for successful CO2 storage (Chaves, 2011). 

At the start of sequestration, CO2 is injected via an injection well, and the gas displaces the 

water since the water is the wetting phase (also called drainage). When the injection of CO2 is 

halted, aqueous brine moves back to the gas injection region (called imbibition), which leads to 

hysteresis. The gas that remains trapped after the water has imbued into the rock and reached 
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irreducible water saturation (Swir) and zero capillary pressure is known as residual gas saturation 

(Chaves, 2011). 

There are numerous models for describing CO2 residual gas trapping. Many simulators 

(including GEMS) use the traditional Land's model (Land, 1968). This is how the Land's 

coefficient C is described: 

𝐶 =  
1

𝑆𝑔𝑟,𝑚𝑎𝑥
− 

1

𝑆𝑔,𝑚𝑎𝑥
 

Where, 𝑆𝑔,𝑚𝑎𝑥 is the maximum attainable gas saturation and 𝑆𝑔𝑟,𝑚𝑎𝑥  is the maximum 

residual (trapped) gas saturation. The residual gas saturation for any gas can be estimated using: 

𝑆𝑔𝑟
∗ (𝑆𝑔𝑖

∗ ) =  
𝑆𝑔𝑖

∗

1 + 𝐶𝑆𝑔𝑖
∗  

Where 𝑆𝑔𝑟
∗  is the residual gas saturation, 𝑆𝑔𝑖

∗  is the gas saturation and C is the Land’s 

coefficient. 

It is strongly advised to inject CO2 close to the aquifer's bottom to encourage residual gas 

trapping. This will increase the interaction between water and carbon dioxide as the gas rises 

during structural trapping due to the difference in density. 

 

3.1.4 Mineral Trapping:  

This process entails the formation of stable and firm substances such as carbonates by 

dissolved CO2 in water with minerals that exist in the formation. The main geochemical factor 

causing storage is the acidity of the brine brought on by dissolved CO2 dissociating. 

Minerals and aqueous components can interact chemically, as can other elements in the 

aqueous phase. The chemical processes brought on by CO2 injection are described in Ortoleva et 



30 

 

al. (1998). The first step involves the dissolution of CO2 in water to produce weak Carbonic acid 

(H2CO3) that then undergoes a dissociation reaction as follows: 

𝐶𝑂2(𝑎𝑞) + 𝐻2𝑂 ↔  𝐻2𝐶𝑂3 

𝐻2𝐶𝑂3 ↔ 𝐻𝐶𝑂3(𝑎𝑞)
− + 𝐻+

(𝑎𝑞) 

The principal formation rock minerals dissolve as a result of the increasing acidity, which 

leads to the complexing of various dissolved cations with the bicarbonate ion, including: 

𝐻𝐶𝑂3(𝑎𝑞)
− + 𝐶𝑎++

(𝑎𝑞) ↔ 𝐶𝑎𝐻𝐶𝑂3(𝑎𝑞)
+  

In certain conditions, it is possible for carbonate ions to undergo reactions with various 

metal ions that are found in the water of the formation, leading to the formation of minerals 

composed of carbonate. The most common carbonate minerals are known to react in the following 

manner (Chaves, 2011): 

𝐻𝐶𝑂3(𝑎𝑞)
− + 𝐶𝑎++

(𝑎𝑞) ↔ 𝐶𝑎𝐶𝑂3(𝑐𝑎𝑙𝑐𝑖𝑡𝑒) +  𝐻(𝑎𝑞)
+  

2𝐶𝑂3
−−

(𝑎𝑞)
+  𝐶𝑎++

(𝑎𝑞) + 𝑀𝑔++
(𝑎𝑞) ↔ 𝐶𝑎𝑀𝑔(𝐶𝑂3)2(𝑑𝑜𝑙𝑜𝑚𝑖𝑡𝑒) 

𝐻𝐶𝑂3(𝑎𝑞)
− +  𝑀𝑔++

(𝑎𝑞) ↔ 𝑀𝑔𝐶𝑂3(𝑚𝑎𝑔𝑛𝑒𝑠𝑖𝑡𝑒) + 𝐻(𝑎𝑞)
+  

𝐻𝐶𝑂3(𝑎𝑞)
− +  𝐹𝑒++

(𝑎𝑞) ↔ 𝐹𝑒𝐶𝑂3(𝑠𝑖𝑑𝑒𝑟𝑖𝑡𝑒) + 𝐻(𝑎𝑞)
+  

Table 1 presents common mineral and aqueous processes that capture CO2 by dissolving 

and precipitating minerals. Nghiem (2004) argues that reservoirs with significant proton sinks, 

such as feldspar and clay minerals, are more suitable for mineral trapping. Bachu (2009) explains 

that the minerals react with 𝐻(𝑎𝑞)
+  and 𝐻𝐶𝑂3(𝑎𝑞)

−  ions from aqueous chemical equilibrium reactions, 

leading to an overall reaction of the form: 

𝐹𝑒𝑙𝑑𝑒𝑠𝑝𝑎𝑟 + 𝐶𝑙𝑎𝑦𝑠 + 𝐶𝑂2 ↔ 𝐾𝑎𝑜𝑙𝑖𝑛𝑖𝑡𝑒 + 𝐶𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑒 𝑀𝑖𝑛𝑒𝑟𝑎𝑙𝑠 + 𝑄𝑢𝑎𝑟𝑡𝑧 
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Table 1: Chemical and Mineral Reactions (Modified from Ngheim, 2009) 

GEOCHEMICAL REACTIONS 

Aqueous Chemical Equilibrium Reactions 

1. 𝐻2𝑂 ↔  𝐻(𝑎𝑞)
+ + 𝑂𝐻(𝑎𝑞)

−  

2. 𝐶𝑂2(𝑎𝑞) + 𝐻2𝑂 ↔ 𝐻(𝑎𝑞)
+ + 𝐻𝐶𝑂3(𝑎𝑞)

−  

3. 𝐻𝐶𝑂3(𝑎𝑞)
− ↔ 𝐻(𝑎𝑞)

+ + 𝐶𝑂3
−−

(𝑎𝑞)
 

4. 𝐴𝑙𝑂𝐻(𝑎𝑞)
++ + 𝐻(𝑎𝑞)

+ ↔ 𝐴𝑙(𝑎𝑞)
+++ +  𝐻2𝑂 

Mineral Dissolution/Precipitation Reactions 

5. 𝐶𝑎𝐶𝑂3(𝑐𝑎𝑙𝑐𝑖𝑡𝑒) + 𝐻(𝑎𝑞)
+ ↔ 𝐻𝐶𝑂3(𝑎𝑞)

− + 𝐶𝑎++
(𝑎𝑞) 

6. 𝐶𝑎𝑀𝑔(𝐶𝑂3)2(𝑑𝑜𝑙𝑜𝑚𝑖𝑡𝑒) +  𝐻(𝑎𝑞)
+ ↔ 2𝐻𝐶𝑂3

−−
(𝑎𝑞)

+  𝐶𝑎++
(𝑎𝑞) + 𝑀𝑔++

(𝑎𝑞) 

7. 𝐶ℎ𝑎𝑙𝑐𝑒𝑑𝑜𝑛𝑦 ↔  𝑆𝑖𝑂2(𝑎𝑞) 

8. 𝑀𝑔𝐶𝑂3(𝑚𝑎𝑔𝑛𝑒𝑠𝑖𝑡𝑒) + 𝐻(𝑎𝑞)
+ ↔ 𝐻𝐶𝑂3(𝑎𝑞)

− + 𝑀𝑔++
(𝑎𝑞) 

9. 𝐹𝑒𝐶𝑂3(𝑠𝑖𝑑𝑒𝑟𝑖𝑡𝑒) + 𝐻(𝑎𝑞)
+ ↔ 𝐻𝐶𝑂3(𝑎𝑞)

− + 𝐹𝑒++
(𝑎𝑞) 

10. 𝐴𝑙2𝑂3(𝑆𝑖𝑂2)2(𝐾𝑎𝑜𝑙𝑖𝑛𝑖𝑡𝑒) + 6𝐻(𝑎𝑞)
+ ↔  5𝐻2𝑂 + 2𝑆𝑖𝑂2 + 2𝐴𝑙(𝑎𝑞)

+++  

11. 𝐼𝑙𝑙𝑖𝑡𝑒 + 8𝐻(𝑎𝑞)
+ ↔  5𝐻2𝑂 + 0.6𝐾(𝑎𝑞)

+ + 0.25𝑀𝑔++
(𝑎𝑞) +  2. 3𝐴𝑙(𝑎𝑞)

+++ +  3.5𝑆𝑖𝑂2(𝑎𝑞) 

12. 𝐴𝑛𝑛𝑖𝑡𝑒 + 10𝐻(𝑎𝑞)
+ ↔ 3𝐹𝑒++

(𝑎𝑞) + 𝐾(𝑎𝑞)
+ + 𝐴𝑙(𝑎𝑞)

+++ + 3𝑆𝑖𝑂2(𝑎𝑞) +  6𝐻2𝑂 

13. 𝐴𝑛𝑜𝑟𝑡ℎ𝑖𝑡𝑒 + 8𝐻(𝑎𝑞)
+ ↔  𝐶𝑎++

(𝑎𝑞) + 2𝐴𝑙(𝑎𝑞)
+++ +  2𝑆𝑖𝑂2(𝑎𝑞) + 4𝐻2𝑂  

 

Gunter et al. (2000) and Nghiem (2004) both suggest that sandstone (siliciclastic) aquifers 

are better suited for mineral trapping of CO2 than carbonate aquifers. Nghiem (2009) created 

models to study chemical equilibrium reactions, mineral dissolution, and precipitation reactions, 

as well as their solutions. 
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Generally, fluid displacement initially dominates the sequestration of CO2 in aquifers, but 

over time, dissolution and reaction take center stage. A large amount of CO2 can be trapped by the 

residual trapping, which also plays a vital role. Mineral trapping, however, usually takes hundreds 

to thousands of years to evolve. 

The primary objective of CO2 sequestration in aquifers is to prevent CO2 leakage into the 

atmosphere and maintain long-term storage for hundreds to thousands of years. In structural 

trapping, there is a higher risk of CO2 leakage through caprock if there are any microfractures or 

geomechanical/geochemical failures. Solubility trapping is a secure storage technique since CO2 

can dissolve into brine, and the only way it can escape is through a significant pressure drop, which 

is unlikely in aquifers. In residual trapping, CO2 is immobilized in the formation's pores, making 

it a reliable storage method. Mineral trapping is the most secure mechanism as the CO2 is 

transformed into stable carbonate minerals over geological timescales. Fig. 11 illustrates how 

storage security improves over time. This information is based on Chaves' (2011) study.

 

Figure 11: CO2 Trapping Mechanisms vs time (Chaves, 2011; Faycal et al., 2015) 
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This study only considers structural, residual and solubility trapping. Mineral trapping 

should not be a factor over the simulation time period being considered (30 years of injection and 

50 years post-injection). The research employs the most reliable and up-to-date data accessible for 

the specific region being studied. 

3.2 Grid Description 

The grid was upscaled from the geologic model in Milad et al. (2022) where they used 124 

digitized well logs and core data from one well in the study area. Their calculation of the 

petrophysical properties can be summarized in the Fig. 12 below: 

 

Figure 12: Workflow for petrophysical calculations (Milad et al., 2022) 

 The area of study has no known faults as seen in the contour map in Fig. 13 below. The 

grids were generated and upscaled in Petrel. The original grid dimensions were 647 x 601 x 10 

(3,888,470 grid blocks). A “skeleton framework” of the new grid was created using pillar gridding 

before the original grid was upscaled to provide a grid with dimensions of 72 x 67 x 10 (48,240 

grid blocks). Upscaling was important because of the infeasibility of running a numerical 

simulation on over 3 million grid cells in the original geological model. The grid properties were 

also upscaled in petrel accordingly. After upscaling, the resulting grids were exported into 
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“RESCUE” files for use in the CMG builder apparatus. Each layer in the grid structure has 

different thicknesses owing to the varying thickness of the Arbuckle itself as modelled 

geologically. Fig. 14 shows the grid model and the location of the injection wells. The location of 

the injection wells is in the North Burbank Unit in the northwestern part of the Osage Reservation. 

 

Figure 13: Osage Arbuckle Contour Map (Grid Tops/Depth) 
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Figure 14: Grid Model, Osage Reservation Arbuckle. 

 After the grid was created, the model was built using Computer Modelling Group (CMG) 

Builder. Builder is a tool that makes it easier to create simulation models by offering a framework 

for data integration and workflow management between CMG’s IMEX, GEM, STARS, and 

external data sources. CMG’s GEM is the compositional simulator that was used for this study. It 

is the most popular Equation-of-State (EoS) reservoir simulator for modeling unconventional, 

chemical, and compositional reservoirs. It is designed to handle CO2 injection in saline aquifers 

thus making it suitable for this study. It provides tools to analyze the individual mechanisms of 

CO2 sequestration separately and estimate each mechanism’s contribution to the total storage of 

CO2 in a reservoir. GEMS also allows for analyzing other important aspects of CO2 sequestration 

including pressure buildup. 

3.3 Reservoir Properties 

 A lot of the reservoir information available for this study is based on the work of Milad et 

al. (2022). They made use of the workflow in Fig. 12 to estimate the petrophysical properties 

Depth 
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including porosity and permeability. The porosity map and permeability map they obtained are 

shown in Fig. 15 and Fig. 16, respectively. Fig. 17 shows the thickness map.  

 The default CMG water properties were used with a compressibility of 2.99 x 10-6 psi 1. 

The brine concentration of the Arbuckle ranges between 25,765 ppm in the upper Arbuckle to 

125,658 ppm in the lower Arbuckle (Holubnyak, 2017). For this study, the water salinity was 

assumed to be 100,000 ppm. 

 The reservoir temperature was held constant at 120◦ F which lies in the range suggested by 

Holubnyak (2017). The reference pressure of 1500 psi at 3500 ft (slightly under pressured) was 

determined using a study by Franseen et al. (2004) where they recorded the final shut-in pressures 

for thousands of Arbuckle wells in Kansas. 

 

Figure 15: Porosity Map of the Osage Arbuckle (Milad et al., 2022) 



37 

 

 

Figure 16: Permeability Map of the Osage Arbuckle (Milad et al., 2022) 

 

Figure 17: Thickness Map of the Osage Arbuckle (Milad et al., 2022) 

 The rock compressibility of 3.02 x 10-7 psi-1 was obtained from Perilla-Castillo (2017) 

where rock properties of the Arbuckle were derived from the analysis of earth tide strain observed 

in continuous pressure monitoring in northwestern and north-central Oklahoma. 
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Table 2: Reservoir Properties 

Reservoir Properties Value 

Water Density 65 lb/ft3 

Water Compressibility 2.99 x 10-6 psi-1 

Water Salinity 100,000 ppm 

Rock Compressibility 3.02 x 10-7 psi-1 

Reservoir Pressure @ Reference Depth 1500 psi @ 3500 ft 

Reservoir Temperature 120◦ F 

Average Permeability 170 mD 

Average Porosity 9% 

 

Relative permeability data for the Osage Arbuckle is limited as no study has been carried 

out till date to determine the Gas-Water relative permeability in the Osage Arbuckle. This study 

makes use of relative permeability data from the Kansas field Arbuckle as presented by Fazelalavi 

(2015). The reservoir quality index was calculated using Eq. 3.1 below: 

𝑅𝑄𝐼 = 0.0314 (
𝐾

∅
)

0.5

        (𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 3.1) 

Using this equation with the average values of Permeability (170 mD) and porosity (0.09) gave an 

RQI value of 1.23. Fazelalavi’ s (2015) report does not have relative permeability data for RQI = 

1.23 but has RQI = 1.75. This RQI value (1.75) was adopted and used to select the appropriate 

relative permeability curves from the report as shown in Fig. 18 and Fig. 19. Fazelalavi also 

provided capillary pressure data for different RQI values as seen in Fig. 20. These curves were 

digitized and used for modelling. 
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Figure 18: Drainage Relative Permeability Curve for Arbuckle (RQI = 1.75) (Fazelalavi, 2015) 

 

Figure 19: Imbibition Relative Permeability Curve for Arbuckle (RQI = 1.75) (Fazelalavi, 2015) 
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Figure 20: Capillary pressure (Drainage) curves for CO2 - Brine system in the Arbuckle. 

(Fazelalavi, 2015) 

3.4 CMG GEMS Simulator 

 The GEM simulator is hosted by the Computer Modeling Group (CMG). Nghiem (2004) 

created the GEM module for CO2 sequestration. The compositional simulator using advanced 

general equations of state is a sophisticated tool that can handle various scenarios, including but 

not limited to CO2 injection, dual porosity, volatile oil, gas condensate, horizontal wells, complex 

phase behavior, and well management (Chaves, 2011). In this work, the CO2 module of GEMS 

was utilized to simulate the sequestration of CO2 into the Arbuckle aquifer formation in Osage 

Reservation, Oklahoma. 

To model CO2 storage in saline aquifers, it is essential to solving the material balance 

equations, the thermodynamic equilibrium equations for the gas phase and the aqueous phase, and 
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the geochemical equations that describe interactions between an aqueous phase and minerals, 

including dissolution. However, for this study, the geochemistry aspect was excluded because 

these reactions take a significant amount of time, ranging from hundreds to thousands of years 

(Ashfaq, 2017). 

Two primary methods exist to solve the interconnected set of equations: the sequential 

method and the simultaneous method. The sequential method involves solving the equations of 

flow and those that describe the equilibrium of chemical reactions in a specific order, one after the 

other. The two systems go through iterations until convergence is reached. Newton's method is 

used in the simultaneous solution approach to solve all equations simultaneously. The fully 

coupled technique is another name for the simultaneous solution strategy, with which GEMS 

models the CO2 sequestration in brine aquifers (Chaves, 2011; Computer Modeling Group User's 

Guide, 2009). 

3.5 Procedure/Workflow 

3.5.1 Verification of 100 Psi Maximum Historical Pressure Buildup from Water Disposal 

 There are a number of uncertainties associated with reservoir simulation studies. One of 

the goals of this study is to attempt to confirm that the geological model built by Milad et al. (2022) 

can hold the historical water injection in the formation without significant pressure buildup (<100 

psi). Information provided by the operator (CapturePoint LLC) indicates that pressure buildup in 

the reservoir, in 27 years of water disposal in the formation, is less than 100 psi. The model was 

simulated using the permeability from Milad et al. (2022) to confirm this. The field injection 

history is shown in Fig. 21 below (dates have been adjusted to match the simulation start time in 

GEMS): 
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Figure 21: Field Water Injection (Disposal) history 

To verify the maximum historical pressure buildup of 100 psi as reported by the operator 

(CapturePoint LLC.), The geological model presented in Milad et al. (2022) was used in 

conjunction with water disposal history in seven (7) existing wells. The wells perforated the bottom 

4 layers of the Arbuckle and were in grid cells as seen in Appendix. Open flow boundary was 

simulated by including a horizontal producing pseudo-well constrained to produce at the initial 

pressure of the blocks it perforates. 

 The well radius in each was 0.25ft. Injection rates were constrained to match the injection 

history in Fig. 21. 
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3.5.2 Simulation of the Injection of CO2 for 30 years and 50 years of monitoring at the end 

of injection Using Coarse Grids. 

Verifying that the historical pressure buildup from water disposal using the geological 

model of Milad et al. (2022) provided confidence in the validity of the geological model. The 

model was afterwards repurposed for CO2 injection. A simulation case, aimed at injecting at least 

50 million metric tons of CO2 in 30 years was attempted using one (1) injection well at constant 

bottomhole pressure. The simulation case was also observed for 50 years post-injection. 

The radius of the injection well was 0.25ft. The well perforated layers 7 through 10. This 

was done based on the assumption that an existing water disposal well can be repurposed for 

sequestration. The maximum injection pressure was set based on work done by Birdie et al. (2022) 

to determine the average fracture gradient in the Arbuckle formation. They found the average 

fracture gradient to be 0.6 psi/ft. Given the depth of the injection well (4259 ft) and the 90% of 

fracture pressure constraint, the fracture pressure, was calculated as: 

𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 = 0.6 × 0.9 × 4259 = 2300 𝑝𝑠𝑖 

3.5.3 Simulation of the Injection of CO2 for 30 years and 50 years of monitoring at the end 

of injection Using Local Grid Refinement (LGR) around Injection Site. 

This step involved running the simulation from section 3.5.2 while applying local grid 

refinement to reduce numerical dispersion and improve simulation results. The injection of at least 

50 million metric tons of CO2 for 30 years and the observation of results for 50 years post-injection 

was again attempted after some of the grids in the North Burbank Region had been refined. The 

results were compared to what was obtained in section 3.5.2. 
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Sensitivity analysis was carried out by varying maximum bottomhole pressure using 80% 

and 70% of the fracture pressure. This was done to determine the effect of bottomhole pressure 

limitations on cumulative injection volume. 

 Sensitivity analysis was also carried out by varying the average reservoir permeability. The 

formation permeability was reduced to 85%, 75%, 65%, and 50% of the original values. A case 

was also made to see the effect of having 25% more permeability in the formation. The goal was 

to determine the minimum permeability required for the formation to inject at least 50 million MT 

of CO2 

 Lastly, another sensitivity analysis was carried out by varying the number of injection wells 

to determine the effect on the maximum CO2 volume injected. 

 A comparison was also made to determine the effect of CO2 solubility on the system by 

modelling a no-solubility case. 

3.5.4 Exploring the Extent of Applicability of Mathias et al. (2011b) Analytical Model in 

Predicting Pressure Buildup 

For this task, CMG GEMS simulation was done using a single well cylindrical model to 

match the assumptions in the semi-analytical models developed by Mathias et al. (2011b). The 

pressure buildup curves from the analytical model and the CMG GEMS model were compared in 

terms of slope. The reservoir radial extent was then varied, and the resulting curves were again 

compared for each case to identify and record any changes in the slope. The pore volume and the 

cumulative injection in reservoir conditions were obtained from CMG and the ratio was plotted 

against the change in slope. 

Before the application of the solution of Mathias et al. (2011b), modifications to the numerical 

model were made to match some of the assumptions of their solution as follows: 
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1. Average permeability, porosity, and thickness values were used to run the simulation 

instead of the previously distributed values. 

2. The shape of the grid was modified to be cylindrical with the injection well placed in the 

middle of the reservoir. 

3. The model used one layer to obtain a single point value of pressure at any distance from 

the injection well. 

4. A constant injection rate of 9.1 MMscfd of CO2 was assumed. 

All other parameters and the grid conditions remain the same. The modified model is a cylindrical 

model that has grid cell dimensions 10 x 150 x 1 with the injection well placed in the center grid 

cell (1, 1, 1) 

 

Figure 22: Cylindrical Osage Grid Model to match assumptions from Mathias et al. (2022) 

analytical solution. 

Table 3 shows the parameters used to compute pressure build up using Mathias et al. (2022) 

analytical solution. The injection time was 30 years. Pressure buildup was calculated at the same 

point for all variations of reservoir radial extent (750ft from the injection well). The results were 

then compared to the results from the numerical simulation. 
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Table 3: Parameters for Mathias et al. (2011b) analytical solution 

Parameter Value (Field units) Value (S.I. units) 

Radial Extent varied  varied 

Porosity 0.09 0.09 

Residual Brine Saturation  0.018 0.018 

Endpoint Relative Permeability for CO2 0.7 0.7 

Well radius 0.25ft 0.0762 m 

Rock Compressibility 3.02 x 10-7 Psi-1 4.38 x 10-11 Pa-1 

Water compressibility Calculated as described 

in Mathias et al. (2011b) 

Calculated as described 

in Mathias et al. (2011b) 

Injection rate, Mo 9.1 MMscfd 5.464 kg/s 

Initial Pressure 1500 Psi 10342117 Pa 

Temperature 120 ⁰F 40 ⁰C 

Salinity 100,000 ppm 0.0999 kg/L 

Formation Thickness 400 ft 121.92 m 

Permeability 170 mD 1.67 x 10-13 m2 

Gas Density Calculated as described 

in Mathias et al. (2011b) 

Calculated as described 

in Mathias et al. (2011b) 

Viscosity Calculated as described 

in Mathias et al. (2011b) 

Calculated as described 

in Mathias et al. (2011b) 

Water viscosity Calculated as described 

in Mathias et al. (2011b) 

Calculated as described 

in Mathias et al. (2011b) 
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3.6 Pressure Buildup Analytical Solution of Mathias et al. (2011b) 

 Mathias et al. (2011b) developed a method to solve the pressure buildup for two-phase 

flow with a constant CO2 injection rate in both closed and open brine aquifers. Numerical models 

are often costly and computationally expensive, creating a need for a quick and timely solution 

when carrying out initial CO2 storage risk analysis where resources might be limited. Usually, a 

constant mass injection rate is employed to inject CO2 into target reservoirs via injection wells. 

(Bai et al., 2017; Wu et al., 2017; Wu et al., 2018). Their research builds upon the assumptions 

made in Nordbotten et al.'s (2005) study, which postulates that a distinct interface exists between 

CO2 and stagnant brine on one side, and flowing brine on the other. This interface is located at a 

certain elevation, h, above the formation's base. Since CO2 typically has a lower density than brine, 

it is presumed that CO2 exists above the interface. The pressure in the restricted porous formation 

with a vertical extent H (also known as the reservoir thickness) was assumed to be in vertical 

equilibrium over the entire thickness, while disregarding capillary pressure. Fig. 23 illustrates how 

the density of CO2 is lower than that of brine. The fundamental principle of two-phase flow was 

deemed necessary to adhere to. Additionally, they assumed that saturation, viscosity, and relative 

permeability were uniformly constant in both the CO2 and brine zones. The usual assumption made 

in order to solve the pressure distribution is that the compressibility of both fluids and the porous 

formation are very small and do not vary with pressure. (Mathias et al., 2009). 

 The method of Mathias et al. (2011b) for circular closed aquifer of radial extent is discussed 

in full. 
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Figure 23: State curves showing CO2 and Brine physical properties ((a): density; (b): viscosity 

against pressure) (Data obtained from the NIST (National Institute of Standards and 

Technology, USA) Chemistry Webbook (2016)) via (Wu et al., 2018). 

 

 

Figure 24: Diagram of the reservoir's CO2 and brine flow. 

3.6.1 Fundamentals of Two-Component, Two-Phase Flow 

This solution closely follows the assumptions of two-component and two-phase flow as 

seen in the work of Zeidouni et al. (2009). The equation for mass continuity for a 1-dimensional 

system of radial symmetry for an incompressible 2-phase, CO2 and water radial flow system was 

written as: 
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 (1) 

 (2) 

Where ø = porosity 

t = time 

r = radial distance 

ω = mass fraction (Subscripts c, w, a, and g indicate CO2, water, aqueous phase, and gas 

phase respectively. 

q = volumetric flux (subscript a and g represents aqueous phase and gas phase respectively 

S = volumetric saturation.  

The mass fractions and saturations are related as follows: 

 (3) 

 (4) 

 (5) 

They introduced a similarity transform z as follows: 

 (6) 

Where M0 = constant CO2 mass injection rate 

 𝜌𝑐 = density of CO2 

H = formation thickness. 

This similarity transforms in equation 6 reduces equation 1 and 2 to (Orr, 2007): 
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   (7) 

Where the G and H functions were defined as: 

 (8) 

 (9) 

Where, 

, (10) 

And fa and fg indicate the aqueous phase and the gas phase fractional flows respectively, such that, 

 (11) 

Also, 

 (12) 

 (13) 

 (14) 

3.6.2 Determination of Shock Location and Evaluating 𝒒𝑫 

 Both trailing and leading shocks are produced by the two-phase, two-component system. 

(Noh et al., 2007; Zeidouni et al., 2009; Orr, 2007). Mathias et al. (2011b) proposed finding the 

locations of the trailing and leading shocks (𝑧𝑇 and 𝑧𝐿) using mass balance equations such that: 
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 (15) 

 (16) 

Where, 

𝐺𝑐1 =  𝐺𝑐(𝑧 = 0), 𝐺𝑤1 =  𝐺𝑤 (𝑧 = 0), 𝐻𝑐1 =  𝐻𝑐 (𝑧 = 0) and 𝐻𝑤1 =  𝐻𝑤 (𝑧 = 0), 

are descriptions of the physical state of the injection fluid,  

and, 

𝐺𝑐3 =  𝐺𝑐(𝑧 → ∞), 𝐺𝑤3 =  𝐺𝑤 (𝑧 → ∞), 𝐻𝑐3 =  𝐻𝑐 (𝑧 → ∞) and 𝐻𝑤3 =  𝐻𝑤 (𝑧 →

∞), represent the physical state of the brine in the aquifer at the initial. 

They applied the chain rule on equations 15 and 16 to get: 

(17)  

Where, 

𝐺𝑐𝑇  =  𝐺𝑐(𝑧 = 𝑧𝑇) and 𝐺𝑐𝐿  =  𝐺𝑐(𝑧 = 𝑧𝐿) 

Integrating equation 17 by parts gave: 

 (18) 

Which on substituting equation 7, similarly to Welge (1952),  

 (19) 

From equation 19, it was derived that: 
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 (20) 

Where, 

𝐻𝑐𝑇  =  𝐻𝑐(𝑧 = 𝑧𝑇) and 𝐻𝑐𝐿  =  𝐻𝑐(𝑧 = 𝑧𝐿). 

Substituting equation 20 into equation 15 gave: 

 (21) 

Also,  

 (22) 

Where, 

𝐺𝑤𝑇  =  𝐺𝑤(𝑧 = 𝑧𝑇), 𝐺𝑤𝐿  =  𝐺𝑤(𝑧 = 𝑧𝐿), 𝐻𝑤𝑇  =  𝐻𝑤(𝑧 = 𝑧𝑇) and 𝐻𝑤𝐿  =  𝐻𝑤(𝑧 = 𝑧𝐿) 

 Thus, they derived an expression for the location of 𝑧𝑇 by considering the equation of mass 

conservation for CO2 and brine (water) within the area bounded by:   0 ≤ 𝑧 < 𝑧𝑇, such that, 

 (23) 

 (24) 

This reorders to: 

  (25) 

Putting equation 25 into equations 21 and 22 results in: 

 (26) 

With this, 𝑞𝐷 was evaluated by dividing the system into three regions: 
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 (27) 

From equation 25 and 26, it was found that: 

 (28) 

 (29) 

Using methods described in Orr (2007) and Zeidouni et al. (2009), 𝑞𝐷2 and 𝑞𝐷3 were derived as: 

 (30) 

 (31) 

For the dry out zone (where 𝑧 < 𝑧𝑇), the volumetric flow rate is not different from what was being 

injected thus making 𝑞𝐷1= 1. 

 The spreading wave was described as the area where fg changes with gas saturation Sg, 

such that: 

 (32) 

Thus, as long as a spreading wave is either trailing or leading the shocks 𝑧𝑇 and 𝑧𝐿, we have: 

 (33) 
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Substitution the formulas in equation 33 into equations 25 and 26 and using the definitions in 

equations 8 and 9 gave: 

 (34) 

Where: 

 (35) 

 (36) 

 (37) 

 (38) 

 Mathias et al. (2011b) noted that it 𝑞𝐷2 and 𝑞𝐷3 had to be estimated iteratively except in 

the cases where the injection fluid has no water, and the reservoir fluid has no CO2. This is a 

fundamental assumption of this model. 

When this happens, we have: 

 (39), and 

 (40) 

𝜌𝑏  is the water (brine) density while 𝜔𝑤𝑏 is the mass fraction of pure water (no CO2).  

Also, 𝜔𝑤𝑏 + 𝜔𝑠𝑏 = 1 (𝜔𝑠𝑏  is the mass fraction of salt in the brine). 
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Having, 𝑎𝑤1 =  𝐺𝑤1 = 0, it is possible to calculate 𝑆𝑔𝑇  using equation 38 even when 𝑞𝐷2 

is unknown. The value of 𝑞𝐷2 could then be calculated from equation 31. Also, 𝑎𝑐3 =  𝐺𝑐3 = 0 

implies that 𝑆𝑔𝐿 can be estimated in a similar way as 𝑆𝑔𝑇  only using equation 35 and calculating 

𝑞𝐷3 from equation 30. 

The volumetric saturation of salt that precipitates from brine using the method of Zeidouni 

et al. (2009) to give: 

 (41) 

3.6.3 Applying Darcy’s Law 

 From Darcy’s law, 

  𝑞𝑎 =  −
𝑘𝑘𝑟𝑎

𝜇𝑎

𝑑𝑃

𝑑𝑟
 (42) 

𝑞𝑔 =  −
𝑘𝑘𝑟𝑔

𝜇𝑔

𝑑𝑃

𝑑𝑟
 (43) 

Where, 𝑘 is the reservoir permeability, 

𝜇𝑔 is the dynamic viscosity of the gas phase 

𝜇𝑎 is the dynamic viscosity of the aqueous phase 

𝑘𝑟𝑎  𝑎𝑛𝑑 𝑘𝑟𝑔 are the relative permeabilities for the aqueous and gas phases respectively. 

Thus, the equation of gas phase fractional flow 𝑓𝑔 was derived as: 

 (44) 

Assuming that the relative permeability functions are written in the form of power laws as: 

 (45) 
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 (46) 

Where 𝑆𝑎𝑟 is the residual saturation of the aqueous phase and 𝑆𝑔𝑐  is the critical gas saturation 

 𝑘𝑟𝑎0 and 𝑘𝑟𝑔0 are the endpoint relative permeabilities for the aqueous phase and the gas 

phase respectively. 

 The exponents m and n are the aqueous phase and gas phase power law exponents 

respectively. 

 Substituting equations 45 and 46 into equation 44 results in: 

 (47) 

Where, 

𝛾 =  
𝜇𝑔𝑘𝑟𝑎0

𝜇𝑎𝑘𝑟𝑔0
 (48) 

The differential of equation 47 w.r.t 𝑆𝑔 led to: 

  (49) 

In Fig. 25, Mathias et al. (2011b) plotted 
𝑑𝑓𝑔

𝑑𝑆𝑔
 versus 𝑆𝑔 for different values of m and n. Where 

relative permeability is a nonlinear function of 𝑆𝑔, there are a range of values of 
𝑑𝑓𝑔

𝑑𝑆𝑔
 (Buckley and 

Leverett, 1942). In the specific cases where there is a linear relative permeability function, 𝑆𝑔 has 

a single value. 
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Figure 25: Plot of 𝑆𝑔 against 
𝑑𝑓𝑔

𝑑𝑆𝑔
 for different values of m and n assuming 𝛾= 0.2, 𝑆𝑔𝑐= 0 and 

𝑆𝑎𝑟=0.5. (Mathias et al. (2011b). 

For nonlinear relative permeability functions, getting closed-form solutions for 𝑆𝑔𝑇  and 𝑆𝑔𝐿 is 

infeasible using equation 34. In the special linear case, m = n = 1, and thus equations 47 and 49 

reduce to: 

 (50) and 

 (51) 

Putting this in equation 34 and calculating for 𝑆𝑔𝑠 gave: 

 (52) 

Where: 
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 (53) 

With this, gas saturation at the leading and trailing shocks could be directly calculated making use 

of equations 35 and 38. 

Equation 51 can be rearranged by combining equation 32 with equation 39 and 40 to give: 

 (54) 

Where, 

 (55) 

When 𝑧 < 𝑧𝑐, 𝑆𝑔 = 1 − 𝑆𝑎𝑟 . Also note that when 𝑧𝑇  < 𝑧𝑐 , 𝑧𝑇 is no longer at the point where the 

spreading wave begins and thus, equation 34 is valid. When 𝑧𝑇  < 𝑧𝑐 , 𝑆𝑔𝑇 = 1 − 𝑆𝑎𝑟 and  𝑓𝑔𝑇 =

1. Thus, 

 (56) 

𝑞𝐷2 is obtained from equation 31. 

3.6.4 Pressure Buildup Equation 

 In solving for pressure, Mathias et al. (2011b) used Darcy’s law as follows: 
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 (57) 

Using the similarity transform z (6), and the 𝑞𝐷 relationship (14) in equation 57 and rearranging 

led to: 

  (58) 

Using the description of shock fronts, 𝑧𝑇 and 𝑧𝐿, earlier discussed,  

 (59) 

Where, 

𝑘𝑟𝑠 is the permeability reduction factor caused by salt precipitation and 𝜇𝑏  and 𝜇𝑐  are the dynamic 

viscosity of pure brine and CO2, respectively. Upon integrating, the pressure buildup equation was 

given as: 

𝑃 − 𝑃𝑜 =  
𝑀𝑐

4 𝜋𝜌𝑐𝐻𝑘
{

𝜇𝑐𝑞𝐷1

𝑘𝑟𝑠
ln (

𝑧𝑇

𝑧
) + 𝜇𝑔𝑞𝐷2𝐹2(𝑧𝑇) + 𝜇𝑏𝑞𝐷3𝐹1(𝑧𝐿), 0 ≤ 𝑧 < 𝑧𝑇

𝜇𝑔𝑞𝐷2𝐹2(𝑧) + 𝜇𝑏𝑞𝐷3𝐹1(𝑧𝐿), 𝑧𝑇 ≤ 𝑧 ≤  𝑧𝐿  

𝜇𝑏𝑞𝐷3𝐹1(𝑧), 𝑧 > 𝑧𝐿

 (60) 

 Where 𝑃𝑜 is the initial pressure, 𝑀𝑐 is the mass injection rate of CO2, 𝜌𝑐 and 𝜇𝑐  are the 

density and dynamic viscosity of water-free CO2, 𝐻 is the formation thickness, 𝑘 is the reservoir 

permeability, 𝜇𝑏  is the dynamic viscosity of CO2-free brine and 𝜇𝑔 is the dynamic viscosity of the 

gas phase. The functions 𝐹1(𝑧) and 𝐹2(𝑧) were given as: 
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 𝐹1(𝑧) =  {
𝐸1(𝛼1𝑧), 𝑧𝐸 >

0.5615

𝛼1

(𝛼1𝑧𝐸)−1 −
3

2
+ ln (

𝑧𝐸

𝑧
) + 

𝑧−𝑧𝐿

𝑧𝐸
, 𝑧𝐸 <

0.5615

𝛼1
  
 (61) 

 And for a circular closed aquifer of radial extent 𝑟𝐸, using the matched asymptotic 

expansions approach in Mathias et al (2009c, 2011), 

 𝐹2(𝑧) =  −
1

𝜇𝑔
∫ (

𝑘𝑟𝑎

𝜇𝑎
+

𝑘𝑟𝑔

𝜇𝑔
)

−1
1

𝑧

𝑧𝐿

𝑧
𝑑𝑧 

 Where: 

𝛼1 =
𝑀𝑐𝜇𝑏(𝑐𝑟+ 𝑐𝑏)

4𝜋𝐻𝜌𝑐𝑘
  , 𝑧 =  

𝜋∅𝜌𝑐𝐻𝑟2

𝑀𝑐𝑡
, 𝑧𝐸 =  

𝜋∅𝜌𝑐𝐻𝑟𝐸
2

𝑀𝑐𝑡
  (62) 

 

 𝐸1 is the En function with n = 1 that is related to the exponential integral function, 𝐸𝑖(𝑥), 

such that 𝐸1(𝑥) =  − 𝐸𝑖(−𝑥). 𝑐𝑟 𝑎𝑛𝑑 𝑐𝑏 are the rock and brine compressibilities, respectively, 𝜇𝑎 

is the dynamic viscosity of the gas phase,  𝑘𝑟𝑎 𝑎𝑛𝑑 𝑘𝑟𝑔 are the relative permeabilities for the 

aqueous and gas phases respectively, ∅ is porosity and 𝑟𝐸 is the reservoir’s radial extent.  

 The fluid properties were calculated using the Hassanzadeh et al. (2008) equations of state 

(EOS) that utilized the work of Batzle and Wang (1992), Fenghour et al. (1998), Spycher et al. 

(2003) and Spycher and Pruess (2005) (Mathias et al., 2011b). The calculation uses a specified 

pressure value to estimate fluid properties, which Mathias et al. (2011b) recommend as a final 

estimate of pressure. However, this is infeasible in many practical applications, as the point of 

using models is to predict the pressure buildup. If the estimate of the final pressure used is far too 

small compared to the final pressure, the method will be inaccurate. This is one avenue for 

inaccuracy as the fluid properties influence the estimation of 𝛼1 =
𝑀𝑐𝜇𝑏(𝑐𝑟+ 𝑐𝑏)

4𝜋𝐻𝜌𝑐𝑘
  which determines 

what section of equation 61 to use. If the value of  𝛼1 is too large, the fraction 
0.5615

𝛼1
 becomes small 
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leading to an underestimation of pressure buildup. When 𝛼1 is too small, 
0.5615

𝛼1
 becomes large 

leading to an overestimation of pressure buildup. This is especially important in small aquifers 

(smaller radial extent). For very large systems, 𝑧𝐸  is almost always greater than 
0.5615

𝛼1
 and thus, 

F1(z) is computed correctly.  

 In this thesis, a different approach was proposed to address this flaw in the model using 

slope correction factors that was born from “what-if” data analysis such that a factor was calculated 

to multiply time. This factor will affect the similarity transform z and force the value of pressure 

calculated at a particular time to its actual value when the same model was built using CMG 

GEMS. This eliminates the need for guessing the final pressure with which to calculate fluid 

properties. The fluid properties could instead be calculated using initial reservoir pressure,  but 

these factors could be applied to time and thus the similarity transform (z) to calculate pressure. 

In summary, the method of Mathias et al. (2011b) used in this thesis makes the following 

assumptions: 

1. Circular closed aquifer of radial extent. 

2. Constant fluid properties estimated at an arbitrary pressure. 

3. Linear relative permeability 

4. Constant rate injection. 

This method's benefit is that it considers the influence of partial miscibility, including CO2 

solubility, on pressure buildup. 
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Chapter 4: Results and Discussion 

4.1 Introduction 

 This chapter shows the results obtained from using Milad et al.’s (2022) geological model 

to verify the 100-psi maximum historical pressure buildup from water disposal reported by the 

operator. It also shows the results of simulating CO2 sequestration using 1 injection well as 

highlighted in section 3.5.2 and 3.5.3 in the Arbuckle Group and the accompanying sensitivity 

analyses. To determine how well the analytical model of Mathias et al. (2011b) does in predicting 

pressure buildup, results from the CMG GEMS simulation of CO2 sequestration using 1 injection 

well at constant flow rate was used and compared against the results from applying the semi-

analytical solution while varying pore volume using the reservoir’s radial extent 

4.2 Verification of 100 Psi Maximum Historical Pressure Buildup from Water 

Disposal 

 The maximum historical pressure buildup from water disposal was verified as highlighted 

in sections 3.5.1. Open flow boundary was simulated using a horizontal well in the northwest 

boundary of the Osage Arbuckle set to produce at a minimum bottomhole pressure of 1500 psi 

(initial pressure at that depth). 

 The simulation was run using the injection history. The pressure evolution is shown in Fig. 

26. Fig. 27 shows the pressure evolution with increasing distance from the injection well. 
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Figure 26: Simulation of Pressure evolution in Arbuckle using Milad et al. (2022) Permeabilities. 

(Blue box indicates North Burbank Unit injection region). Red indicates higher pressure and blue 

lower pressure.  
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 Fig. 26 shows that there was little change in pressure from water injection. This was further 

highlighted in Fig. 27. The deep blue patches in the earlier frames become lighter in latter frames 

indicating a slight increase in pressure and the red patch on the west side (“panhandle”) expanded 

slightly. 

 

Figure 27: Pressure evolution with increasing distance from Injection Area. 

From Fig. 27, it was implied that the pressure at all points never exceeds 100 psi more than 

the initial pressure matching the operator’s observations as highlighted in section 3.4. This 

provides evidence that affirms the geological model in Milad et al. (2022). Fig. 27 also shows that 

the pressure reduced with increasing distance from the injection point and the rate of variation 

significantly reduces further away from the injection site. 
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4.3 CO2 Simulation and Sensitivity Analysis 

4.3.1 Simulation of the Injection of CO2 for 30 years and 50 years of monitoring at the end 

of injection Using Coarse Grids. 

 The simulation of the injection of at least 50 million metric tons (964 Bcf) of CO2 into the 

Arbuckle Saline aquifer was attempted using the reservoir and well characteristics as highlighted 

in Chapter 3. The simulation was run for 30 years after injection and 50-years post-injection. Fig. 

28 shows the placement of the well in the coarse grid. Open flow boundary was again simulated 

using a horizontal well in the northwest boundary of the Osage Arbuckle set to produce at a 

minimum bottomhole pressure of 1500 psi (initial pressure at that depth). 

 Fig. 29 shows the cumulative injection trend for the entire field. The plot in Fig. 29 shows 

the injection of 39.6 million metric tons (737 Bcf) of CO2 in this reservoir with one injection well 

and the outlined reservoir properties and constraints. This does not meet the set requirement for 

the injection of 50 million metric tons in this formation. 

 

Figure 28: Well Arrangement in Grid for CO2 Simulation (Black dots in square indicate injection 

wells) 
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Figure 29: Field Cumulative Injection showing the injection of 737 Bcf (39.6 million MT) of 

CO2 in 30 years 

Fig. 30 shows the evolution of the pressure in the injection well block with time. The 

pressure in the block peaked at 2040 psi from the initial 1800 psi, an increase of about 240 psi 

from injection in this well. The pressure falls after injection was concluded to about 1700 psi after 

50 years post-injection. 

 

Figure 30: Injection well block pressure evolution 
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For the base case constraint (maximum bottomhole pressure = 90% of fracture pressure), 

Fig. 31 shows the average pressure in the system. Fig. 32 shows the pressure evolution over time 

in the formation. The blue box indicates the North Burbank region where the injection wells were 

drilled. From Fig. 31, it was found that pressure gradually increases across the formation as 

injection proceeded. The maximum pressure in any grid block is 2274 psi in the year 2052 found 

in the horn of the Osage Arbuckle where formation depth is 4825 ft and 𝑓𝑟𝑎𝑐𝑡𝑢𝑟𝑒 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 =

 0.6 ×  4825 = 2895 𝑝𝑠𝑖. In other words, the maximum pressure is below 90% of the fracture 

pressure (2606 psi) in that block reducing the risk of fracture or induced seismicity in the region. 

On conclusion of injection, average pressure in the formation started to reduce. The peak average 

pressure was 1388 psi (from 1280 psi), an increase of just over 100 psi in the system overall. 

 

Figure 31: Average Pressure in the formation for 30 years injection and 50 years post-injection 
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Figure 32: Pressure evolution in Arbuckle with CO2 injection. (Blue box indicates North Burbank 

Unit injection region). Red indicates high pressure; blue indicates low pressure and green 

represents moderate pressure. 
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As seen in Fig. 33, of the total mass of CO2 injected, most (33 million MT) was trapped 

hydrologically in supercritical condition as at the end of injection (2052). Residual trapping starts 

to occur on completion of injection with about 14 million MT stored residually as at 50 years post-

injection. 

 

Figure 33: Proportions of CO2 stored by various mechanisms. 

Fig. 34 shows the CO2 plume evolution overtime in the reservoir’s 7th layer. The 7th layer 

was chosen because it has the highest CO2 saturation of all layers during injection. It was observed 

that the size of the plume and the gas saturation around the area of injection in layer 7 gradually 

increased during the 30 years of injection (2022 – 2052). Beyond the period of injection, this trend 

reversed, and the CO2 plume gradually migrated upwards as the initially displaced brine starts to 

fill back into the pore spaces. This was visualized in Fig. 35 which shows the CO2 plume 

(saturation) evolution along the injection well. In general, the CO2 plume never migrates beyond 

the North Burbank Injection Region and is some distance away from the Ada-Vamoosa 

underground sources of drinking water (USDW) in the area. The CO2 plume was not well defined 

due to some numerical dispersion that amounts from using coarse grids. 
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Figure 34: Areal map showing CO2 plume evolution in Layer 7 of the Arbuckle with CO2 injection. 

(Blue box indicates North Burbank Unit injection region, orange polygon indicates Ada-Vamoosa 

USDW aquifer). Red indicates higher plume saturation. 
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Figure 35: View of CO2 plume evolution through the injection well showing the plume migrate to 

the top of the formation as residual gas trapping causes the brine to imbue back into the pore spaces 

it was displaced from. 
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4.3.2 Simulation of the Injection of CO2 for 30 years and 50 years of monitoring at the end 

of injection Using Local Grid Refinement (LGR) around Injection Site. 

To obtain a higher level of detail and accuracy in simulation results, local grid refinement 

was done around the injection site. To determine the optimal grid size in the “x” and “y” directions, 

sensitivity analysis was carried out using the cumulative injection as the objective function. The 

results were shown in table 4 below. Below 224.8 ft x 224.8 ft, there was little change in the 

predicted cumulative injection from the simulations. Thus, grid dimensions of 224.8 ft x 224.8 ft 

was used for simulation to balance computational time with accuracy. The grid size in the “z” 

direction remained the same with 10 layers, each with an average thickness of 40 ft. 

Table 4: Sensitivity analysis to determine optimum grid dimension to balance accuracy and 

runtime with LGR around injection well 

Dx x Dy Cumulative Injection (Bcf) Cumulative Injection (million MT) 

4495 ft x 4495 ft  737 39.6 

449.7 ft x 449.7 ft 1575 81.7 

224.8 ft x 224.8 ft 1699 88.1 

112.4 ft x 112.4 ft 1710 88.7 

89.9 ft x 89.9 ft 1715 88.9 

 

The grid cell dimension in the area around the injection well was reduced from 4497 ft x 

4497 ft to 224.8 ft x 224.8 ft on the “x-y” axis to optimize accuracy and runtime. The injection 

well remained at the same location as in section 4.3.1.  

Fig. 36 shows the cumulative injection for the entire field. The plot in Fig. 36 shows the 

injection of 88.1 million metric tons (1699 Bcf) of CO2 in this reservoir with one injection well 

and the outlined reservoir properties and constraints. This was more than double the cumulative 
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injection obtained from running the simulation with coarse grids at every point (39.6 million MT). 

In other words, simulating with coarse grids caused a large underestimation of the injection 

capacity of this formation. 

 

Figure 36: Field Cumulative Injection showing the injection of 1699 Bcf (88.1 million MT) of CO2 

in 30 years. 

 Fig. 37 shows the comparison of the pressure buildup at the injection well block with time. 

The pressure in the well block was very close to the bottom hole pressure of the well during 

injection thus highlighting the much-reduced numerical dispersion in the simulation. 

Fig. 38 shows the pressure evolution over time in the formation. The blue box indicates the 

North Burbank region where the injection wells were drilled. The maximum pressure in any grid 

block is 2491 psi in the year 2052 found in the horn of the Osage Arbuckle where formation depth 

is 4825 ft and 𝑓𝑟𝑎𝑐𝑡𝑢𝑟𝑒 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 =  0.6 ×  4825 = 2895 𝑝𝑠𝑖. In other words, the maximum 

pressure is below 90% of the fracture pressure (2606 psi) in that block reducing the risk of fracture 

or induced seismicity in the region. 
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Fig. 39 gives a closer look at the pressure plume evolution in the refined grid region around 

the injection well. It shows the overall increase in the pressure during injection when the pressures 

peak before they start reducing as once the injection well is shut in and liquid continues to move 

through the formation’s open boundary. 

 

Figure 37: Comparison of Injection well block pressure evolution with and without local grid 

refinement 
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Figure 38: Pressure evolution in Arbuckle with CO2 injection using local grid refinement around 

the injection well. (Blue box indicates North Burbank Unit injection region). Red indicates high 

pressure; blue indicates low pressure and green represents moderate pressure. 
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Figure 39: Pressure evolution in Arbuckle with CO2 injection using local grid refinement around 

the injection well. (Blue box indicates North Burbank Unit injection region). Red indicates high 

pressure; blue indicates low pressure and green represents moderate pressure. 
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As seen in Fig. 40, of the total mass of CO2 injected, most (85 million MT) was trapped 

hydrologically in supercritical condition as at the end of injection (2052). Residual trapping starts 

to occur on completion of injection with about 22 million MT stored residually as at 50 years post-

injection. There was also about 10 million MT of dissolved CO2 at the end of the 80-year 

observation period. 

 

Figure 40: Proportions of CO2 stored by various mechanisms with refined grid blocks around 

injection area. 

 To better appreciate the effect of the dissolution of CO2 on carbon sequestration, a 

sensitivity case was run without accounting for CO2 dissolution. Fig. 41 shows the comparison of 

cumulative injection for the solubility and no solubility cases. In Fig. 42, a comparison of the well 

block pressure is shown. CO2 dissolution allowed for the injection of about 50 Bcf (2 million MT) 

more CO2. Dissolution also slightly reduced the pressure around the well bore 
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Figure 41: Comparison of cumulative gas injection with and without CO2 dissolution 

 

Figure 42: Comparison of injection well block pressure evolution with and without CO2 dissolution 
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Fig. 43 and Fig. 44 shows the CO2 plume evolution over time in the 7th layer of the 

formation. The 7th layer was chosen because it has the highest CO2 saturation (98%) of all layers 

during injection. It was observed that the size of the plume and the gas saturation around the area 

of injection in layer 7 gradually increased during the 30 years of injection (2022 – 2052). Beyond 

the period of injection, this trend reversed, and the CO2 plume gradually migrated upwards as the 

brine started to imbue back into the pore spaces it was originally displaced from. This was 

visualized in Fig. 46 which shows the CO2 plume (saturation) evolution along the injection well. 

In general, the CO2 plume never migrates beyond the North Burbank Injection Region and is some 

distance away from the Ada-Vamoosa underground sources of drinking water (USDW) in the area. 

The CO2 plume was not well defined due to the effect of using coarse grids.  

The gas plume covered a diameter of 17979 ft in both the x and y directions on the 7th layer 

covering an area of about 5287 acres. The areal extent was slightly larger at the end of 50-years 

post injection at the top of the formation in layer 1 covering 22470 ft in the x and y directions and 

an area of 9103 acres (visualized in Fig. 45). 
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Figure 43: Areal map showing CO2 plume evolution in Layer 7 of the Arbuckle with CO2 injection 

using refined grid blocks around injection well. (Blue box indicates North Burbank Unit injection 

region, orange polygon indicates Ada-Vamoosa USDW aquifer). Red indicates higher plume 

saturation. 



81 

 

 

Figure 44: Areal map showing CO2 plume evolution in Layer 7 of the Arbuckle with CO2 injection 

in refined grid blocks around injection well. Red indicates higher plume saturation. 
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Figure 45: Areal map showing CO2 plume evolution in Layer 1 of the Arbuckle with CO2 injection 

in refined grid blocks around injection well. Red indicates higher plume saturation. 
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Figure 46: View of CO2 plume evolution through the injection well showing the plume migrate to 

the top of the formation as residual gas trapping causes the brine to imbue back into the pore spaces 

it was displaced from. 
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4.3.3 Sensitivity Analysis 

 The result of the sensitivity of the injected mass to the maximum bottomhole pressure 

obtained by setting to varying percentages of fracture pressure (90%, 80% and 70%) is shown in 

table 5 below. It was observed that the total injected mass reduced as the maximum injection 

pressure reduces. The sensitivity analysis indicated that to reach a target of at least 50 million 

metric tons of injected CO2 per Department of Energy guidelines (Hamzat et al., 2022), using 1 

injection well in the North Burbank injection area, the maximum bottomhole injection pressure 

would have to be set to at least 80% of the fracture pressure. This is safe regarding fracture risks 

and induced seismicity (Ochie, 2022).  

Table 5: Sensitivity Analysis of Injected Volume and Mass to Maximum Bottomhole Pressure 

% of Fracture 

Pressure 

Maximum Bottomhole 

Pressure (psi) 

Injected Volume 

(Bcf) 

Injected Mass 

(million metric tons) 

90 2300 1699 88.1 

80 2044 970 50.3 

70 1789 291 15.1 

 

Table 6 presents the outcomes of the sensitivity study performed by varying the average 

permeability value. The formation permeability was modified to 65%, 75%, 85% and 125% of the 

original values. As seen from table 6 and Fig. 47, the total mass of CO2 injected after 30 years 

increased following a polynomial function from about 49.4 million metric tons with 85mD 

permeability to 100 million metric tons at 200mD permeability. To inject exactly 50 million metric 

tons in 30 years, the average permeability required is about 86 mD. 

 

  



85 

 

Table 6: Sensitivity Analysis of Injected Volume and Mass to Average Permeability 

% of Original 

Formation 

Permeability 

Average 

Permeability (mD) 

Injected Volume 

(Bcf) 

Injected Mass (million 

Metric Tons) 

50 85 952 49.4 

65 110.5 1182 61.2 

75 127.5 1328 68.9 

85 144.5 1494 77.5 

100 170.0 1699 88.1 

125 212.5 2014 104.5 

 

 

Figure 47: Comparing permeability to injected mass (million MT). 86mD permeability required 

to inject 50 million MT 
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With these results, the Arbuckle of Osage County can still take 50 million metric tons of 

CO2 in 30 years even if the average permeability from Milad et al. (2022) is overestimated by up 

to 84 mD (almost half the initial value). 

Table 7 shows the results from the sensitivity study performed by varying the number of 

injection wells. The wells were spaced 800 ft apart linearly in the x-direction. All the injection 

wells were constrained to operate at a bottomhole pressure equal to 90% of the fracture pressure 

in the block it was perforated in. The results suggest that there was some benefit to having 

additional injection wells as it increases the cumulative injection in 30 years. A cost-benefit 

analysis would however need to be carried out in deciding whether to injecting with more wells 

makes economic sense. 

Table 7: Sensitivity of Injected Mass to Number of Injected Wells 

Number of Injection Wells Injected Volume (Bcf) Injected Mass (million Metric Tons) 

1 1699 88.1 

2 1766 91.6 

3 1804 93.6 

 

4.4 Exploring the Extent of Applicability of Mathias et al. (2011b) Analytical Model 

in Predicting Pressure Buildup 

 In this section, the analytical solution of Mathias et al. (2011b) was tested using the 

assumptions made in section 3.6 and for different reservoir radial extents.  

The fundamental difference between the analytical model and the numerical model was the 

assumption of constant fluid properties and the use of linear relative permeability functions. 

Table 8 shows the values of reservoir radial extent, the pore volume, the cumulative 

injected volume (at reservoir conditions), the ratio of cumulative injected volume to pore volume, 
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and the slope correction factor (determined using a what-if analysis in MATLAB) that were used 

to determine the extent of applicability of Mathias et al. (2011b) analytical model. 

Table 8: Results of Comparing Pressure buildup Curve of Analytical Model to CMG model. 

Reservoir 

Radial 

Extent (ft) 

Pore 

Volume 

(1011 ft3) 

Cumulative Injection 

(1011 ft3 at res. condition) 

Ratio of Cumulative 

Injection to Pore 

Volume 

Slope 

Correction 

Factor 

227933 58.7 0.00389 6.63 x 10-5 1.000 

112838 14.4 0.00381 2.65 x 10-4 1.000 

59682 4.03 0.00377 1.02 x 10-3 1.000 

45587 2.35 0.0034 1.44 x 10-3 0.910 

32822 1.22 0.003 2.44 x 10-3 0.840 

29081 0.95 0.0028 3.11 x 10-3 0.810 

14244 0.023 0.00255 1.11 x 10-1 0.67 

 

 The slope correction factor was found by calculating the slope (assumed linear) of the 

pressure buildup curve in CMG GEMS and comparing against the slope of the pressure buildup 

from the analytical model (also assumed linear). The ratio of the slope of the analytical model to 

that of the numerical CMG model was calculated and that number was used as the slope correction 

factor. This factor was then applied to the time “t” in the analytical model to obtain a new pressure 

buildup curve. 

Fig. 48 shows the plot of the slope correction factor against the ratio of cumulative injection 

(reservoir conditions) to pore volume. It was found that there was significant variation between 

the slopes of the pressure buildup curve from analytical solution in Mathias et al (2011b) and that 

obtained from CMG GEMS, when the cumulative injection at reservoir condition exceeded 0.1% 

of pore volume. Beyond 0.1%, the analytical model of Mathias et al. (2011b) was found to not be 

as accurate in estimating the pressure buildup from continuous CO2 injection in this system. This 

is likely because of the assumption of constant fluid properties as smaller systems will get higher 
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pressures than the pressure used in estimating the fluid properties in the analytical model. 

Correcting the slope using the slope correction factors in Fig. 48 could potentially solve this 

problem as shown in Fig. 50 

 

Figure 48: Plot of correction factor against the ratio of cumulative injection (reservoir conditions) 

to pore volume 

Fig. 49 is an example of the difference in slope observed for the case where radial extent 

is 227933 ft. From this, it is obvious that the analytical model does a great job predicting pressure 

buildup for this size of reservoir. 
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Figure 49: Pressure buildup comparison between analytical and numerical methods at 750ft from 

injection well site for 227933ft radial extent 

 Fig. 50 shows an example of the difference in slope observed for the case where the radial 

extent is 14244 ft. The original calculations from the analytical model deviate significantly from 

what was obtained from the CMG GEMS. The slope was corrected by multiplying time with a 

slope correction factor (0.67) determined by comparing the slope of the analytical model to that of 

the numerical CMG model. Similar plots for each case are included in the Appendix. 
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Figure 50: Pressure buildup comparison between analytical and numerical methods at 750ft from 

injection well site for 14244ft radial extent 
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Chapter 5: Conclusion 

5.1 Conclusion and Recommendations 

A numerical simulation model of the Arbuckle group of Osage County, Oklahoma was 

built and developed using CMG GEMS with one injection well and reservoir characterization data 

obtained from literature and the current field operator in the North Burbank Region of the 

formation.  

• The results from numerical simulation showed that it is possible to meet the 

Department of Energy Requirements of 50 million metric tons of injected CO2 in 

the formation with minimal risk of reservoir fracturing or induced seismicity 

following guidelines in Ochie (2022).  

• Sensitivity analysis also showed that the maximum injection pressure and the 

average permeability affect the amount of CO2 that could be injected into the 

formation.  

• The maximum amount of gas that can be injected with 1 injection well without 

damaging or fracturing the system is 88.1 million metric tons. To inject any more, 

there would be a need to increase the number of injection wells. 

• To meet the required target, an average permeability of about 86mD is required to 

operate at 90% of the Fracture Pressure. If the geological model by Milad et al. 

(2022) overestimated permeability by almost 2 times the actual value, the injection 

of 50 million metric tons of CO2 would still be feasible. 

• The results also showed that most of the gas was trapped structurally with some 

amount dissolved in the brine and minimal residual trapping post-injection. The 

dissolution of CO2 in brine also allowed for the injection of an additional 50 Bcf (2 
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million MT) of CO2 in 30 years while marginally reducing the pressure around the 

wellbore. 

These results should encourage investment into the execution of a CO2 sequestration 

project in the Arbuckle Group of Osage County. It has the requisite storage capacity and possesses 

minimal environmental risks. More analysis would need to be done to evaluate the project's socio-

economic impact. 

Using a single well cylindrical model of the reservoir, the semi-analytical solution of 

Mathias et al. (2011b) was tested against CMG GEMS numerical simulation.  

• It was found to perform well if the cumulative volume of CO2 injection in this 

system is less than 0.1% of the pore volume. In other words, the analytical model 

of Mathias et al. (2011b) performs well when the injection of CO2 in an aquifer can 

be likened to “a tiny drop of water in a mighty ocean”. 

• To use the analytical model to predict pressure buildup when injecting the same 

quantity of CO2 in a smaller system, it would be necessary to correct the derived 

slope of the curve using a correction factor as described in Fig. 48 using the 

applicable ratio of cumulative injection volume at reservoir conditions to pore 

volume. 

5.2 Future Work 

 Future area of research entails carrying out further simulation sensitivity analysis by 

varying more parameters such as porosity and reservoir anisotropy (kv/kh). More work should also 

be done observe longer-term (>100 years) impact of sequestration on the formation. Sensitivity 

should also be carried out to determine the effect of well-spacing on the cumulative injection 

volume using more than one (1) well. It would also be useful to carry out more sensitivity analysis 
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on the analytical model of Mathias et al. (2011b) by varying other parameters as an accurate 

analytical model could be useful where there is little or no access to numerical methods when 

evaluating the potential for CO2 storage in saline aquifers. Further investigation should also be 

carried out into why Mathias et al. (2011b) analytical fails when cumulative injection is beyond 

0.1% of the pore volume in this system and ways to improve the accuracy beyond what has been 

proposed in this thesis. 
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Nomenclature 

Bcf  Billion cubic feet 

CMG  Computer Modelling Group 

CO2  Carbon dioxide 

CUSP  Carbon, Utilization and Storage Partnership 

EOR  Enhanced oil recovery 

GCS  Geological carbon storage 

LGR  Local grid refinement 

MMscf  Million standard cubic feet 

MT  Metric tons 

Psi  Pound per square inch 

USDW  Underground Source of Drinking Water 
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Appendix 

A. Well Grid Locations for verification of 100 Psi Maximum Pressure Buildup 

from Water Disposal 

Well, 3430D – Lat 36.8163 Long -96.7146 (Grid Block 23,53,7:10) 

Well, 2629D – Lat 36.81993 Long -96.7094 (Grid Block 23,53,7:10) 

Well, 5031D – Lat 36.80147 Long -96.7191 (Grid Block 22,52,7:10) 

Well, 10518D – Lat 36.75957 Long -96.6791 (Grid Block 25,48,7:10) 

Well, 10217D – Lat 36.75864 Long -96.6985 (Grid Block 24,48,7:10) 

Well, 5231D – Lat 36.80288 Long -96.7034 (Grid Block 23,52,7:10) 

Well, 4429D – Lat 36.80599 Long -96.697 (Grid Block 24,52,7:10) 

B. Well Grid Locations for Simulation of the Injection of CO2 for 30 years and 50 

years monitoring at the end of injection. 

Injector 1 - Grid block 24,48,1  
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C. Comparing CMG GEMS To Analytical Model 

 

Figure 51: Pressure buildup comparison between analytical and numerical methods at 750ft from 

injection well site for 112838 ft radial extent 

 

Figure 52: Pressure buildup comparison between analytical and numerical methods at 750ft from 

injection well site for 59682ft radial extent 
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Figure 53: Pressure buildup comparison between analytical and numerical methods at 750ft from 

injection well site for 45587ft radial extent 

 

Figure 54: Pressure buildup comparison between analytical and numerical methods at 750ft from 

injection well site for 32822ft radial extent. 
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