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Research Overview
• Data quality monitoring plays a critical role in various real-world product 
inspection problems 
• Anomalous or invalid inspection data commonly exist due to recording errors, 
sensors, faults, etc.
• Approach utilizes the following to solve these challenges:
o GAN learns underlying distribution and eliminates noise
o k-NN measures similarity among data points
o Control Chart provides out of distribution detection

• Approach is scalable to high dimensional data
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• 3 numerical experiments (Bivariate, Multivariate, and Gaussian process with window 
size 10), 10 trials each and  𝑘𝑘 = 3
• 1 Training set, and 2 Validation sets with 1000 points each

• One with same distribution “normal data” 
• One with data with a slightly different distribution “abnormal data”

Case 2 (Multivariate (1000,5))

Case 3 (Gaussian Process, (1000,10))
• The training data and normal data were sampled from the distribution:
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• The simulation adopted the radial basis function (RBF) kernel, and the parameter 𝜃𝜃 in 
the RBF kernel is 10−10. 𝑙𝑙1, 𝑙𝑙2 = 1,2, … , 10000. 
• The anomalous data were sampled from same distribution but with parameter 𝜃𝜃 equal 
to 2 × 10−6 and shifted upward 1.5 units
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What is the GAN?
• GAN consists of two neural networks, a Generator to generate data similar to
real data, and a Discriminator to distinguish generated data from real data.
• The Generator and Discriminator compete against each other getting better at 
making generated data until it is indistinguishable from the real data.
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𝑉𝑉 𝐷𝐷,𝐺𝐺 = 𝔼𝔼𝐱𝐱~𝑃𝑃data log𝐷𝐷 𝐱𝐱 + 𝔼𝔼𝒛𝒛~𝑝𝑝𝒛𝒛 𝒛𝒛 [log(1 − 𝐷𝐷 𝐺𝐺 𝒛𝒛 )]

Why use the GAN?
• Raw data maybe be limited, GAN can increase sample size
• GAN can eliminate noise
• Therefore, accurately learned GAN-generated data will be more effective for 
control chart development

Summary and Future Work

Research Objectives
Develop an anomaly detection approach that tackles the challenges of high 
dimensionality, small sample size, unknown underlying distributions, and high 
levels of noise integrating the Generative Adversarial Network (GAN), a k-
Nearest Neighbor (k-NN) based algorithm, and the Control Chart.

K –Nearest Neighbor Algorithm
1. The Euclidian distances from each GAN-generated points are calculated 

2. The k-Nearest Neighbors are determined

3. The average distance from the point to its k-nearest neighbors is calculated, �̅�𝑑𝑖𝑖
4. The grand average of �̅�𝑑𝑖𝑖 is calculated, �̿�𝑑

Control Chart Construction
• Control limits can be defined through quantiles or the Shewhart model

• For the quantile-based control limit, it could be defined using the upper 95th and 99th 

percentile of the {�̅�𝑑𝑖𝑖 , 𝑖𝑖 = 1,2, … ,𝑀𝑀}

• If the �̅�𝑑𝑖𝑖 of a new coming point is greater than the specified quantile, then it would be 

identified as out of control, i.e., out of distribution

• For the Shewhart model, the control limits can be defined as follows where �𝜎𝜎𝑑𝑑
represents the estimated standard deviation for {�̅�𝑑𝑖𝑖 , 𝑖𝑖 = 1,2, … ,𝑀𝑀}

UCL = �̿�𝑑 + 𝑘𝑘 �𝜎𝜎𝑑𝑑
LCL = �̿�𝑑 − 𝑘𝑘 �𝜎𝜎𝑑𝑑

• 𝑘𝑘 is the distance of the control limits from the center line, expressed in the units of �𝜎𝜎𝑑𝑑

• GAN successfully captures distribution and eliminates noise
• Simulation study demonstrates promising performance to deal with data 
streams with various dimensionalities and magnitudes
• Current research focusses on early-stage proof-of-concept
• More comprehensive experiments with more complicated anomalies are left 
for future research
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Training and Normal Data Anomalous Data
𝑥𝑥1 ∼ 𝑈𝑈(0,1)

𝑥𝑥2 = 3𝑥𝑥1 + 𝜖𝜖, 𝑥𝑥3 = 𝑥𝑥2/3 − 𝜖𝜖
𝑥𝑥4 = 3𝑥𝑥3 − 𝜖𝜖, 𝑥𝑥5 = 𝑥𝑥4/3 − 𝜖𝜖

𝑥𝑥1 ∼ 𝑈𝑈(0,1)
𝑥𝑥2 = 5𝑥𝑥1 − 𝜖𝜖, 𝑥𝑥3 = 𝑥𝑥2/5 + 𝜖𝜖
𝑥𝑥4 = 5𝑥𝑥3 − 𝜖𝜖, 𝑥𝑥5 = 𝑥𝑥4/5 + 𝜖𝜖

Figure 1: GAN Illustration
Source: https://www.analyticsvidhya.com/blog/2021/04/generate-your-own-dataset-using-gan/

Figure 2: GAN Training Flowchart

Figure 3: Control Chart Construction Flow Chart

Figure 4: GAN Learning Demonstration Figure 5: k-NN Demonstration
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