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CHAPTER I 
 
 

INTRODUCTION 

 

 

 

1.1 Precision Agriculture 

Precision agriculture is a management strategy utilized to collect, process, and 

analyze temporal and spatial data. It combines the data with other information to support 

management decisions. The decisions depend on the predicted variability to improve 

resource use and pursue an efficient, productive, profitable, sustainable, and better quality 

of agriculture production (Cassman, 1999). Precision agriculture applies technologies to 

meet the before-mentioned objectives. Integration of new and specific technologies can 

assess and manage variabilities at precise and detailed levels, which cannot be achieved 

manually (Pierce & Nowak, 1999). Data acquisition can be carried out with a photographic 

sampling of the crop field. The collected images can be analyzed with an image processing 

system (Burgos-Artizzu et al., 2010).  
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1.2 Field Data Acquisition Technologies for Precision Agriculture 

There are many different ways to collect visual information in agricultural fields 

depending on the available technology (Thorp & Tian, 2004). For instance, images can be 

collected by cameras mounted on aircraft, satellites, ground-based systems, including 

tractors, agricultural robots, and remote-controlled vehicles, or just by hand (Thorp & Tian, 

2004). Image acquisition is a non-destructive method for collecting information about 

plants and crop quality (Kamilaris & Prenafeta-Boldú, 2018). Machine vision system 

incorporates sensing units and supporting computer algorithms (Mathanker et al., 2011). 

Computer vision techniques are started to be utilized in precision agricultural applications 

in the 1990s (Burgos-Artizzu et al., 2010). Image analysis is a method to quantify and 

classify plants and crops (Shi et al., 2015). 

Digital image processing has been implemented in different agricultural fields to 

provide information about soil cover, plant health, plant species identification, plant size, 

and density with readily accessible equipment in the last few decades (Hemming & Rath, 

2001; Stier et al., 2013). Features can be extracted from the images and then fed to 

classifiers to evaluate agricultural product quality (Mathanker et al., 2011). Digital image 

analysis provides an objective measure of the plant and crop quality that adds to the validity 

of study results without burdening the evaluation process (Stier et al., 2013). Analyzing 

images can be done with different techniques, such as machine learning, linear 

polarizations, wavelet-based filtering, vegetation indices, regression analysis, and deep 

learning (Kamilaris & Prenafeta-Boldú, 2018). 
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1.3 Machine Learning-Based Image Processing 

In machine learning, a model is fed many training patterns (sets of inputs). Then 

the model learns and utilizes the training patterns to compute new patterns (O’Mahony et 

al., 2020). Traditional computer vision techniques are required to manually select object 

features for the classification algorithms. Classification algorithms are utilized in image 

classification-related problems (Li et al., 2018). Computer vision algorithms are well-

established, transparent, and optimized for their performance and power efficiency 

(O’Mahony et al., 2020). Machine learning approaches are limited to artificial description 

abilities, while deep learning techniques are limited to the training data (Li et al., 2018). 

Deep learning is a subset of machine learning (O’Mahony et al., 2020). “Deep 

learning methods use multiple processing layers to discover patterns and structure in an 

extensive dataset. Each layer learns a concept from the data that subsequent layers build 

on, the higher the level, the more abstract the learned concepts. Deep learning does not 

depend on prior data processing and automatically extracts features.” [(Rusk, 2016) page 

35]. Deep learning can achieve greater accuracy in image classification, semantic 

segmentation, object detection, and Simultaneous Localization and Mapping (SLAM). It 

offers excellent accuracy and versatility compared to machine learning techniques when 

many computing resources are provided (O’Mahony et al., 2020). 

The process of visual quality rating and evaluating process in crop production is 

subjective, time-consuming, and labor-intensive. It is hard to analyze a large number of 

collected data. Image analysis techniques are utilized for crop identification, classification, 

or anomaly detection in many agricultural applications. Machine and deep learning models 

are helping farmers and crop producers to make decisions on plants growth, yield 
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production, and quality in various scenarios (Kamilaris & Prenafeta-Boldú, 2018). Deep 

convolutional neural networks reliably identify and classify plant species and crops in 

agricultural research (Lee et al., 2017; Mohanty et al., 2016; Yu et al., 2019). Deep 

convolutional neural network systems for plant recognition are based on plant leaf features 

and morphological patterns (Yu et al., 2019). 

1.4 Current Challenges in Texture Analysis and Object Detection 

There is no formal definition for texture in image processing. This descriptor 

provides smoothness, coarseness, and regularity (Gonzalez & Woods, 2018). Texture 

identification and object categorization are some of the most challenging issues in 

computer vision. State-of-the-art results in texture and object recognition can be taken with 

local features. The local features are computed at a sparse set of scale- or affine-invariant 

key point locations found by specialized interest operators (Zhang et al., 2007). Textural 

images in image processing and machine vision indicate a specific pattern of distribution 

of the intensity of the pixel illumination replicated sequentially throughout the image. 

Texture classification, segmentation, synthesis, and shape are among the main issues that 

texture analysis deals with (Armi & Fekri-Ershad, 2019). 

The majority of texture analysis methods in texture classification are categorized 

under statistical and transform-based methods or a combination of them. Texture image 

analysis constantly changes due to noise, rotation, scale, illumination, and viewpoint. New 

methods are rising to overcome some of the before-mentioned challenges (Armi & Fekri-

Ershad, 2019). Digital image analysis evaluation for turfgrass color is also affected by 

ambient light conditions, for instance. The comparison of the digital image analysis data 

between turfgrass plots derived from various locations and times could be only valid if the 
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images were obtained under similar lighting conditions. Images can be obtained either in 

an embedded lighting system or at night using standard artificial light sources to overcome 

the challenges from sunlight. Digital image analysis demonstrated reproducibility over 

subjective visual ratings of turfgrass coverage despite the challenges (Stier et al., 2013). 

Plant species can be identified by characters derived from their leaves, flower 

shape, or branching structure. Plants like flowers and leaves are flexible objects that cause 

various deformations. Many flowers and leaves have a three-dimensional nature that 

enhances the challenge of producing good quality leaf images and loses helpful structure 

information (Cope et al., 2012). Support Vector Machine (SVM) classifier demonstrated 

potential for visual classification tasks in agricultural fields (Zhang et al., 2007). Ferreira 

et al. (2017) achieved a high precision rate in classifying weeds into the grass and broadleaf 

weeds, respectively, using Support Vector Machines and traditional Neural Networks 

classifiers with Gabor filter and Scale-Invariant Feature Transform feature extractors (dos 

Santos Ferreira et al., 2017). 

It is possible to identify objects (like flowers or crops) in images with a machine 

learning system. Machine learning techniques are still limited in processing biological data. 

Developing a pattern-recognition or machine learning system required rigorous 

engineering and significant domain expertise to design a feature extractor. The feature 

extractor transformed the raw data into a suitable internal representation or feature vector. 

Then the learning subsystem, which is often a classifier, could detect or classify patterns 

on the input data (LeCun et al., 2015). Objects recognition is a significant challenge in 

computer vision at considerably different scales (Lin et al., 2017). 
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Machine vision systems utilizing various sensors and image processing techniques 

emerged in agricultural fields to achieve a more accurate and less labor-intensive technique 

for estimating bloom intensity (Dias et al., 2018). An automated, efficient, and precise 

method to count the number of flowers is greatly needed for early yield prediction (Chen 

et al., 2019). The problem of classifying objects, which belong to the same category, such 

as grass, requires an expert or domain-specific knowledge (Angelova & Zhu, 2013). 

Individual flower detection and accurate location determination by a vision-based system 

can help farmers obtain yield estimation and mapping. Knowledge of the accurate number 

of flowers also assists farmers in making better decisions in advance on cultivation 

practices and the size of the harvest (Lin & Chen, 2018). 

Faster R-CNN, a state-of-art deep learning detector, demonstrated the capability to 

detect strawberry flowers under poor conditions, including illumination, location, and size 

(Lin & Chen, 2018). Faster R-CNN effectively combined color and morphological 

information for apple flower detection, leading to significantly better performances than 

other existing deep learning models (Dias et al., 2018). Faster R-CNN with ResNet-50 

network demonstrated improvement for detecting coconuts in their two crucial maturation 

stages. The model could distinguish tender from mature coconuts and locate them 

simultaneously (Parvathi & Tamil Selvi, 2021). 

Another deep learning network structure is You Only Look Once (YOLO), the most 

representative work with real-time speed. YOLO divides the image into sparse grids and 

makes multi-class and multi-scale predictions per grid cell (Ge et al., 2021). The later 

versions of YOLO, YOLOv2 and YOLOv3 demonstrated a better performance than YOLO 

(Fu et al., 2021). Fu et al. (2020) tested the YOLOv3-tiny model for a robotic harvesting 
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and fruit picking technology multi-arm operation. They compared it to other deep learning 

models such as Faster R-CNN and YOLOv2. The average precision of kiwi fruit detection 

with YOLOv3 was the highest while maintaining a 34 ms detection time per image (Fu et 

al., 2021). Janowski et al. (2021) detected apples in the field using YOLOv3. YOLO was 

chosen in this study for its efficiency and possibility of implementing on mobile devices. 

The accuracy rate was between 80% and 96% (Janowski et al., 2021). 

Deep learning is an essential branch of machine learning. Deep learning algorithms 

have many advantages over traditional machine learning algorithms for image 

classification and object detection and recognition (Hasan et al., 2021). Deep learning 

techniques have played a crucial role and potential for excellent image classification, 

regression, and segmentation in precision agricultural fields (Yang & Xu, 2021). 

1.5 Originality and Need of the Research 

Variations between classes are essential for deep learning models to differentiate 

features and characteristics and have an accurate classification performance. Accuracy 

depends on class variations, which requires rich data variations. Deep learning models 

outperform other intelligent approaches by accurately predicting crop qualities and classes 

(Kamilaris & Prenafeta-Boldú, 2018). Digital image processing has been used in different 

agricultural fields for plant classification (Seeland et al., 2017) and flower detection (Dias 

et al., 2018). Traditional computer vision techniques can address image classification, 

segmentation, and detection problems by changing color space by converting RGB (Red, 

Green, Blue) images to HSV (Hue, Saturation, Value) and morphological operations. 

However, traditional computer vision techniques on digital images are facing challenges 

due to the requirements for constant monitoring, manual manipulation, consistent color 
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values and intensity, and the camera angle (viewpoint) for data acquisition. Advantages of 

machine and deep learning over traditional computer vision techniques are the better 

performance compared to the traditional methods and processing of complex data such as 

in-field acquired images, 3D models, video processing, and more (Armi & Fekri-Ershad, 

2019; Stier et al., 2013; O’Mahony et al., 2019). 

Most of the turfgrass quality studies (Ding et al., 2016; Karcher & Richardson, 

2003; Parra et al., 2020; Richardson et al., 2001) using image processing focused on the 

general percentage of turfgrass cover, color evaluation, and weed detection. To the best of 

the author's knowledge, no turfgrass image classification study has been done to distinguish 

turfgrass quality classes such as poor, acceptable, and excellent. Differentiating 

“acceptable” class against “poor” class quality is challenging for human evaluators but is 

a crucial step to do. The critical question is to investigate the possibility of distinguishing 

acceptable class from poor turfgrass quality using digital image processing techniques.  

To the best of the author's knowledge, no study has been done on peanut flower 

detection based on digital images collected either in-field or under lab conditions. Neither 

the latest version of YOLO developed in 2021 or YOLOX models have been implemented 

in the agricultural field before. Overall, data acquisition systems for peanut flower 

detection and turfgrass quality rating based entirely on Python's high-level programming 

language are unavailable and have not been reported yet to the best of the author's 

knowledge. This dissertation aimed to develop data acquisition and evaluation systems for 

turfgrass quality classification and peanut flower detection on in-field images. The study 

also aimed to generate image datasets for turfgrass quality rating and peanut flower 

detection, which were not available in any online database. The importance of accessibility 
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of an online dataset is that it can reduce the time spent on in-field data acquisition, which 

is time-consuming, limited to seasons, costly, and provides uncertain quality of images. 

Access to an online database can help researchers develop new methods and algorithms for 

data processing with tested and good-quality data. 

1.6 Research Tasks 

The objective of this research was to develop in-field data acquisition systems and 

machine learning-based data processing and analysis approaches for bermudagrass 

(Cynodon spp.) quality classification and peanut flower (Arachis hypogaea) detection. The 

specific tasks included: 

Task 1: to select feature extractors to feed machine learning classifiers and 

eventually find the best classifier for different turfgrass quality ratings. 

Task 2: to identify deep learning-based features to feed machine learning classifiers 

used in Task 1 and compare accuracy rates with those achieved in Task 1 for turfgrass’ 

quality ratings. 

Task 3: to utilize deep learning algorithms to identify peanut flowers for Spanish 

varieties using the new high-performance YOLOX detection models. YOLOX-L and 

YOLOX-X models were compared with different data augmentation configurations to find 

the best YOLOX object detector for peanut flower detection. 

Task 4: to perform experiments to validate the performance of the developed 

algorithms for turfgrass quality classification, and peanut flower detection, respectively.  
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1.7 Research Hypotheses 

The first hypothesis is that the traditional machine learning classification 

algorithms; Support Vector Machine (SVM), and Random forest classifiers can be used 

effectively for turfgrass (Cynodon species) quality rating. 

The second hypothesis is that deep learning-based feature extraction will 

outperform the feature extractors (Gabor filter and GLCM) utilized in machine learning 

from Task 1. 

The third hypothesis is that the latest YOLOX object detector models will 

demonstrate the feasibility of detecting peanut flowers from in-field acquired RGB (Red, 

Green, Blue) images. YOLOX-X will achieve higher mean average precision (mAP) than 

YOLOX-L model. 
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CHAPTER II 
 
 

LITERATURE REVIEW 

 

 

 

Precision agriculture has been practiced since 1990s. It generally assists in 

achieving better farm management practices such as fertilizers and herbicides applications. 

Large farm fields can be apportioned into management zones. Each field receives 

customized management inputs based on soil types, landscape position, and management 

history. Managing farmlands requires intensive data acquisition and processing at the right 

time and locations. Precision agriculture uses the technological advances of computer 

processing, yield monitoring, remote sensing, and sensor design to process extensive data. 

It is expected that Agro-businesses in the United States will have a high demand for 

information management services and technological advances. These technological 

advances include global positioning system (GPS) location guidance with Real-Time 

Kinetic (RTK) technology, robotics, and real-time decision-making based on sensor 

networks (Mulla, 2013).
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2.1 Turfgrass Quality Rating 

Bermudagrass (Cynodon spp.) is a commonly used turfgrass species in an urban 

environment (Yu et al., 2019). It has been in demand as a high-quality turfgrass over the 

past 30 years (Stier et al., 2013). The intensity of turfgrass maintenance on golf courses, 

parks, sports fields, residential and institutional areas increase each year in the United 

States to meet the demand. Turfgrass has recreational and aesthetic advantages and 

environmental benefits by covering the bare ground (Balogh & Walker, 1992). Turfgrass 

quality is defined by several features, including genetic color, leaf texture, density, 

uniformity, living ground cover, plant health, and drought resistance (Stier et al., 2013; 

Morris, 2021). The National Turfgrass Evaluation Program (NTEP) published guidelines 

for turfgrass breeders, researchers, and extension specialists in turfgrass quality evaluation 

(Morris & Shearmen, 2021). 

The data provided by NTEP is the standard for the US turfgrass industry. Unlike 

other crops, turfgrass quality is a measure of aesthetics and has functional utilization. A 

well-trained observer or turfgrass evaluator can efficiently distinguish minor differences 

between turfgrass varieties using a visual rating system. The visual rating requires 

consistency to guarantee quality. This rating system is based on a 1 to 9 rating scale, where 

1 indicates the poorest quality and 9 indicates the highest. A rating of six and above often 

indicates acceptable quality. Turfgrass quality is based not only on color but also on leaf 

texture, density, living ground cover, disease or insect damage, uniformity, and 

environmental stress like drought resistance. Each of these characters has a rating system, 

between 1 and 9 (Morris, 2021). 
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Evaluating turfgrass quality has its difficulties due to the complexity of quality 

ratings methods (Morris & Shearmen, 2021). Plant experts visually carry out traditional 

quality ratings; however, the rating process is labor-intensive, time-consuming, subjective, 

and often biased (Ding et al., 2016). Digital image processing and machine vision 

techniques have been implemented in many agricultural applications in the last few 

decades to provide information about soil cover, plant health, species identification, size, 

and density (Hemming & Rath, 2001). Digital image analysis allows scientists to classify 

several turfgrass quality components using different digital cameras (Stier et al., 2013). 

The elements of digital cameras include lens system, filters, color filter array, image sensor, 

and digital image processor (Lanh et al., 2007). 

The necessity for observational data acquisition using in-field, aircraft, or satellite 

remote sensing techniques has increased in farm management. Many crop monitoring 

applications require image acquisition and processing due to the benefit of temporal 

frequency and product delivery time (Herwitz et al., 2004). Digital image processing can 

be used for several tasks, such as identifying plant species (Gebhardt et al., 2006) and 

estimating canopy cover in grasslands (Bonesmo et al., 2004). 

Gebhardt et al. (2006) used digital image processing to identify plant species for 

weed control in a grassland. Object-oriented image classification was applied. It is an 

application of pattern recognition in machine vision. The steps required to carry out are 

image acquisition, pre-processing, image segmentation, feature extraction, and 

classification. The objects were classified based on their mathematical patterns, including 

a vector of information containing geometry, color, and texture. A pixel-based image 
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classification utilized spectral information in one or more spectral bands and classifies each 

pixel based only on this information (Gebhardt et al., 2006). 

A vision system was installed on a commercial fruit sorter with four independent 

inspection lines. The images of fruits were taken with a multispectral camera, which 

simultaneously captures four bands. These four bands are the three conventional color 

bands (RGB) and 750 nm (near-infrared). The fruits rotated while moving beneath the 

camera to capture different angles of the fruits. The designed vision system utilized only 

near-infrared information to select the fruits and estimate their size and shape. RGB bands 

were applied for the fruit color estimation and defect detection. The inspection tasks were 

divided between two digital signal processors (Aleixos et al., 2002). 

Two image analysis procedures were performed through the two digital signal 

processors running in parallel in a primary/secondary architecture. The master processor 

calculated the geometrical and morphological features of the fruit utilizing only the near-

infrared band. The secondary processor estimated the fruit color and detected the skin 

defects using the four RGBI bands. After the image processing, the primary processor 

obtained the information from the secondary and sent the result to a control computer 

(Aleixos et al., 2002). The performance of a developed method always needed to be tested 

since the performance allows to verify the method viability for automatic tasks in 

agriculture based on image processing (Guijarro et al., 2011). 

2.2 Digital Image Analysis for Turfgrass Quality Rating 

Digital image analysis provided an alternative method to measure turfgrass 

parameters more accurately and efficiently than the traditional visual ratings for estimating 

turfgrass cover. Digital image analysis was an effective way of determining turfgrass 
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coverage, producing both accurate and reproducible data. The technique effectively 

removed the internal error and evaluator bias commonly correlated with subjective ratings 

(Richardson et al., 2001). Karcher and Richardson (2003) accurately determined the HSB 

(hue, saturation, brightness) levels of Munsell Plant Tissue color chips and quantified the 

color differences between zoysiagrass (Zoysia japonica Steud.) and creeping bentgrass 

(Agrostis palustris Huds.) (Karcher & Richardson, 2003) 

Digital image analysis was applied in several turfgrass studies (Aitkenhead et al., 

2003; Karcher & Richardson, 2003; Richardson et al., 2001) to evaluate turfgrass research 

plots. These studies focused on the general percentage of cover and color evaluations. 

Digital image analysis provided objective data and an evaluation method that included less 

reliance on highly skilled evaluators and cataloging of research images. Digital image 

analysis also had some limitations. It was often difficult to differentiate between green 

weed species and turfgrass with existing image analysis software. It is limited to the 

evaluation of turfgrass plots with weeds present. It was also difficult to evaluate turfgrass 

stress response when more than one stressor was present, like drought and disease (Stier et 

al., 2013). 

Digital image analysis also assisted in detecting and enhancing patterns and 

classifying objects. Crimmins and Crimmins (2008) studied the efficacy of repeat digital 

photography for monitoring phenologic events in plants. The image processing toolbox (v 

5.4) for MatLab version 7.4.0 for Windows (MathWorks, Natick, MA) was implemented 

to quantitatively capture the number of flowers in bloom for cinch weed (Pectis papposa 

Harvey and Gray) and the trailing windmills (Allionia incarnata L.). The automated 

counting algorithm managed to underpredict trailing windmill bloom counts. The 
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algorithm underpredicted the flower counts by approximately 30% for cinch weed 

(Crimmins & Crimmins, 2008). 

Rath and Kawollek (2009) studied the robotic harvesting of Gerbera ornamentals 

(Gerbera jamesonii) based on the detection and three-dimensional modeling of cut flower 

pedicels. The detection rates decreased when the number of pedicels per plant increased. 

The image processing algorithm had a 94% detection rate when one pedicel was present; 

then, it decreased to 44% when the number of pedicels was three (Rath & Kawollek, 2009). 

Nisar, Yang, and Ho (2016) predicted the yield of Daisy flowers using digital images 

analysis. The average predicted yield had an error of 5.52% compared to the reference yield 

(Nisar et al., 2016). Frey, Robertson, and Bukoski (2007) utilized vector analysis for 

quantifying rotational symmetry on digital images of Geranium robertianum flowers. The 

utilized method accurately quantified the asymmetry of radial structures and allowed 

comparisons among individuals and species (Frey et al., 2007). 

2.3 Machine Learning Technology 

Machine learning and big data technologies, and high-performance computing have 

created new opportunities to quantify and understand data-intensive processes in the 

agricultural fields. Machine learning techniques have a learning process to learn from 

training data to perform a task. Data consists of a set of examples. An example can be a set 

of features or variables. A feature can be nominal, binary, ordinal, or numeric. The 

performance of a machine learning model is measured by a performance metric, which can 

be improved with experience over time. Several statistical and mathematical models are 

used to calculate the performance of the machine learning models and algorithms. The 

trained model can be used to classify, predict, or cluster new testing data using the 
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experience obtained during the training process after the end of the learning process. 

Machine learning tasks are classified depending on the learning type, models, or models 

applied to execute the selected task. Learning types can be supervised or unsupervised. 

Learning models can be regression, clustering, and dimensionality reduction (Liakos et al., 

2018). 

Machine learning is an emerging technology that can assist in finding rules and 

patterns in large sets of data. It allows better decision-making and informed actions in real-

world scenarios without or with minimal human intervention. Machine learning provides 

a robust and flexible framework for data-driven decision-making and incorporating expert 

knowledge into the system. These are critical aspects of the machine learning techniques, 

making them broadly adopted and highly applicable to precision agriculture. Machine 

learning systems in precision agricultural applications can assist in better decisions on 

management across space and time (Chlingaryan et al., 2018). 

Machine learning techniques provide valuable sources for fruit detection and 

counting (Bargoti & Underwood, 2017), plant stress identification (Ghosal et al., 2018), 

early detection of plant diseases (Sinha & Singh Shekhawat, 2020), prediction of irrigation 

requirements (Goap et al., 2018), classification of plants (Naeem et al., 2021), and so much 

more. In the following sections, machine and deep learning methods will be introduced 

through precision agricultural examples for extracting image texture features and flower 

detection and counting purposes. 

2.4 Image Color Indices 

A digital image is made up of a finite number of elements. Each element has a 

specific value and location (Gonzalez & Woods, 2018). Pixels indicate the smallest 
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controllable element of a digital image represented on the screen (Foley & Van Dam, 

1983). A digital image consists of rows and columns of pixels; for instance, an image with 

four columns and three rows has 12 pixels (Eck, 2018). Each pixel contains independent 

color information (Stier et al., 2013). The colors are made up of a combination of red, 

green, and blue light. Different colors are built up by varying the intensity of red, green, 

and blue light. Three numbers giving the intensity of red, green, and blue can specify the 

color. These three numbers are given between 0 and 1. Zero is the minimum intensity, and 

one is the maximum. RGB (red, green, blue) color model is the method for specifying the 

color. Other color models exist besides the RGB color model. One model is called HSV 

(hue, saturation, value, often called HSB; hue, saturation, brightness), which stands for hue, 

saturation, and value. HSV color model is considered more natural to describe colors than 

RGB (Eck, 2018). 

Converting RGB levels to HSV parameters is crucial in turfgrass image processing. 

This step is essential in the data analysis since the HSV color scale represents how the 

human eye converts color. Conversion from RGB color to HSV can be calculated with 

Equation 1 (Stier et al., 2013): 

If 𝑚𝑎𝑥!"# = 𝑅, then 𝐻𝑢𝑒 = 60 × , "$#
%&'!"#$%()!"#

- (1) 

Dark Green Color Index (DGCI) can correct the errors in images caused by 

different light conditions and cameras. DGCI combines HSV values into a single measure 

of dark green color. The Dark Green Color Index provides a more consistent green color 

measure than the individual HSV values. DGCI can be calculated with Equation 2 (Rorie 

et al., 2011): 

𝐷𝐺𝐶𝐼	𝑣𝑎𝑙𝑢𝑒 = 	
*$%&'()() +(-$.&/01&/(2))+(-$41(56/)788)9

:
 (2) 
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Digital image analysis was first implemented as a research tool across agricultural 

disciplines. It needed acquiring a quality images with a good color representation and 

minimum glare of shadowing. It is also needed to select appropriate portions of the image 

to quantify one or more parameters of interest from the selected parts. Digital image 

analysis requires a high-quality camera with good color rendering properties and 

specialized image analysis software. An enclosed lightning system was also necessary to 

eliminate the effects of the ambient light (Stier et al., 2013). 

Meyer and Neto (2008) used an improved color vegetation index with an automatic 

threshold to determine the accuracy of the index on plant-soil-residue images. The 

collected images were taken of soybean (Glycine max (L.) Merrill), sunflower (Helianthus 

pumilus), redroot pigweed (Amaranthus retroflexus), and velvetleaf (Abutilon theophrasti 

Medicus) under natural sunlight at noon. The vegetative index images were calculated 

using MATLAB for Hindman and Shelton's images (The MathWorks, Inc, Natick, MA). 

Thresholding was performed utilizing the method of Otsu (Otsu, 1979) to obtain excess 

binary green and normalized difference index images. The Otsu method with excess green 

index achieved an 88% accuracy rate (Meyer & Neto, 2008). 

Aitkenhead et al. (2003) developed and compared two methods to distinguish a 

specific crop (Autumn King carrot) from weeds (ryegrass (Lolium perenne) and Fat Hen 

(Chenopodium album)). The first step was image processing, where the selected plants 

were highlighted from their background soil with a variety of transformations on RGB 

colors. The transformation required several steps. The first one was converting the image 

into a raster pixel array. Then the next step was to determine the proportion of the total 

RGB of each pixel, which was green, and convert the image into greyscale. The third step 
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was to obtain thresholding, followed by noise reduction from the image. The last step was 

to split the image into grids; then, the grid was retained for training and testing purposes. 

The selected grid from the image was then translated onto an input layer of the same size, 

and training was carried out. This adapted technique is Auto-Associative Neural Network 

(AANN). The obtained accuracy rate in the study (Aitkenhead et al., 2003) was 65.7% with 

the AANN technique. 

2.5 Image Texture Indices 

Feature extraction is an essential step in digital image analysis next to classification. 

Three features can be extracted from RGB images: color, texture, and shape (Septiarini et 

al., 2021). Texture analysis has been the interest of many researchers for a long time. 

Texture analysis algorithms have a comprehensive range of methods, from random field 

models to multiresolution filtering techniques. Researchers consider texture features for 

pattern retrieval. As a feature extractor, the Gabor filter is optimal in minimizing the joint 

two-dimensional uncertainty in space and frequency. It is a linear filter utilized for texture 

analysis in image processing (Daugman, 1985). The statistics of its microfeatures (such as 

orientation, scale tunable edge, and bar detectors) in a given region are utilized to 

characterize the underlying texture information (Manjunath & Ma, 1996). Gabor filter is a 

linear filter utilized for texture analysis in image processing (Daugman, 1985). 

The two-dimensional Gabor functions 𝑔(𝑥, 𝑦)  (Equation 3) and its Fourier 

transform 𝐺(𝑢, 𝑣) (Equation 4) is as follows (Manjunath & Ma, 1996):  

𝑔(𝑥, 𝑦) = : -
;<=*=+

; 𝑒𝑥𝑝 =− -
;
:'

,

=*,
+ >,

=+,
; + 2𝜋𝑗𝑊𝑥D (3) 

𝐺(𝑢, 𝑣) = 𝑒𝑥𝑝 E− -
;
,(0$?),
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+ @,

=-,
-F (4) 
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where the 2D Gaussian principal is described by its center locations (x,y), the 

widths 𝜎', 2𝜋𝑗𝑊𝑥 described the wavelength or spatial frequency, phase j, a wave-vector 

W along the y principle axes, and 𝜎> 𝜎0 =
-
;
𝜋𝜎' and 𝜎@ =

-
;
𝜋𝜎> (Manjunath & Ma, 1996). 

Each image was convolved with a multiple spatial resolution, a multiple orientation 

set of Gabor filters. The two-dimensional Gabor transform, shown in Equation 3, is a 

complex value (Lyons et al., 1998). 

𝐺A,CCC⃗ +(𝑟⃗) =
A,

=,
𝑒$A,‖1⃗$1⃗)‖,/;=, cos M𝑘O⃗ × (𝑟 − 𝑟G)P − 𝑒$=

,/; (5) 

where 𝐺A,CCC⃗ + indicates for the filter of even phase and 𝑘O⃗  is the filter wave-vector.  

𝐺A,CCC⃗ $(𝑟) =
A,

=,
𝑒$A,‖1⃗$1⃗)‖,/;=, sin M𝑘O⃗ × (𝑟 − 𝑟G)P (6) 

where 𝐺A,CCC⃗ $ indicates for the filter of odd phase. The components of the Gabor filter 

(𝑅AC⃗ ) are defined (Equation 7) as the amplitude of the combined even (𝑅A,CCC⃗ +
; ) and odd filter 

(𝑅A,CCC⃗ $
; ) responses (Lyons et al., 1998): 

𝑅AC⃗ = S𝑅A,CCC⃗ +
; + 𝑅A,CCC⃗ $

;  (7) 

The response amplitude is less sensitive to position changes than are the linear filter 

responses (Lyons et al., 1998). 

Gray Level Co-Occurrence Matrix (GLCM) is another feature extractor for texture 

analysis in image processing. GLCM is utilized to retrieve texture properties from the 

images. GLCM can develop fourteen feature metrics. Specific feature metrics are measured 

in-depth and repeatedly introduced (Prakash & Saradha, 2021). The commonly selected 

features for GLCM are energy, inertia, entropy, inverse difference, correlation, and 
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contrast. Energy (Equation 8) can be determined as (Naeem et al., 2021; Prakash & 

Saradha, 2021): 

𝜉 = ∑ ∑ (𝜌0@);@0  (8) 

where u and v are the spatial coordinates and 𝜌0@ is gray level values. Energy is the 

total of the grey stage’s matrix squares of every element. 

Inertia (Equation 9) can be obtained: 

𝜏 = ∑ ∑ (𝑢 − 𝑣);𝜌0@@0  (9) 

Entropy (Equation 10) is the calculation of the volume of knowledge on the pixel 

intensities that represents the extent of standardized variations in details on the image 

texture. It can be described as follows: 

𝜓 = −∑ ∑ 𝜌0@ log; 𝜌0@@0  (10) 

Inverse difference (IDE) represents (Equation 11) the identified image texture and 

can quantify the volume of shift in various part of the frame. It can be determined as: 

𝐼𝐷𝐸 = ∑ ∑ H%-
|0$@|@0  (11) 

Correlation (Equation 12) is the measurement of column and row similarity values: 

𝜑 = -
=%=-

∑ ∑ (𝑢 − 𝜇0)(𝑣 − 𝜇@)@0 𝜌0@ (12) 

Contrast (Ge et al., 2021) (Equation 13) represents the difference in the displayed 

or image signal intensity between two areas of interest: 

𝐶𝑂𝑁 = ∑ ∑ (𝑢 − 𝑣);@0 𝜌0@ (13) 

Feature selection is an essential step in data processing for machine learning-based 

classification. Feature selection assists in selecting the most beneficial feature. It also 

removes the features with no importance in the classification process. Feature selection 

identifies the minimum number of significant features in building the classifier model. It 
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is time-consuming when many features are applied to the classifier to give the result. The 

accuracy rate can increase, and the time can decrease if a feature selection method is used 

before running the model (Naeem et al., 2021). One of the feature selection techniques is 

based on the Principal Component Analysis (PCA) (Jin et al., 2006). PCA is a linear 

unsupervised feature extraction method for reducing the dimensionality of the data. This 

reduction aims to obtain lower-dimensional data while preserving as much of the variation 

of the data as possible (Halko et al., 2009). 

Septiarini et al. (2021) proposed a maturity classification method for oil palm 

(Elaeis guineensis) fresh fruit bunch based on a machine vision approach. The maturity 

level was divided into raw, ripe, and half-ripe classes. The proposed method applied color 

and texture features for feature selection and classification. Principal component analysis 

was applied for feature selection to select the most notable features. An artificial neural 

network (ANN) with a back-propagation algorithm was applied in the classification 

process to receive the prediction class. The proposed technique distinguished the three 

classes, achieving a 93% accuracy score (Septiarini et al., 2021).  

Sinha and Shekawat (2020) classified two disease types (Northern corn leaf blight 

and grape leaf spot diseases) that affected four different plant species. Texture features 

were calculated with the GLCM feature extractor. K-means segmentation, Delta-E color 

segmentation, and color space histogram thresholding were used and tested to segment the 

regions of interest (ROI). K-means segmentation achieved the best isolation of the infected 

area from leaves. Overall, a 74% accuracy rate was achieved in the best-case scenario, 

using a threshold range of 1200 – 1600 on classifier values. The best precision was obtained 

when the optimized threshold value was 1250 on the value of the classifier. The best results 
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were also received, where the infection patterns were visible (Sinha & Singh Shekhawat, 

2020). 

Tavakoli et al. (2021) proposed an algorithm to classify species and cultivars from 

the same and different species. The analyzed datasets involved different cultivars of white 

beans, red beans, and pinto beans leaves. The base of the network architecture was VGG16 

convolutional neural network architecture and fine-tuned a model trained on the ImageNet 

dataset. The Stochastic Gradient Descent algorithm optimized the CNN (Convolutional 

Neural Network) model. The experiments were implemented utilizing Tensorflow 2. The 

maximum mean classification accuracy rates were 95.86%, 91.37%, and 86.87%, obtained 

at the species, cultivars from the same species, and cultivars from different species levels, 

respectively (Tavakoli et al., 2021). 

Bohler, Schaepman, and Kneubuhler (2018) used a high-resolution dataset 

collected with two uncalibrated consumer-grade cameras, carried by a UAV, for crop 

classification. The data of the two cameras were combined into a dataset. A novel method 

was proposed to combine spectral and textural information to classify crops in a small 

structured arable landscape. Random Forest classifier and VHR data from uncalibrated 

consumer-grade cameras were used. Two textual features (first-order statistics and 

mathematical morphology) were calculated to incorporate spatial information into the 

classification chain. Mean, standard deviation, range, and entropy statistical characteristics 

were employed. Morphological operations comprised dilatation/erosion, opening/closing, 

opening/closing top hat, opening/closing by reconstruction, and opening/closing by 

reconstruction top hat. Features were calculated based on the structuring element. The 
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overall accuracy for the complete set of crop classes based on a pixel-based classification 

was 66.7% (Böhler et al., 2018). 

Ding et al. (2016) developed a method for automated evaluation of turfgrass quality 

from aerial images. Turfgrass quality differed in each plot and was assessed visually by a 

turfgrass expert. The objective of the study was to utilize aerial images to generate quality 

evaluations for optimizing irrigation. A neural network was trained to extract appropriate 

features, such as RGB images' intensity, color, and texture of turfgrass. The Gabor filter 

and GLCM calculated characteristics such as color percentage, greenness, and texture 

features. Each vector data had an output label between 0 (worst quality) and 9 (best 

quality). Both linear and non-linear models were used in the study. The linear models were 

Lasso, Ridge, Bayesian regression, and SVM as a non-linear model. The received accuracy 

rates for classification were between 68% (for Lasso regression) and 87% (for SVM) (Ding 

et al., 2016). 

2.6 Image-Based Flower Detection and Counting 

Identification of flowers, plants, or crops is critical in precision agriculture since it 

assists in automatic harvesting, phenotyping, and yield prediction. Image analysis and 

computer vision provide a fast and non-destructive technique for yield prediction, 

phenotyping, and pest or disease identification (Afonso et al., 2019). Flower detection is 

challenging because it involves significant pre-processing steps, such as separating the 

flowers from the background. Classification is another challenge to represent images of 

flowers mathematically (Lodh & Parekh, 2017). Another challenging issue with flower 

detection and counting from images is the heavily overlapped objects by leaves or another 

flower or fruit (Gao et al., 2020). 
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Afonso et al. (2019) detected tomato flowers in a greenhouse setting. An Intel 

RealSense D435 camera (Intel RealSense Technology, California), mounted on a moving 

platform, was used to capture the yellow flowers. One hundred thirty-two flowers were 

annotated using the LabelMe tool. The segmentation method was developed using Halcon 

software (MVTec Software GmbH, Germany) on a Linux Mint 18.2 system. The 

evaluation was carried out in MATLAB 2017 (The MathWorks, Natick MA, USA) for the 

annotated ground truth. The precision rate was 0.79 and 0.77 recall (Afonso et al., 2019). 

Yang et al. (2017) aimed to identify pumpkin flowers and localize them from RGB images 

taken in a field to predict the pumpkin yield. The results demonstrated that yellow flowers 

could be detected in HSV color space. The yellow flowers were correctly detected both in 

daytime and evening; however, the authors also detected flowers on images where the leaf 

color was yellow. Most errors were caused by withered flowers and occurred when the 

color was distorted from yellow to white (Yang et al., 2017). 

Lin et al. (2017) used a pre-trained CNN model with a VGG-16 feature extractor 

as an object-level model to improve flower classification. Multiple models were compared. 

The high-level model classified flowers from an overall point of view and could serve as a 

mid-level model. The mid-level model could identify local discriminate patterns. Large 

datasets work better for CNN-based methods (Lin et al., 2017). Seeland et al. (2017) 

studied classification to comparatively evaluate method combinations towards their 

classification accuracy in flower image-based plant classification on three different 

datasets. All classifications were performed using a linear Support Vector Machine (SVM), 

achieving 94.8% classification accuracies as the best accuracy rate (Seeland et al., 2017). 
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Lodh and Parekh (2017) proposed a segmentation method that extracts statistical 

values from an HSV image to determine a threshold. The defined threshold was later used 

to create a binary mask, separating the foreground from the background. The developed 

classification model was based on a SVM. During the pre-processing, the background was 

separated, and only the foreground was segmented out, which demonstrated the flowers. 

Color and GIST features were then extracted and combined. The combined feature 

descriptors represented the flowers. The whole feature database was split into two parts: 

one for training and one for testing. The training features were fed into a classifier. The 

classifier outputs a predictive model used to test the accuracy of the approach. SVM was 

chosen since it operates well with high dimensional feature descriptors. The utilized 

method achieved an 85.93% accuracy rate (Lodh & Parekh, 2017). 

Dias et al. (2018) developed a technique for flower identification, which was 

automated, robust to clutter and changes in illumination, and generalizable to multiple 

species in orchards. A fully convolutional network was pre-trained on a sizeable multi-

class dataset. The model evaluated high-resolution images covering each tree in less than 

50 seconds, unlike human workers, who required an average of up to 50 minutes to count 

the number of flowers per tree. The proposed method for fruit flower segmentation had 

three principal operations. First, a high-resolution image was divided into smaller patches 

in a sliding window. Second, each patch was evaluated using a fine-tuned CNN, and lastly, 

the refinement algorithm on the obtained score maps was applied to compute the final 

segmentation mask. Four datasets were created and made publicly available for two apples 

(A and B), a peach, and pear flowers to evaluate the method (Dias et al., 2018). 
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Region growing refinement algorithm was used, which utilized the score maps 

available from the CNN to divide the image into regions of high confidence background, 

high confidence object, an uncertainty region. Using DeepLab, an open source semantic 

segmentation model, with the RGR algorithm improved prediction and recall rates for 

validating the apple A set by 15%. Apple A set received 79.4% accuracy, apple B 67.1%, 

peach 86.8%, and pear 94.1% using DeepLab with RGR. The model trained using only 

images of apple flowers succeeded in generalizing peach and pear flowers, which are 

noticeably different in color and morphology, without any supervised fine-tuning or image 

pre-processing (Dias et al., 2018). 

Hiary et al. (2018) used deep learning methods such as CNN besides existing flower 

datasets to address the flower classification task. The developed automatic method detected 

the region around the flower in an RGB image. Then the cropped images were used to learn 

a robust CNN classifier to distinguish different flower classes. Localization was performed 

by segmenting the flower region using a fully convolutional network (FCN) method. A 

robust CNN classifier accurately classified different flower classes during the learning 

process. The segmentation FCN was initialized by the VGG-16 model, while the 

classification CNN was initialized by segmentation FCN. Detection was performed though 

finding the minimum bounding box around an automatically segmented flower. 

Segmentation was achieved as a binary classification task within a fully convolutional 

network framework. The developed method was assessed on different known flower 

datasets. The results demonstrated that the proposed technique achieved at least 97% 

classification accuracy on all datasets (Hiary et al., 2018). 
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Most of the studies (Afonso et al., 2019; Dias et al., 2018; Lin et al., 2017; Lodh & 

Parekh, 2017; Seeland et al., 2017; Yang et al., 2017) focused on flower identification, 

detection, and classification tasks, while another challenging issue counting flowers from 

images has not been widely studied yet. Farjon et al. (2020) built an automated vision-

based system to estimate apple tree blooming intensity and support peak day determination 

with high accuracy. A field test was conducted to evaluate the developed method. The 

method for blooming intensity estimation was based on the CNN flower detector, and 

performance was tested. The performance of the developed automated vision-based system 

was compared to human expert judgments under field conditions. A Faster R-CNN detector 

was utilized for flower detection with the VGG-16 network implementation, pre-trained on 

the ImageNet dataset. The detection task had two stages executed as two different but 

connected network modules. The first network module was the Region Proposal Network 

(RPN), which was responsible for finding areas in the image that were likely to contain an 

object, such as the Regions of Interest (ROI). The selected ROIs were moved into the 

second network module. The second network module classified the ROIs into M classes + 

background. A finer box-regressor further refined the suggested bounding boxes and was 

trained to minimize an object-specific loss function (Farjon et al., 2020). 

An on-sight estimator estimated the tree blooming intensity by counting the flowers 

based on a single image with no past information about the tree. The number of flowers 

was the output of the detection phase with a detection confidence threshold set to 0.83. The 

average flower size was selected based on the assumption that larger and more mature 

flowers indicated an advanced stage of blooming, whereas smaller flowers indicated an 

earlier stage. The number of flowers for additional detection thresholds selected were 0.7, 
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0.75, 0.8, 0.92, and 0.99. A sequence-based estimator considered time-series features 

describing the tree in previous days. The developed CNN-based detector detected flowers 

reliably despite confounding conditions, including flower viewpoint, illumination 

variance, flower clustering formation, and flower- occlusion. According to Farjon et al. 

(2020), blooming intensity estimation was a statistical task since its success does not 

depend on accurately detecting all flowers but on a rough estimation of their number 

(Farjon et al., 2020). 

Gao et al. (2020) proposed a deep learning-based multi-class fruit detection method 

to identify apples as multiple classes. VGG16 model of the Faster R-CNN was adapted and 

implemented for the multi-class fruit detection purpose. Images were collected from the 

field and taken with front- and backlighting to receive variation. Four classes were defined 

in this study. The first class referred to fruits that are occluded by leaves. Branches or wires 

occluded fruits or leaves, or other fruits occluded the fruits included the second-class. The 

third class was non-occluded fruits, and the last one was those fruits that overlapped. The 

input images were evaluated VGG16 and ZFNet (Zeiler and Fergus Network). ZFNet is 

another commonly used network for object detection, which was developed by Zeiler and 

Fergus (2013) and has a high detection rate and fast detection speed (Zeiler & Fergus, 

2013). VGG16 outperformed ZFNet, and the two architectures received minimum average 

precision rates of 87.9% and 79.3%, respectively. The first class received 89.9% with 

VGG16 and 81.3% with ZFNet. The second class received 85.8% with VGG16 and 71.3% 

with ZFNet. The third class received 90.9% with VGG16 and 90.2% with ZFNet, and the 

fourth class received 84.8% with VGG16 and 74.3% with ZFNet (Gao et al., 2020). 
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CHAPTER III 
 
 

SUPERVISED MACHINE LEARNING CLASSIFICATION OF TURFGRASS 

QUALITIES FROM DATA COLLECTED BY A SMARTPHONE 

 

 

 

ABSTRACT: Evaluators rate turfgrass qualities visually, which is challenging because of 

the complexity of in-field quality evaluation. The evaluation system has a 1 (“poorest”) to 

9 (“highest”) scale. Six and above are acceptable turfgrass qualities. Distinguishing poor 

quality (rate 5) from acceptable (rate 6) is essential for turfgrass breeders. Digital image 

processing and analysis have been implemented to classify turfgrass quality components 

(color or density) to assist in the evaluation. No turfgrass image classification study has 

been done using machine learning techniques to distinguish turfgrass qualities. This study 

aimed to identify highly significant features to feed machine learning classifiers and 

eventually find the best classifiers for different turfgrass quality evaluation. 3D scans of 

turfgrass plots were acquired from a bermudagrass  
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and zoysiagrass research field, using the novel technology of the 3D Scanner App installed 

on an Apple iPhone 12 Pro with a built-in LiDAR sensor. The 3D scans were rendered to 

high-quality images for further analysis. Experiments were carried out with two (“Poor”, 

“Acceptable”) and four (“Very poor,” “Poor,” “Acceptable,” and “High”) classes using 

machine learning classifiers: Support Vector Machine (SVM), Random forest, XGboost, 

and Logistic Regression. Gray-Level Co-Occurrence Matrix feature extractor with 

Random forest classifier achieved the highest classification accuracy (81%) for the testing 

dataset when two classes were analyzed. Gabor filter worked better for four classes and 

performed the best with SVM and XGBoost classifiers, achieving an 82% accuracy rate. 

In the future, deep learning techniques may further increase classification performance 

metrics. 

 

Keywords: Smartphone, Machine Learning, Dataset Balancing, Image Feature 
Extraction, Image Classification, Turfgrass Quality Rating 

 

3. 1. Introduction 

Turfgrass breeders have been developing high-quality turfgrass varieties over the 

past 30 years in the United States (Stier et al., 2013), which are suitable for intense 

maintenance practices (Gopinath et al., 2021). Unlike other crops, turfgrass quality is a 

measure of aesthetics and functional utilization (Morris, 2021). The National Turfgrass 

Evaluation Program (NTEP) standardizes turfgrass qualities (Morris & Shearmen, 2021) 

to assist traditional visual rating. The rating system is based on a 1 to 9 rating scale, where 

1 indicates the poorest quality and 9 indicates the highest. A rating of 6 and above is often 

used for acceptable turfgrass quality (Morris, 2021). In-field visual turfgrass evaluation has 
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its difficulties due to the complexity of the quality ratings (Morris & Shearmen, 2021). 

Visual rating is also labor-intensive, time-consuming, subjective, and biased (Ding et al., 

2016). Digital image processing and analysis have been implemented to classify turfgrass 

quality components, such as color (Karcher & Richardson, 2003) or leaf texture (Parra et 

al., 2020). Various image sensors (Stier et al., 2013) and robotic platforms were used in 

turfgrass studies for data acquisition (Ding et al., 2016; Gebhardt et al., 2006; Kazemi et 

al., 2020). 

The Apple iPhone Pro 12 smartphone with a novel built-in LiDAR sensor was 

launched in October 2020. The LiDAR sensor not only can enhance photo and video effects 

but also creates unique 3D mapping in minutes and optimize the augmented reality (AR) 

application utilizing state-of-the-art photogrammetry algorithms. The built-in wide-angle 

iPhone cameras captures additional images to add texture to the 3D scan (Apple, 2022). 

Tavani et al. (2022) tested and evaluated the video-photographic capabilities of the iPhone 

12 Pro for documenting field observations. The 6-core CPU (Central Processing Unit) in 

the iPhone 12 Pro outperformed all smartphone competitors for its computation capacity, 

including image processing, at the time of their test. The iPhone Pro 12 is also a powerful 

device for capturing macro photographs (Tavani et al, 2022). Two studies reported that the 

Apple iPhone Pro 12 LiDAR was capable of modeling a coastal cliff realistically using 

Structure from Motion Multi-View Stereo (SfM MVS) photogrammetry (Luetzenburg et 

al., 2021), and detecting trees and measuring their diameter at breast height (Mokroš et al., 

2021). Using the Apple iPhone Pro 12 with built-on LiDAR sensor can provide a cost-

effective, user-friendly, convenient, and time-efficient technique for image acquisition.  
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Most of the turfgrass quality studies (Ding et al., 2016; Karcher & Richardson, 

2003; Parra et al., 2020; Richardson et al., 2001) using image processing focused on the 

general percentage of turfgrass cover, color evaluation, and weed detection. To the best of 

the author's knowledge, no turfgrass image classification study has been done to distinguish 

turfgrass quality classes such as poor, acceptable, and excellent. Differentiating acceptable 

class from poor is challenging for human evaluators but is a crucial step. The critical 

question is to investigate the possibility of distinguishing acceptable class from poor 

turfgrass quality using digital image processing techniques. Machine learning provides a 

robust and flexible framework for data-driven decision-making and incorporating expert 

knowledge into the system. It allows better decision-making and informed actions in real-

world scenarios without or with minimal human intervention (Chlingaryan et al., 2018). 

Bird et al. (2022) distinguished healthy fruits from undesirable ones in images using 

machine learning techniques (Bird et al., 2022). The combination of digital image 

processing and machine learning approaches provided the opportunity to identify objects 

(like flowers, fruits, or crops) in images (LeCun et al., 2015). Karcher and Richardson 

(2003) quantified the color differences between zoysiagrass (Zoysia japonica Steud.) and 

creeping bentgrass (Agrostis palustris Huds.) using machine learning techniques (Karcher 

& Richardson, 2003).  

This study classified different turfgrass qualities into four classes (“Very poor,” 

“Poor,” “Acceptable,” “High”) from images using supervised machine learning techniques. 

The study aimed to identify highly significant features to feed classifiers and eventually 

find the best classifiers. The study also proposed a straightforward in-field data collection 

method, which was time and cost-effective, and convenient for a research field. The 
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utilized small-field image acquisition tool at the same time achieved a similar outcome to 

the traditional image acquisition methods described in other studies. This is the first study 

to use a novel in-field data acquisition tool for turfgrass quality evaluation and the first 

attempt to fully computerize turfgrass quality evaluation with as little human interaction 

involved as possible. 

3. 2. Material and Methods 

The overall developed method consisted of five major steps, including a) a rapid, 

in-field image acquisition, b) image pre-processing, c) feature extraction, d) feature 

selection, and e) turfgrass quality classifications.  

3.2.1 Data Acquisition 

This study used a new image acquisition method for turfgrass classification based 

on a novel technology provided by the 3D Scanner App on an Apple iPhone 12 Pro with a 

built-in camera integrated with a LiDAR (Light Detection And Ranging) sensor. There is 

a LiDAR-based app for iPhone, the 3D Scanner App developed by Laan Labs (New York), 

which was tested by Tavani et al. (2022) for the accuracy of the LiDAR, and the accuracy 

of the 3D model measurements taking with the 3D Scanner App. The 3D Scanner App 

directly can measure distances on the screen with an accuracy of ~ 1 cm. In the test of 

Tavani et al. (2022), the iPhone 12 Pro LiDAR represented an excellent, highly portable 

tool for rapid documentation of 3D outcrop pattern, geometry, and texture. The iPhone 12 

Pro’s LiDAR sensor together with SfM MVS (Structure from Motion Multi-View Stereo) 

photogrammetric reconstruction techniques generates digital models. SfM MVS models 

requires post acquisition registrations to properly orient, scale and locate the 3D 
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reconstructed scene with the respect to a local or global coordinate frame (Luetzenburg et 

al., 2021). 

Tavani et al. (2022) also tested in their study the location of selected points in the 

3D digital model and compared the locations with their actual location determined by a 

Stonex S900 GNSS receiver in Real Time Kinematic (RTK) mode. Tavani et al. (2022) 

found very low angular deviations around the X and Y axes, confirming the capacity of the 

Apple ARKit framework to recognize the world frame's vertical axis using the iPhone 12 

Pro’s built-in gyroscope sensor (Tavani et al, 2022). The Apple iPhone 12 Pro is a 

convenient device for in-field data collection. In this study, the 3D Scanner App provided 

a high resolution of rendered turfgrass images, which was essential to extract highly 

significant features for the supervised machine learning classifications for turfgrass quality, 

which were developed in this study. 

Turfgrass 3D scans were acquired using an Apple iPhone Pro 12 in a replicated 

bermudagrass and zoysiagrass research nursery field (36°07'03.9"N 97°06'11.4"W) at the 

Oklahoma State University Turfgrass Research Center in Stillwater, Oklahoma. The 

experimental field had 252 warm-season turfgrass plots arranged in nine columns and 28 

rows. An experienced evaluator visually rated each plot regularly between one and seven 

(seven was the highest rating in this experimental field during the data collection time). 

The ratings provided by the evaluator were then used as a ground truth dataset. The 

turfgrass 3D scans were collected ten times between August 17 and November 2, 2021, 

using the 3D Scanner App version 1.9.5 (Laan Labs, New York) installed on an Apple 

iPhone 12 Pro. The turfgrass field was scanned column by column by holding the iPhone 

in hand, moving slowly, and panning the camera around slowly while taking the 3D scans. 
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The exact process was repeated until all the nine columns were scanned (Figure 1). The 3D 

Scanner App then generated three files: texture.jpg, mtl (wavefront material template 

library), and .obj, for every 3D scan. A complete raw dataset for the experimental field 

included nine columns × three files (27 data files). The original image resolution that has 

been used to create texture to align with the 3D scan had a size of 1920 × 1440 pixels. The 

raw data were exported later to an open-source software, CloudCompare (2021). A 

summary of the data acquisition can be found on Table 1. 

 

Figure 1 Turfgrass images collected on August 17, 2021, using an Apple iPhone 12 Pro 
with a built-in camera integrated with LiDAR sensor. The arrow shows the moving 

direction during data collection. 

Table 1 Summary of the data acquisition 

Data acquisition  
Smartphone Apple iPhone Pro 12 
Sensor Built-in camera integrated with LiDAR sensor 
Smartphone App 3D Scanner App version 1.9.5 (Laan Labs, NY) 
Generated files texture.jpg, mtl, and .obj 
Original image size at the time of 
the data acquisition 

1920 × 1440 pixels 

Raw data exported to Open-source software, Cloud Compare 
 

Column 1 
 
Column 2 
 
Column 3 
 
Column 4 
 
Column 5 
 
Column 6 
 
Column 7 
 
Column 8 
 
Column 9 
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3.2.2 Image Pre-Processing 

Generating Turfgrass Images 

The open-source software, CloudCompare (2021), was used to render the collected 

data files. Each 3D scan data included 28 turfgrass plots. Since every column was scanned 

individually, the turfgrass plots were separated after rendering. After the 3D scans were 

rendered, RGB (Red Green Blue) images were generated. An algorithm was developed in 

Python 3.9.8 to crop each column image automatically into 28 separated plot images. Each 

separated turfgrass plot image from the entire column included turfgrass and bare soil. The 

images were saved in .bmp format. Figure 2 demonstrates the image pre-processing steps. 

Region of Interest (ROI) 

In turfgrass rating, the turfgrass evaluator rates the grass plots based on the quality 

of the central area of each plot. In this study, each image's region of interest (ROI) was 

determined by identifying the center of each individual turfgrass plot (separated from the 

entire column in the before-mentioned paragraph) and cropping the image with a size of 

312 × 312 pixels for further analysis (Figure 2c and 2d). The image size of 312 × 312 pixels 

represented a physical size of 70 cm × 70 cm.  
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Figure 2 Image pre-processing steps: a) Obtaining a rendered column image from the 
collected data files; b) Three examples of turfgrass plots; c) Identifying the center of the 
turfgrass plot (+) and the Region of Interest (ROI) (white square box) d) Cropped ROI 

images saved in .bmp format. 

 

Image Enhancement and De-Noising 

Contrast limited adaptive histogram equalization (CLAHE) is an image 

enhancement method that was initially developed by Pizer et al. (1987) and extensively 

used for medical images (Zuiderveld, 1994). CLAHE is based on adaptive histogram 
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equalization (Ding et al.) and designed to broadly apply to low-quality images (Pizer et al., 

1987) to avoid noise and reduce the edge-shadowing effect (Reza, 2004). CLAHE 

algorithm supplies a better contrast, preserves image details (Qiao et al., 2017), and 

provides maximum entropy compared to other histogram equalization algorithms (Kuran 

& Kuran, 2021). CLAHE adopted a regional scheme that divides an image into multiple 

sections and applies individual histograms for each section to prevent over-contrast. 

CLAHE generates relatively uniform levels of intensities of an image regardless of the 

illumination of the original image. CLAHE avoids amplifying the noise by limiting sudden 

increases of slopes in the cumulative probability density function of the histogram (Choi 

et al., 2016). 

CLAHE separates an image into a number of local tiles (𝑀 ×𝑁). A histogram is 

then computed individually for each tile. First, the average number of pixels per region is 

calculated (Pizer et al., 1987) in Equation 14: 

𝑁& =
J.×J/
J"

  (14) 

where Na is the average number of the pixels, Nx is the number of pixels in the X dimension, 

NY is the number of pixels in the Y dimension, and NG is the number of grey levels. Second, 

the histogram will be clipped using Equation 15 (Pizer et al., 1987): 

𝑁LM = 𝑁& × 𝑁)LM  (15) 

where Ncl is the clip limit and Nncl is the normalized clip limit between 0 and 1. Third, the 

clip limit is applied for the height of histogram (Equation 16) (Pizer et al., 1987): 

𝐻( = a𝑁LM𝑁(
	𝑖𝑓	𝑁( ≥ 𝑁LM

𝑒𝑙𝑠𝑒 	𝑖 = 1, 2, … , 𝐿 − 1   (16) 
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where Hi is the height of the histogram of the ith tile, Ni is the histogram of the ith tile, and 

L is the number of grey levels. Fourth, the total number of clipped pixels is computed (Pizer 

et al., 1987):  

𝑁L = (𝑁N × 𝑁O) − ∑ 𝐻(P$-
-QG    (17) 

where Nc is the number of the clipped pixels. Fifth, the clipped pixels have to be 

redistributed either uniformly or non-uniformly (Pizer et al., 1987): 

𝑁! = 𝑁L/𝐿   (18) 

where NR is the number of the redistributed pixels. Sixth, the clipped histogram is 

normalized (Pizer et al., 1987): 

𝐻( = a 𝑁LM
𝑁( + 𝑁!

	𝑖𝑓	𝑁( +	𝑁! ≥ 𝑁LM
𝑒𝑙𝑠𝑒 	𝑖 = 1, 2, … , 𝐿 − 1   (19) 

All the pixels need to be redistributed. Finally, a cumulative histogram of the 

contextual region is be expressed by (Pizer et al., 1987): 

𝐶( =
-

(J.×J/)
	∑ 𝐻R(

RQG    (20) 

Then, the histogram of the contextual region is matched with a uniform and 

exponential probability distributions that provides a prefixed brightness and visuals 

quality. The pixel 𝑃(𝑥, 𝑦) with a value of 𝑠 and four center points belong to the neighbor 

tiles (𝑅-,	𝑅;, 𝑅:, 𝑎𝑛𝑑	𝑅S). A weighted sum is then computed over the contextual regions 

(𝑅-,	𝑅;, 𝑅:, 𝑎𝑛𝑑	𝑅S). The tiles are merged for the output image and elimination of the 

artifacts between independent tiles are done utilizing the bilinear interpolation, the new 

value is denoted as 𝑠T(Pizer et al., 1987): 

𝑠T = (1 − 𝑦) × (n(1 − 𝑥) × 𝑅-(𝑠) + 𝑥 × 𝑅;(𝑠)o + 𝑦((1 − 𝑥) × 𝑅:(𝑠) + 𝑥 × 𝑅S(𝑠)))   

(21) 
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Then, the enhanced image is obtained. 

CLAHE was used as an image-enhancement technique for dropped citrus fruit 

detection on the ground in varying illumination conditions in the study of Choi et al. (2016) 

and compared with the standard histogram equalization image enhancement technique. 

CLAHE controlled the over-contrasting, and the images were preserved in detail as a result 

of the CLAHE algorithm. CLAHE demonstrated to enhance the images that had more 

significant gaps in brightness levels between dark and bright regions. CLAHE enhanced 

the brightness of all images to have a constant image brightness level among the in-field 

collected datasets (Choi et al., 2016). De-noising techniques help recover the original 

image from a noisy measurement (Buades et al., 2005). Buades, Coll, and Morel (2005) 

proposed a new image denoising technique called the non-local means. This technique is 

based on the non-local averaging of all pixels in the image.  

In this study, CLAHE image enhancement technique was applied to the turfgrass 

ROI images. The image enhancement and denoising steps are demonstrated in Figure 3. 

Step 1. Each RGB ROI image was converted into an HSV (hue, saturation, value) 

image.  

Step 2. CLAHE was applied on the V channel of the HSV image. 

Step 3. The processed V channel of the image was merged back with its HS 

channels. 

Step 4. The new HSV image was converted into an RGB image. 

Step 5. The new RGB turfgrass images were converted into gray-scale images. 
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Step 6. The gray-scale image was de-noised with the non-local means image 

denoising technique. 

 

Figure 3 Image enhancement and denoising procedures: a) the ROI image with a size of 
312 pixels ×312 pixels; b) the ROI image after CLAHE; c) The Gray-scale image of the 

enhanced ROI image; and d) the Gray-scale after image enhancement and denoising. 

 

Dataset Balancing 

The collected turfgrass images were divided into four classes based on the ground 

truth and used to develop the image classification algorithms. Class 1 included images rated 

≥ 7, labeled as “High” (Figure 4a). Class 2 had images rated as 6 and 6.5, labeled as 

“Acceptable” (Figure 4b). Class 3 included images rated 5 and 5.5, labeled as “Poor” 

(Figure 4c). Class 4 included images with ratings between 1 and 4, labeled as “Very poor” 

(Figure 4d). A borderline between the ratings of 6 and 7, 5 and 6 could be crucial for the 

interest of turfgrass evaluators. The collected turfgrass image dataset was imbalanced 

among various rated classes due to dissimilar turfgrass quality expression under field 

conditions, as demonstrated in (Table 2). 

The random under-sampling technique was applied for the majority class (“Poor” 

class) to eliminate the majority of this class samples. Hansen and Hurwitz (1946) proposed 
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an estimator for random under-sampling for the population mean 𝑌q (Hansen & Hurwitz 

1946): 

𝑦q.(UU)∗T = ∑ 𝑃6𝑧6̅∗P
6Q-   (22) 

where 𝑧6̅∗ = M)01
)1
P 𝑧)̅-6 + M

),1
)1
P 𝑧A̅6	𝑎𝑛𝑑	𝑃6 =

J1
J

. The variance of 𝑦q.(UU)∗T  is given 

(Hansen & Hurwitz 1946): 

𝑣𝑎𝑟 M𝑦q.(UU)
∗2 P = ∑ 𝑃6;𝐴6∗TP

6Q-    (23) 

where 𝐴6∗T = 𝜆;6n𝑆6W; + 𝑆6X; o + Θ6n𝑆6W(;)
; + 𝑆6X(;)

; o, Θ6 =	
Y,1(51$-)

)1
, 𝑃;6	 =

	J,1
J1
, 𝑎𝑛𝑑	𝜆;6 = (𝑛6$- − 𝑁6$-). 

An oversampling technique, the synthetic minority oversampling technique 

(SMOTE), was adopted for the minority classes (“High,” “Acceptable,” and “Very poor” 

classes) to solve the imbalanced data issue (Chawla et al., 2002). SMOTE allows the 

decision boundaries for the minority class to be spread further into the majority class space 

(Chawla et al., 2002). SMOTE is a data augmentation technique that generates synthetic 

data. SMOTE was the first developed oversampling technique that became a favored 

method for imbalanced datasets. SMOTE generates artificial but related minority samples 

at the data level by randomly sampling the line segments between neighboring minority 

instances (Gao et al., 2019; Kovacs, 2019). Douzas, Bacao, and Last (2018) proved that 

the overfitting issue was avoided effectively by using SMOTE and also prevented noise 

generation. Ramenol et al. (2012) addressed the imbalanced datasets with SMOTE and 

proved it with the rough set theory. Rough set theory in computer science is based on 

establishing equivalence classes within the given training data (Pawlak 2002). 



45 
 

SMOTE outperforms other data augmentation methods like random oversampling, 

resulting in overfitting when duplicated data is used. SMOTE solved the overfitting issue 

and did not duplicate data but generated synthetic data, so the new dataset becomes 

balanced. SMOTE algorithms linearly interpolate a selected sample and its nearest 

neighbor. If one image is 𝑥, the k nearest neighbors for that 𝑥 within the class are chosen 

by matching the selected image 𝑥 and the remaining images in the same class pixel by pixel 

and comparing their Euclidean distances. All the images are normalized to the exact 

resolution and stored according to their image format. The difference between the attribute 

matrix of each selected nearest neighbor and the sample 𝑥 is taken. Then the difference is 

added to the attribute matrix of 𝑥 after multiplying it with the coefficient of interpolation 

of the line segment joining two samples, which will be the weighted coefficient 𝑤. A 

weighted coefficient is a random number between 0 and 1. The following equation 

demonstrates the synthesized sample (Gao et al., 2019): 

𝑥T = 𝑥 + 𝑤 × (𝑥)) − 𝑥)   (24) 

where 𝑥′ refers to the new sample synthesized by the original image 𝑥, and 𝑥)) denotes the 

nearest neighbors of image x. The exact process is repeated for every image in each class 

of the original image dataset (Gao et al., 2019). 

𝑑(𝑥, 𝑦) = z∑ (𝑥( − 𝑦();)
(Q-    (25) 

where 𝑑(𝑥, 𝑦) is the Euclidean distance for spectral values of any samples, 𝑥( and 

𝑦( are the spectral values of two different samples. 

SMOTE has several variants (Kovacs, 2019), but in this study, the minority classes 

were oversampled with the original SMOTE. The majority class ("Poor") was under-

sampled from 309 to 200 and 309 to 250 to reduce the computational time. 
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Table 2 The turfgrass classes in the original and balanced datasets 

Class Name Total number of 
images by class 

The number of 
images after random 

under-sampling 

The number of 
images after 

SMOTE  
Class 1 High 17 17 200 or 250 
Class 2 Acceptable 192 192 200 or 250 
Class 3 Poor 309 200 or 250 200 or 250 
Class 4 Very poor 129 129 200 or 250 

 

Figure 4 Images of turfgrass plots rated by an experienced evaluator a) turfgrass rated as 
7, b) turfgrass rated as 6, c) turfgrass rated as 5, and d) turfgrass rated as 2. 
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3.2.3 Feature Extraction 

Feature extraction is an essential step in digital image analysis next to classification. 

Three features can be extracted from RGB images: color, texture, and shape (Septiarini et 

al., 2021). Texture analysis has interested researchers for a long time. Texture analysis 

algorithms have a comprehensive range of methods, from random field models to 

multiresolution filtering techniques. Researchers consider texture features for pattern 

retrieval. Features are critical elements during pre-processing because they facilitate 

machine learning imitating human visual perception. Many feature extraction methods 

exist and are performed by different mathematical models. Choosing the best feature 

extraction algorithm suitable for a study application is necessary (Humeau-Heurtier, 2019). 

Gray Level Co-occurrence Matrix (GLCM) is a feature extractor representing a 

statistical approach for texture analysis in image processing (Haralick et al., 1973). GLCM 

has been widely used in remote sensing (Rodriguez-Galiano et al., 2012), material science 

(Prasad et al., 2022), biomedical studies (Ossai & Wickramasinghe, 2022), forensic science 

(Zhu et al., 2022), and precision agriculture (Wang et al., 2021). GLCM demonstrates 

promising results for a rapid and straightforward texture feature analysis (Humeau-

Heurtier, 2019). 

GLCM is utilized to retrieve texture properties from the images. GLCM can 

develop fourteen feature metrics. Specific feature metrics are measured in-depth and 

repeatedly introduced. GLCM demonstrated to reduce the occurrence of False Positive 

(FP) in the evaluation metrics of the classifier performance (Prakash & Saradha, 2021). 

The commonly selected features for GLCM are energy, inertia, entropy, inverse difference, 
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correlation, and contrast. Energy (Equation 8) can be determined as (Naeem et al., 2021; 

Prakash & Saradha, 2021): 

𝜉 = ∑ ∑ (𝜌0@);@0   (8) 

where u and v are the spatial coordinates and 𝜌0@ is gray level values. Energy is the 

total of the grey stage’s matrix squares of every element. 

Inertia (Equation 9) can be obtained: 

𝜏 = ∑ ∑ (𝑢 − 𝑣);𝜌0@@0   (9) 

Entropy (𝜓), in Equation 10, is the calculation of the volume of knowledge on the 

pixel intensities that represents the extent of standardized variations in details on the image 

texture. 𝜌0@ is gray level value, and u and v are the spatial coordinates. It can be described 

as follows: 

𝜓 = −∑ ∑ 𝜌0@ log; 𝜌0@@0   (10) 

Inverse difference (IDE) represents (Equation 11) the identified image texture and 

can quantify the volume of shift in various part of the frame. It can be determined as: 

𝐼𝐷𝐸 = ∑ ∑ H%-
|0$@|@0   (11) 

Correlation (Equation 12) is the measurement of column and row similarity values: 

𝜑 = -
=%=-

∑ ∑ (𝑢 − 𝜇0)(𝑣 − 𝜇@)@0 𝜌0@  (12) 

Contrast (Ge et al., 2021) (Equation 13) represents the difference in the displayed 

or image signal intensity between two areas of interest: 

𝐶𝑂𝑁 = ∑ ∑ (𝑢 − 𝑣);@0 𝜌0@  (13) 

Gabor filter is a linear filter utilized for texture analysis in image processing 

(Daugman, 1985; Gabor, 1945). As a feature extractor, Gabor filter is demonstrated to be 

optimal in minimizing the combined two-dimensional uncertainty in space and frequency. 
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The statistics of its microfeatures (such as orientation, scale tunable edge, and bar 

detectors) in a given region are utilized to characterize the underlying texture information 

(Manjunath & Ma, 1996). Gabor filter can perform a robust multiresolution decomposition 

due to its localization in the spatial and frequency domain. Gabor filter can simulate 

specific cells' characteristics in some mammals' visual cortex, facilitating machine 

learning. Therefore, in image analysis, Gabor filter is considered to be similar in perception 

to the human visual system (Humeau-Heurtier, 2019). 

The two-dimensional Gabor functions 𝑔(𝑥, 𝑦)  (Equation 3) and its Fourier 

transform 𝐺(𝑢, 𝑣) (Equation 4) is as follows (Manjunath & Ma, 1996):  

𝑔(𝑥, 𝑦) = : -
;<=*=+

; 𝑒𝑥𝑝 =− -
;
:'

,

=*,
+ >,

=+,
; + 2𝜋𝑗𝑊𝑥D   (3) 

𝐺(𝑢, 𝑣) = 𝑒𝑥𝑝 E− -
;
,(0$?),

=%,
+ @,

=-,
-F   (4) 

where 𝜎0 =
-
;
𝜋𝜎' and 𝜎@ =

-
;
𝜋𝜎> . 

Each image was convolved with a multiple spatial resolution, a multiple orientation 

set of Gabor filters. The two-dimensional Gabor transform is a complex value (Lyons et 

al., 1998). 

𝐺A,CCC⃗ +(𝑟⃗) =
A,

=,
𝑒$A,‖1⃗$1⃗)‖,/;=, cos M𝑘O⃗ × (𝑟 − 𝑟G)P − 𝑒$=

,/;  (5) 

where 𝐺A,CCC⃗ + indicates for the filter of even phase and 𝑘O⃗  is the filter wave-vector.  

𝐺A,CCC⃗ $(𝑟⃗) =
A,

=,
𝑒$A,‖1⃗$1⃗)‖,/;=, sin M𝑘O⃗ × (𝑟 − 𝑟⃗G)P  (6) 

where 𝐺A,CCC⃗ $ indicates for the filter of odd phase. The components of the Gabor filter 

(𝑅AC⃗ ) are defined (Equation 7) as the amplitude of the combined even and odd filter 

responses (Lyons et al., 1998): 
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𝑅AC⃗ = S𝑅A,CCC⃗ '
; + 𝑅A,CCC⃗ $

;   (7) 

The response amplitude is less sensitive to position changes than are the linear filter 

responses (Lyons et al., 1998). 

In this study, Gray Level Co-Occurrence Matrix (GLCM) and Gabor filter feature 

extractors were applied on the turfgrass images to examine and compare their performance 

on turfgrass quality classification. The selected features for GLCM were energy, 

correlation, dissimilarity, homogeneity, and contrast (Haralick et al., 1973). A Python 

program was developed to compute GLCM with a Scikit-learn (v1.0.2) machine learning 

library for Python (Pedregosa et al., 2011). The algorithm configuration included the 

distance of (1, 3, 5) between the pixel pair and their angular regulation of (0°, 45°, 90°, and 

135°). The total number of configurations used for the GLCM filter was 60. 

Four essential parameters were incremented in the 2-dimensional Gabor 

construction: the orientation of a Gabor function (θ), standard deviation (σ), the range of 

wavelengths (λ), and the spatial aspect ratio (γ) (Gabor, 1945). The ratio sigma/lambda (the 

range of wavelengths (λ) in Table 3) determines the spatial frequency bandwidth of simple 

cells and thus the number of parallel excitatory and inhibitory stripe zones observed in their 

receptive fields (Gabor, 1945). The total number of configurations that made up the Gabor 

filter was 64 using OpenCV 4.5.5 version open-source machine learning library for Python. 

The utilized Gabor filter parameters are demonstrated in Table 3. 

Table 3 The utilized Gabor filter parameters. 

Parameters Values 
Kernel size 9 
Gabor function (θ) <

S
, ;<
S
, :<
S

, S<
S

 

Standard deviation (σ) 1,3 
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Range of wavelengths (λ) <
S
, ;<
S
, :<
S

, S<
S

 

Spatial aspect ratio (γ) 0.05, 0.5 
 

3.2.4 Feature Selection 

Feature selection is an essential step in data processing for machine learning-based 

classification. Feature selection assists in selecting the most beneficial feature and removes 

the features with no importance in the classification process (Lindeberg, 1998). It also 

removes the features with no importance in the classification process. Feature selection 

identifies the minimum number of significant features in building the classifier model. It 

is time-consuming when many features are applied to the classifier to give the result. The 

accuracy rate can increase, and the time can decrease if a feature selection method is used 

before running the model (Naeem et al., 2021). Several feature selection techniques exist, 

which select features that maximize model performance but can be computationally time-

consuming (Kursa & Rudnicki, 2010). One of the feature selection techniques is the Boruta 

algorithm. 

The Boruta algorithm creates random features compared to the real features. Boruta 

is a robust and statistically grounded feature selection method. Boruta algorithm finds all 

relevant features in the information system. The algorithm utilizes a wrapper approach built 

around a random forest classifier. Boruta algorithm assists in determining relevance by 

comparing the relevance of the real features to that of the random probes (Kursa & 

Rudnicki, 2010). Boruta algorithm, developed by Kursa and Rudnicki (2010), provides 

criteria for feature selection of important attributes. The idea behind Boruta is that a 

randomized copy of the system is made. The copy is merged with the original system, and 

the classifier is built for this extended system. The importance of the variable in the original 
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system is assessed by comparing it with that of the randomized variables. Only the 

variables are considered important that importance is higher than the importance of the 

randomized variables. Overall, Boruta algorithm was developed as a random forest-based 

feature selection method that provides unbiased and stable selection of important attributes 

from an information system (Kursa, Jankowski, & Rudnicki, 2010). This study used the 

Boruta algorithm for a feature selection using the BorutaPy library for Python. 

3.2.5 Image Classification 

Four commonly used machine learning classifiers in texture analysis were chosen 

in this study: Support Vector Machine (SVM), Random Forest (Sperfeld et al.), XGboost, 

and Logistic Regression (LR). SVM, Random Forest, and Logistic Regression were 

selected because they worked effectively for turfgrass quality ratings in the preliminary 

study. XGBoost classifier was selected based on its computational speed and model 

performance on large datasets. Figure 5 demonstrates the implementation of the image 

classifiers.  

 

Figure 5 The procedure of the image classification. 
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3.2.6 Evaluation Metrics For Classifiers Performance 

The following metrics were used to assess the performance of the trained models 

on testing datasets: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 [Y+[J
[Y+[J+\Y+\J

  (26) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	 [Y
[Y+\Y

  (27)  

 𝑅𝑒𝑐𝑎𝑙𝑙 = 	 [Y
[Y+\J

	  (28) 

 𝐹-	𝑚𝑒𝑡𝑟𝑖𝑐 = 	
;

0
!&3455+

0
67&3898:;

  (29) 

 

Where TP is true positive, TN is true negative, FP is false positive, and FN is false 

negative. The precision rate is equivalent to the proportion of correctly classified instances 

(Stehman, 1997). Accuracy is the proportion of correct predictions (true positives and true 

negatives) among the total number of cases analyzed. Precision is the fraction of relevant 

instances among the retrieved instances, where predictions are relevant or correct. It is the 

concept of consistency or the ability to group well. Recall, also known as sensitivity, is the 

fraction of relevant retrieved instances. F1 metric is a weighted harmonic mean of Recall 

and Precision (Powers, 2019). 

3.2.7 Experimental Design 

The experiments (Figure 6) were carried out to test the developed image processing 

algorithms to find the best classifiers for turfgrass quality rating. The experiments were 

conducted in the open-source Anaconda Spyder (Anaconda Inc., Austin Texas, USA) 

environment using Python programming language. The developed algorithms ran on a 

computer with a processor of an 11th Gen Intel(R) Core (TM) i7-1165G7 @ 2.80 GHz, and 

a memory of 32.0 GB RAM at the speed of 3200 MHz. 
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Figure 6 Experiment procedures for training and testing the proposed methods for 
turfgrass quality classification. 

 

Fitting the prediction model is essential since it measures how well the machine 

learning model generalizes to similar data to that on which it was trained. A model is 

considered well-fitted if it produces more accurate outcomes (Wood, 2011). 
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The dataset was randomly divided into 80% training and 20% testing datasets. The 

training dataset was used to train the classifiers (SVM, Random forest, XGBoost, and 

Logistic Regression), and the testing dataset was utilized to determine the performance 

metrics of the best machine learning classifiers. Selecting the best feature extractor (Gabor 

filter or GLCM) with the best classifier was the goal of the experiments. Two groups of 

tests were conducted, respectively, to classify the samples into two classes: “Acceptable” 

and “Poor,” and four classes: “High,” “Acceptable,” “Poor,” and “Very poor.” For each 

feature extractor method, two sample sizes (number of images), two types of 

classifications, four image sizes for Gabor filter and five image sizes for GLCM, and four 

classifiers were used. Total 288 different tests were conducted (Table 4).  

Table 4 The experimental setup to find the best classifiers for turfgrass rating. 

Feature 
extractor 

Sample 
size 

Number of classes 
to be classified 

Image size 
(pixels) Classifiers applied Number of 

tests 

Gabor 
filter 

200 Four  
Two 

64×64 
80×80 

100×100 
200×200 

SVM 
Random Forest 

XGBoost 
Logistic Regression 

128 
250 Four 

Two 

GLCM 

200 Four 
Two 

64×64 
80×80 

100×100 
200×200 
300×300 

SVM 
Random Forest 

XGBoost 
Logistic Regression 

160 
250 Four 

Two 

 

Resizing the images is an essential step in computer vision. The importance of 

image resizing is that the machine learning models train faster on small images. Saponara 

and Elhanashi (2022) tested different input image sizes to assess the effects on the training 

time and its impact on the model’s performance. Saponara and Elhansashi (2022) upscaled 

and downscaled their original image size to perform their experiment on the image resizing. 

The resolution also changes with the resizing, but machine learning models tend to learn 
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efficiently from a variety of images with different image resolutions (Saponara & 

Elhanashi, 2022). Image resizing also improves the model’s performance (Talebi & 

Milanfar, 2021). In this study, OpenCV library on Python was used to resize the images. 

This image resizing function utilized the nearest-neighbor interpolation method to scale 

down the images. 

Hyper-parameter tuning was applied to all selected classifiers to choose a set of 

optimal hyperparameters for better prediction results (Bishop, 1995). GridSearchCV 

library in Python 3.9.8 was used for hyper-parameter optimization and preventing 

overfitting (Chen et al., 2021). Table 5 demonstrates the hyper-parameter tunning in the 

chosen classifiers. GridSearchCV library performed k-fold cross-validation for the training 

dataset. The default option of 5-fold cross-validation was used in this study. 

Table 5 The hyper-parameters for the selected classifiers. 

Classifier Parameters Options 

SVM kernel 
regularization (C) 

linear, poly, rbf, sigmoid 
1, 2, 3, …, 10 

Random forest n-estimator 
random-state 

10, 20, 30, …, 100 
10, 20, 30, …, 200 

XGBoost 

learning-rate 
max-depth 
subsample 

n-estimators 

0.1, 0.2, 0.3, …, 1 
1, 2, 3, …, 10 
0.1, 0.2, 0.3, …, 1 
1, 10, 20, …, 100 

Logistic Regression 
penalty 
solver 

multi-class 

L1, elasticnet, none, L2 
newton-cg, sag, saga, liblinear, lbfgs 

auto, ovr, multinominal 
 

3.3 Results 

3.3.1 Experimental Results of the Two-class Tests 

For the two classes tests (Table 6), the GLCM feature extractor achieved higher 

classification accuracy rates for the testing dataset with a sample size of 200. SVM 



57 
 

achieved 74%, Random forest, XGBoost, and Logistic Regression achieved 79% 

classification accuracy rates. GCLM feature extractor proved to be the best feature 

extractor for the sample size of 250. SVM achieved 76%, Random forest 81%, XGBoost 

78% and Logistic Regression achieved 79% classification accuracy rates. Overall, in the 

two classes (“Acceptable” and “Poor”), the GLCM feature extractor with Random forest 

classifier and 250 sample size achieved the best accuracy rate with 80 pixels × 80 pixels 

image size. 

Table 6 Results of the two classes’ experiments for each classifier in the testing dataset. 

Sample 
size 

Feature 
extractor Classifier applied 

The best accuracy 
for the testing 
dataset (%) 

Image size 
(pixels) 

200 GLCM 

SVM 74 80×80 
Random forest 79 64×64 and 300×300 

XGBoost 79 100×100 and 300×300 
Logistic Regression 79 80×80 

200 Gabor 
filter 

SVM 64 200×200 
Random forest 70 100×100 

XGBoost 61 64×64 
Logistic Regression 66 80×80 

250 GLCM 

SVM 76 64×64 
Random forest 81 80×80 

XGBoost 78 80×80 
Logistic Regression 79 64×64 

250 Gabor 
filter 

SVM 74 64×64 
Random forest 75 100×100 and 200×200 

XGBoost 72 64×64 
Logistic Regression 74 64×64 and 100×100 

 

The precision rate was higher for the “Poor” class than the “Acceptable,” as shown 

in Table 7, possibly because the original number of the rendered images before balancing 

for the “Poor” class was 309, while for “Acceptable” it was 192. The “Poor” class had 

more varieties of images than “Acceptable”, giving more data for training. 
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Table 7 The best classifier performed on two classes with a sample size of 250. 

Classifier 
applied 

Feature 
extractor 

Accuracy 
(%) Class Precision 

(%) 
Recall 
(%) 

F1 metric 
(%) 

Random forest GLCM 81 Poor 85 72 78 
Acceptable 79 89 83 

 

Figure 7 Confusion matrix for Random forest classifier with GLCM features extractor 
applied to two classes with a sample size of 250. 

 

A confusion matrix (Figures 7) was generated to visualize the performance of the 

best classifier on turfgrass quality ratings. The confusion matrix helped to visualize each 

class's prediction errors within the selected classifiers. Random forest classifier with 

GLCM feature extractor incorrectly predicts 13 images as "Acceptable" and six as "Poor." 

Distinguishing the "Poor" quality turfgrass from "Acceptable" is challenging, particularly 

differentiating turfgrass rated as 5 and 6. Creating a two-classes dataset was necessary to 

test the capability of the proposed method in this study and to analyze the performance of 

the classifiers on these two critical classes ("Poor" and "Acceptable"). 



59 
 

3.3.2 Experimental Results of the Four-class Tests 

For the four classes tests (Table 8), Gabor filter feature extractor achieved higher 

classification accuracy rates for the testing dataset with a sample size of 200. All classifiers 

with Gabor filter achieved 79% classification accuracy rates but with different image sizes. 

Gabor filter proved to be the best feature extractor for the sample size of 250. SVM and 

XGBoost achieved 82%, Random Forest 81%, and Logistic Regression achieved 78% 

classification accuracy rates. Overall, in the four classes (“High,” “Acceptable,” “Poor,” 

and “Very poor”), Gabor filter feature extractor performed the best with SVM and 

XGBoost classifier, and 250 sample sizes achieved the best accuracy rates with 100×100 

and 80×80 pixels image sizes, respectively. 

Table 8 Results of the four classes’ experiments for each classifiers in the testing dataset. 

Sample 
size 

Feature 
extractor Classifier applied The best accuracy for the 

testing dataset (%) 
Image size 

(pixels) 

200 GLCM 

SVM 69 300×300 
Random forest 79 100×100 

XGBoost 77 300×300 
Logistic Regression 70 200×200 

200 Gabor filter 

SVM 79 64× 64 
Random forest 79 100×100 

XGBoost 79 80×80 
Logistic Regression 76 200×200 

250 GLCM 

SVM 65 300×300 
Random forest 73 300×300 

XGBoost 76 200×200 
Logistic Regression 61 64×64 

250 Gabor 
filter 

SVM 82 100×100 
Random forest 81 200×100 

XGBoost 82 80×80 
Logistic Regression 78 64×64 

 

Gabor filter as a feature extractor (Table 9) worked better for four classes and 

performed the best with SVM and XGBoost classifiers. It follows the weakness of the 

GLCM feature extractor, stating that GLCM lowers the accuracy rates in the region near 
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the class borders. At the same time, Gabor filter is more effective in border regions 

(Mirzapour & Ghassemian, 2013). GLCM is a suitable feature extractor if only two classes 

are tested, but Gabor filter outperforms GLCM when more classes are available. The 

required image sizes were 100 pixels × 100 pixels for SVM and a smaller size for XGBoost 

(80 pixels × 80 pixels image size) to achieve an 82% accuracy rate. The precision rate was 

the highest (100%) for the “High” class (rated as 7), probably due to the low number of 

originally rendered images (17) from the 3D scans that gave less variety among the 

balanced images (with SMOTE). Since our original dataset is unbalanced, SMOTE 

generated synthetic data of the original 17 images to increase the number of images to 250. 

A high precision rate for the “High” class was expected. The second highest precision rate 

was achieved for the “Very poor” class (rated between 1 and 4) due to the very low quality 

of turfgrass samples, the texture of the turfgrass was less dense, and the turfgrass images 

contain bare soil. It was easy to rate them as poor quality. 

Table 9 The best classifier performed on four classes with a sample size of 250. 

Feature 
extractor 

Classifier 
applied 

Accuracy 
(%) 

Class Precision 
(%) 

Recall 
(%) 

F1 metric 
(%) 

Gabor 
filter SVM 82 

Very poor 90 86 88 
Poor 71 66 69 

Acceptable 71 80 75 
High 100 100 100 

 Gabor 
filter XGBoost 82 

Very poor 88 96 92 
Poor 77 59 67 

Acceptable 66 78 71 
High 100 100 100 

SVM classifier with Gabor filter feature extractor predicted incorrectly 14 as 

"Acceptable" and nine images as "Poor" quality. XGBoost classifier with Gabor filter 

extractor misclassified 18 images as "Acceptable" quality and eight as "Poor." Higher 

precisions were obtained for "High" and "Very poor" classes. It also might be due to the 

limited number of images presented for these two classes, and their quality was more 
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pronounced than for "Acceptable" and “Poor” classes. Comparing the precision rates of 

"Acceptable" and “Poor” classes when two or four classes were present, the "Poor" class 

always received a higher score than the "Acceptable." Precision rates ranged between 66% 

and 79% for "Acceptable” and between 71% and 85% for "Poor" class. The result of the 

confusion matrices (Figures 7, 8 and 9) confirmed that distinguishing the "Acceptable" 

class from the “Poor” is a challenging task both in real-life and in supervised machine 

learning. 
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Figure 8 Confusion matrix for SVM classifier with Gabor filter features extractor when 
applied to four classes with a sample size of 250. 

Figure 9 Confusion matrix for XGBoost classifier with Gabor filter features extractor 
applied to four classes with a sample size of 250. 
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3.4 Discussion 

It is common to use different types of cameras mounted on various platforms in 

turfgrass image classification and weed detection studies, such as UAV platforms (Ding et 

al., 2016) and ground-based carts (Parra et al., 2020; Yu et al., 2019). These data acquisition 

techniques may be costly for small to medium scale turfgrass studies and require attention 

to additional controlled variables such as the distance between the camera and the object 

(Parra et al., 2020) light conditions (Gebhardt et al., 2006), local coordinates, camera 

calibration (Karcher & Richardson, 2003), and heavy equipment (Kazemi et al., 2020).  

A smartphone is convenient and easy to carry to the field for data collection while 

reducing the cost spent on the equipment and time spent on the field. Using a smartphone’s 

camera for image acquisition has several advantages. First, the same camera is used for 

image acquisition, and then those images are used for processing and training. Second, a 

smartphone app can be developed later for turfgrass classification, where images will be 

taken through the smartphone’s camera, and the turfgrass plots can be classified on the 

same smartphone through the app. 

Using an Apple iPhone 12 Pro with a built-in camera and LiDAR sensor proved to 

work well on a small to medium scale field size (252 Bermudagrass plots in nine columns 

and 28 rows) application capturing morphological features of the turfgrass in this study, 

directly measuring the distance between the sensor and the target object (Luetzenburg et 

al., 2021), but also in other studies as well for forestry (Mokroš et al., 2021) and geoscience 

application (Luetzenburg et al., 2021). In this study, the 3D Scanner App with Apple 

iPhone 12 Pro's camera with a LiDAR sensor provided high resolution of rendered turfgrass 

images without considering the additional variables mentioned earlier and proved to be a 
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valuable tool on a small-scale turfgrass field. The battery life lasted for the entire time of 

data collection for an experimental field with 49 m × 15 m size that had 252 Bermudagrass 

plots in nine columns and 28 rows. Using such a smartphone with a high-resolution camera 

and built-in LiDAR sensor can be a valuable and convenient tool for turfgrass breeders, 

evaluators, and farmers to bring their smartphone and use it in the field. In the future, a 

smartphone application will be developed to evaluate turfgrass in the field. In that case, 

anyone can collect and analyze the data on their smartphone without the requirement of 

using and bringing other tools, sensors, and laptops to the field. For the same reason, using 

the latest and existing smart technologies (equipped with high-resolution of camera, and 

different sensors like LiDAR) for data acquisition, such as smartphones, also provides a 

valuable tool for research studies. 

An issue with field data collection for precision agricultural studies is that the 

collected data generally produce imbalanced datasets, leading to overfitting and biased 

classifications. Generally, when data collection is required from the field (or from a natural 

environment) and not from a lab environment, those data will lead to imbalanced data due 

to the lack of consistency in natural data (like different turfgrass qualities due to the weather 

conditions, or fertilizer application). Resampling techniques in machine learning can 

provide a consistent number of samples for each class in multi-classification tasks and are 

commonly applied to medical data (Liew et al., 2021). Oversampling the minority class 

and/or under-sampling the majority class overcomes the original imbalanced dataset issue 

(Chawla et al., 2002). 

In a study about estrus onset detection in dairy cows, SMOTE was also proved to 

overcome an imbalanced dataset issue naturally occurring in environmental data (Wang et 



65 
 

al., 2022). In this study, random under-sampling was applied for the majority class (“Poor”) 

to solve the imbalanced data issue. SMOTE was adopted for the minority classes (“High,” 

“Acceptable,” and “Very poor”). For four classes when the sample size was resampled to 

250 (250 “Very poor,” 250 “Poor,” 250 “Acceptable,” and 250 images of “High”), SVM 

with Gabor filter feature extractor achieved an 82% accuracy rate in the testing dataset for 

turfgrass quality classification.  

There is a possibility of overfitting using SMOTE before dividing the original 

dataset into training and testing datasets, which could mean the training and testing datasets 

are dependent on each other. It is recommended in a future study to assess the likelihood 

of overfitting; the dataset could be divided into training and testing datasets, and then 

SMOTE should be applied to the training dataset. Then, these two approaches (applying 

SMOTE before and after the dataset was divided) could be compared. However, SMOTE 

is a synthetic minority oversampling technique, a data augmentation technique that 

generates synthetic data. SMOTE generates artificial but related minority samples at the 

data level by randomly sampling the line segments between neighboring minority instances 

(Gao et al., 2019; Kovacs, 2019). SMOTE solved the overfitting issue and did not duplicate 

data but generated synthetic data; therefore, the new dataset becomes balanced (Gao et al., 

2019), as it was explained on page 43, Dataset balancing; within the Material and Methods 

section. 

Deep learning can also overcome the imbalanced data issue if more image 

collection is impossible for minority classes. Chen et al. (2022) utilized deep learning for 

multi-class identification of common weed species in a cotton field. Weighted cross 

entropy (WCE) loss function was introduced for model training to mitigate the issue of an 
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imbalanced dataset encountered in the cotton weed dataset. The WCE function has been 

demonstrated to be effective in deep learning models for improving accuracies for the 

minority weed classes (Chen et al., 2022).  

Ding et al. (2016) achieved similar accuracy rates with SVM (87%) but for the 

training dataset and a total sample size of 60 turfgrass images, without mentioning the total 

number of images within each studied class (between 4 to 9 quality ratings; (Ding et al., 

2016), assuming the analysis of an imbalanced dataset. Imbalanced datasets can give 

unrealistically optimistic accuracy rates for the performance of machine learning 

classifiers, such as in the study Flores et al. (2021), where the seedlings of volunteer corn 

and soybean were successfully classified and distinguished from each other with 95% 

accuracy.  

3.5 Conclusions 

This study used a new image acquisition method for turfgrass classification based 

on the novel technology provided by the 3D Scanner App on an iPhone 12 Pro that has a 

built-in camera integrated with a LiDAR sensor. This data acquisition method has not been 

utilized yet for precision agriculture and turfgrass studies. An open-source software, 

CloudCompare (2021), was used to pre-process and render the collected 3D scans. After 

rendering the 3D scans, RGB images were generated. The Region of Interest (ROI) was 

identified on the RGB images. Then an image enhancement method was conducted with 

CLAHE and denoised with non-local averaging. The collected turfgrass images were 

divided into four (“High,” “Acceptable,” “Poor,” and “Very poor”) classes for image 

classification purposes based on the ground truth. An evaluator provided the ground truth 

for different turfgrass ratings. The collected turfgrass dataset was imbalanced. Random 
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under-sampling was applied for the majority class (“Poor” class), synthetic minority 

oversampling technique (SMOTE) was adopted for the minority classes (“High,” 

“Acceptable,” and “Very poor” classes) to solve the imbalanced data issue. 

Gabor filter and Gray Level Co-Occurrence Matrix (GLCM) feature extractors 

were applied to the turfgrass images to examine and compare their performance on 

turfgrass quality classification. The Boruta algorithm was used for feature selection using 

the BorutaPy library for Python to identify highly significant features to feed machine 

learning classifiers. Four commonly used machine learning classifiers were chosen in this 

study: Support Vector Machine (SVM), Random Forest (Sperfeld et al.), XGboost, and 

Logistic Regression (LR), to find the best classifiers for different turfgrass quality ratings. 

Experiments were carried out with two (“Poor”, “Acceptable”) and four (“Very 

poor,” “Poor,” “Acceptable,” “High”) determined classes. GLCM feature extractor with 

Random forest classifier achieved the highest accuracy rate (81%) for the testing dataset 

for two classes (“Poor” and “Acceptable” turfgrass qualities). For four classes (“Very 

poor,” “Poor,” “Acceptable,” and “High” turfgrass qualities), Gabor filter proved to be the 

best feature extractor and performed the best with SVM and XGBoost classifiers achieving 

82% accuracy rates. 

If possible, it is recommended to collect more images in the future, especially for 

the minority classes where turfgrasses rated 6 and above. Having more than 17 images in 

the “High” class would give more realistic precision rates and a more negligible difference 

between resampling 17 images up to 200 or 250 sample sizes. The proposed classification 

method in this study, on a research field with 252 Bermudagrass plots, was supervised 

machine learning, which is still biased and highly dependent on the human evaluators’ 
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judgment (ground truth). An unsupervised machine learning approach is advised for future 

turfgrass image classification. Another approach can be transfer learning, a machine 

learning technique that focuses on storing knowledge gained while solving one problem 

and applying it to a different but related problem. For instance, knowledge gained while 

learning to recognize plants could be applied to detecting turfgrass (Turkoglu & Hanbay, 

2019). 

There is a possibility of overfitting using SMOTE before dividing the original 

dataset into training and testing datasets, which could mean the training and testing datasets 

are dependent on each other. It is recommended in a future study to assess the likelihood 

of overfitting; the dataset could be divided into training and testing datasets, and then 

SMOTE should be applied to the training dataset. Then, these two approaches (applying 

SMOTE before and after the dataset was divided) could be compared. However, SMOTE 

is a synthetic minority oversampling technique, a data augmentation technique that 

generates synthetic data. SMOTE generates artificial but related minority samples at the 

data level by randomly sampling the line segments between neighboring minority instances 

(Gao et al., 2019; Kovacs, 2019). SMOTE solved the overfitting issue and did not duplicate 

data but generated synthetic data; therefore, the new dataset becomes balanced (Gao et al., 

2019), as it was explained on page 43, Dataset balancing; within the Material and Methods 

section. 

Deep learning techniques are also recommended for future turfgrass image 

classification studies since deep learning can outperform the accuracy rate of machine 

learning techniques. Deep learning can also overcome the imbalanced data issue if more 
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image collection is not possible for minority classes (such as the “High” class was where 

turfgrasses rated 6 and above).  
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CHAPTER IV 
 
 

SUPERVISED MACHINE LEARNING CLASSIFICATION OF TURFGRASS 

QUALITIES USING DEEP LEARNING-BASED FEATURES 

 

 

 

ABSTRACT: Turfgrass evaluators conduct traditional evaluation of turf quality and 

related traits visually, which is labor-intensive, time-consuming, and subjective. New 

imaging technologies and machine learning can improve the efficiency and consistency of 

the evaluation while reducing labor requirements. Deep learning techniques may further 

increase classification performance metrics on turfgrass quality classification. This study 

identified deep learning-based features to feed machine learning classifiers used in Task 1 

(Chapter III) and compared accuracy rates with those achieved in Task 1 for turfgrass 

quality ratings. The overall goal of this research was to utilize the advantages of machine 

and deep learning methods for turfgrass quality classification on data collected from a 

research field at the Oklahoma State University Turf Research Center in Oklahoma.  
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Experiments were carried out with two ("Poor," "Acceptable") and four ("Very poor," 

"Poor," "Acceptable," and "High") classes using machine learning classifiers: Support 

Vector Machine (SVM), Random forest, XGboost, and Logistic Regression. The classes 

were defined visually by a turfgrass expert and used as the “ground truth”. Ten deep feature 

extractors were tested. ResNet-101 deep feature extractor with SVM achieved the highest 

classification accuracy (91%) for the testing dataset when two classes were analyzed. 

ResNet-152 deep feature extractor worked better for four classes and performed the best 

with SVM classifier, achieving an 86% accuracy rate. Deep feature extractors improved 

accuracy rates of the tested machine learning classifiers, demonstrating feasibility of deep 

learning techniques for turfgrass image classification. In the future, deep learning models 

should perform turfgrass quality classification tasks directly from images since these 

models can achieve state-of-the-art accuracy rates outperforming machine learning models. 

 

Keywords: Deep Feature Extraction, ResNet-101, ResNet-152, Support Vector Machine, 
Turfgrass quality classification 

 

4. 1. Introduction 

Turfgrass species including bermudagrass (Cynodon species) and zoysiagrass 

(Zoysia species) are commonly used in urban environment. It has been a demand in the 

United States for high-quality turfgrass. Turfgrass quality represents several features, 

including genetic color, leaf texture, density, uniformity, living ground cover, plant health, 

and drought tolerance (Morris, 2021; Morris & Shearmen, 2021; Stier et al., 2013). 

Turfgrass evaluators assess turfgrass qualities visually based on the guidelines provided by 

the National Turfgrass Evaluation Program (NTEP). The current evaluation is labor-
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intensive, time-consuming, subjective, and inaccurate, which data can cause costly errors. 

The current methods for evaluating plants visual damage and disease quantification may 

lack accuracy and precision. An alternative method is computer automated digital image 

analysis, which is consistent, unbiased, and precise (Yu et al., 2019). New imaging 

technologies and machine learning have substantial potential to improve the efficiency and 

consistency of the evaluation while reducing labor requirements. Deep learning techniques 

may further increase classification performance metrics on turfgrass quality classification 

since deep learning can outperform the accuracy rate of machine learning techniques 

(LeCun et al., 2015). 

Deep learning is a subset of machine learning (O’Mahony et al., 2020). “Deep 

learning methods use multiple processing layers to discover patterns and structure in a very 

large dataset. Each layer learns a concept from the data that subsequent layers build on; the 

higher the level, the more abstract the concepts that are learned. Deep learning does not 

depend on prior data processing and automatically extracts features.”(Rusk, 2016) page 

35). Deep learning can achieve greater accuracy in image classification than machine 

learning (LeCun et al., 2015). It offers excellent accuracy and versatility compared to 

machine learning techniques when many computing resources are provided (O’Mahony et 

al., 2020). 

Deep learning-based features can be extracted from images using pre-trained 

models. Extracting deep features is beneficial since they have an outstanding performance 

in different domains compared to machine learning-based features. Also, deep learning-

based feature extraction requires little pre-processing steps compared to traditional 

machine learning methods (Almeida et al., 2022). Deep convolutional neural network 
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(DCNN) can transfer the weights learned from large generic datasets to assign them to 

another more specific but related data. Dourado-Filho and Calumby (2021) demonstrated 

that exploiting deep learning-based feature extraction with traditional machine learning 

classifiers, such as SVM, can outperform traditional machine learning-based feature 

extraction for plant species classification (Dourado-Filho & Calumby, 2021). Deep 

convolutional neural network systems for plant recognition are based on plant leaf features 

and morphological patterns (Yu et al., 2019). 

This study aimed to utilize deep learning-based features to feed machine learning 

classifiers used in Task 1 (Chapter III) and compare the accuracy rates with those achieved 

in Task 1 for turfgrass quality ratings. The overall goal of this research was to utilize the 

advantages of machine and deep learning methods for turfgrass quality classification on 

data collected from a research field in Oklahoma. The hypothesis was that deep feature 

extraction would outperform the feature extractors (Gabor filter and GLCM) utilized in 

machine learning (from Task 1).  

4.2  Material and Methods 

The overall developed method consisted of four major steps, including a) a rapid, 

in-field image acquisition, b) image pre-processing, c) deep-learning based feature 

extraction, and d) turfgrass quality classifications with supervised machine learning. The 

methodology for Task 2 was the same or similar as in Task 1 (Chapter III) until the data 

processing step. 

4.2.1 Data Acquisition 

Data were acquired at the same time and using the same method as it was described 

in Chapter III, Sections 3.2.1 and 3.2.2. Turfgrass 3D scans were acquired using an Apple 
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iPhone Pro 12 in a replicated bermudagrass and zoysiagrass research nursery field 

(36°07'03.9"N 97°06'11.4"W) at the Oklahoma State University Turfgrass Research Center 

in Stillwater, Oklahoma. The experimental field had 252 warm-season turfgrass plots 

arranged in nine columns and 28 rows. An experienced evaluator visually rated each plot 

regularly between one and seven (seven was the highest rating in this experimental field 

during the data collection time). The ratings provided by the evaluator were then used as a 

ground truth dataset. The turfgrass 3D scans were collected ten times between August 17 

and November 2, 2021, using the 3D Scanner App version 1.9.5 (Laan Labs, New York) 

installed on an Apple iPhone 12 Pro. The turfgrass field was scanned column by column 

by holding the iPhone in hand, moving slowly, and panning the camera around slowly 

while taking the 3D scans. The exact process was repeated until all the nine columns were 

scanned (Figure 1 on page 37). The 3D Scanner App then generated three files: texture.jpg, 

mtl (wavefront material template library), and .obj, for every 3D scan. A complete raw 

dataset for the experimental field included nine columns × three files (27 data files). The 

original image resolution that has been used to create texture to align with the 3D scan had 

a size of 1920 × 1440 pixels. The raw data were exported later to an open-source software, 

CloudCompare (2021). A summary of the data acquisition can be found in Table 1. 

4.2.2 Image Pre-Processing 

Generating Turfgrass Images 

The open-source software, CloudCompare (2021), was used to render the collected 

data files. Each 3D scan data included 28 turfgrass plots. Since every column was scanned 

individually, the turfgrass plots were separated after rendering. After the 3D scans were 

rendered, RGB (Red Green Blue) images were generated. An algorithm was developed in 
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Python 3.9.8 to crop each column image automatically into 28 separated plot images. Each 

separated turfgrass plot image from the entire column included turfgrass and bare soil. The 

images were saved in .bmp format. Figure 2 demonstrates the image pre-processing steps. 

Region of Interest (ROI) 

In turfgrass rating, the turfgrass evaluator rates the grass plots based on the quality 

of the central area of each plot. In this study, each image's region of interest (ROI) was 

determined by identifying the center of each individual turfgrass plot (separated from the 

entire column in the before-mentioned paragraph) and cropping the image with a size of 

312 × 312 pixels for further analysis (Figure 2c and 2d). The image size of 312 × 312 pixels 

represented a physical size of 70 cm × 70 cm.  

Image Enhancement and De-Noising 

Image enhancement and de-noising techniques were applied in a same way as they 

were written in Chapter III, Section 3.2.2. Contrast limited adaptive histogram equalization 

(CLAHE) is an image enhancement method that was initially developed by (Pizer et al., 

1987) and extensively used for medical images (Zuiderveld, 1994). CLAHE is based on 

adaptive histogram equalization (Ding et al.) and designed to broadly apply to low-quality 

images (Pizer et al., 1987) to avoid noise and reduce the edge-shadowing effect (Reza, 

2004). CLAHE algorithm supplies a better contrast, preserves image details (Qiao et al., 

2017), and provides maximum entropy compared to other histogram equalization 

algorithms (Kuran & Kuran, 2021). CLAHE adopted a regional scheme that divides an 

image into multiple sections and applies individual histograms for each section to prevent 

over-contrast. CLAHE generates relatively uniform levels of intensities of an image 

regardless of the illumination of the original image. CLAHE avoids amplifying the noise 
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by limiting sudden increases of slopes in the cumulative probability density function of the 

histogram (Choi et al., 2016). 

CLAHE was used as an image-enhancement technique for dropped citrus fruit 

detection on the ground in varying illumination conditions in the study of Choi et al. (2016) 

and compared with the standard histogram equalization image enhancement technique. 

CLAHE controlled the over-contrasting, and the images were preserved in detail as a result 

of the CLAHE algorithm. CLAHE demonstrated to enhance the images that had more 

significant gaps in brightness levels between dark and bright regions. CLAHE enhanced 

the brightness of all images to have a constant image brightness level among the in-field 

collected datasets (Choi et al., 2016). De-noising techniques help recover the original 

image from a noisy measurement (Buades et al., 2005). Buades, Coll, and Morel (2005) 

proposed a new image denoising technique called the non-local means. This technique is 

based on the non-local averaging of all pixels in the image.  

In this study, CLAHE image enhancement technique was applied to the turfgrass 

ROI images. The image enhancement and denoising steps are demonstrated in Figure 3 on 

page 41. 

Step 1. Each RGB ROI image was converted into an HSV (hue, saturation, value) 

image.  

Step 2. CLAHE was applied on the V channel of the HSV image. 

Step 3. The processed V channel of the image was merged back with its HS 

channels. 

Step 4. The new HSV image was converted into an RGB image. 

Step 5. The new RGB turfgrass images were converted into gray-scale images. 
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Step 6. The gray-scale image was de-noised with the non-local means image 

denoising technique. 

Dataset Balancing 

The collected turfgrass images were divided into four classes based on the ground 

truth and used to develop the image classification algorithms. Class 1 included images rated 

≥ 7, labeled as “High” (Figure 4a on page 44). Class 2 had images rated as 6 and 6.5, 

labeled as “Acceptable” (Figure 4b on page 44). Class 3 included images rated 5 and 5.5, 

labeled as “Poor” (Figure 4c on page 44). Class 4 included images with ratings between 1 

and 4, labeled as “Very poor” (Figure 4d on page 44). A borderline between the ratings of 

6 and 7, 5 and 6 could be crucial for the interest of turfgrass evaluators. The collected 

turfgrass image dataset was imbalanced among various rated classes due to dissimilar 

turfgrass quality expression under field conditions, as demonstrated in (Table 2 on page 

43). 

The random under-sampling technique was applied for the majority class (“Poor” 

class) to eliminate the majority of this class samples. An oversampling technique, the 

synthetic minority oversampling technique (SMOTE), was adopted for the minority classes 

(“High,” “Acceptable,” and “Very poor” classes) to solve the imbalanced data issue 

(Chawla et al., 2002). SMOTE was the first developed oversampling technique that became 

a favored method for imbalanced datasets. SMOTE generates artificial but related minority 

samples at the data level by randomly sampling the line segments between neighboring 

minority instances (Gao et al., 2019; Kovacs, 2019). SMOTE outperforms other data 

augmentation methods like random oversampling, resulting in overfitting when duplicated 

data is used. SMOTE solved the overfitting issue and did not duplicate data but generated 
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synthetic data, therefore the new dataset becomes balanced. SMOTE has several variants 

(Kovacs, 2019), but in this study, the minority classes were oversampled with the original 

SMOTE. The majority class ("Poor") was under-sampled from 309 to 200 and 309 to 250 

to reduce the computational time. 

4.2.3 Feature Extraction with Pre-trained Convolutional Neural Networks 

Selecting the right set of features for machine learning algorithms has always been 

a challenging task (Simon & Uma, 2020). Deep learning models can process complex input 

data without giving specific pre-configurations to the traditional feature extractors and 

without the need for feature selection. Deep learning can be used as a powerful feature 

extraction method and combined with traditional machine learning techniques. Features 

have a central role in machine learning systems, but features are detailed data. Deep 

learning-based feature extraction can effectively compress this complicated data in a lower 

dimensional representation without losing information (Maggipinto et al., 2019). The deep 

neural network can capture a high level of features from the initial convolution layers. Then 

other layers are promoted to generate a high level of features in the last layers of the DNN 

architecture (Simon & Uma, 2020). 

In this study, pre-trained Convolutional Neural Networks (CNN) based on transfer 

learning, such as VGG Networks, Inception, Xception, ResNet, NASNet, and EfficientNet, 

were used. These pre-trained models are among the top pre-trained models with the highest 

accuracy rates (Misimi et al., 2017; Chen et al., 2022; Kounalakis et al., 2019; Astani et 

al., 2022; Cruz et al., 2019; d’Andrimont et al., 2022; Bollis et al., 2022); therefore, they 

were selected for this study. Using pre-trained CNN models is faster and simpler than 

training a CNN model with randomly initialized weights. Even though the before-
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mentioned pre-trained models achieved the highest accuracy rates, their accuracy rate is 

not significantly different from each other. To the best of the author’s knowledge, there has 

not been enough study on deep learning-based feature extraction for turfgrass 

classification. This study used deep learning-based feature extraction to find the best 

extractor and feed the supervised machine learning classifiers. The following deep 

learning-based feature extractors were used: VGG16, VGG19, Xception, InceptionResNet-

v2, ResNet-101, ResNet-152, NASNetLarge, EfficientNet-B0, EfficientNet-B1, and 

EfficientNet-B2.  

VGG16 is a convolutional neural network model proposed by Simonyan and 

Zisserman (2014). VGG16 has an increased depth using an architecture with very small (3 

× 3) convolution filters. The model has a depth of 16 weight layers (Simonyan & 

Zisserman, 2015) and the default input layer takes images of 224 × 224 pixels (Atila et al., 

2021). VGG19 has 16 convolutional layers and 3 fully connected layers. VGG19 uses a 

stack of small convolutional filters of 3 × 3, followed by multiple non-linearity layers, just 

like VGG16. VGG19 increases the depth of the network and contributes to learning more 

complex features. The network depth is essential for obtaining high classification accuracy 

(Mahdianpari et al., 2018). The default input layer takes images of 224 × 224 pixels, like 

VGG16 (Atila et al., 2021). 

Xception was developed by Google, Inc. (Mountain View, CA). Xception is a CNN 

that has 71 deep layers. Xception significantly outperforms Inception V3 on a larger image 

classification dataset comprising 350 million images and 17,000 classes. Xception has the 

same number of parameters as Inception V3 but uses the model parameters more efficiently 

than Inception V3 (Chollet, 2016). InceptionV3, which is the third release of Inception V1 
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architecture, which was developed by (Szegedy et al., 2013). The default input layer takes 

images of 299 × 299 pixels. 

InceptionResNet-v2 is a CNN that is trained on more than a million images from 

the ImageNet database and is 164 layers deep. (Szegedy et al., 2015). ResNet is a residual 

network that has deeper layers than other neural networks. It has a deeper bottleneck 

architecture. ResNet is learning the residual representation functions instead of learning 

the signal representation directly. ResNet-101 is a convolutional neural network that is 101 

layers deep, and ResNet-152 is 152 layers deep. ResNet-152 has lower complexity than 

VGG16 and 19 (He et al., 2015). 

NASNetLarge is another CNN trained on more than a million images from the 

ImageNet database. NASNet can perform state-of-the-art accuracy (between 82.7% and 

96.2%) with a 2.4% error rate when transferred to ImageNet classification without 

requiring many changes. Various versions of NASNet networks exist with different 

computational demands. Image features learned by NASNet can be transferred to other 

computational vision problems (Zoph et al., 2018). The default input layer takes images of 

331 × 331 pixels. 

EfficientNet is one of the state-of-the-art models that can reach 84.4% accuracy 

rate with 66 M parameter in the ImageNet classification problem. It achieves more efficient 

results by uniformly scaling depth, width, and resolution while scaling down the model. 

The compound scaling method searches for a grid to find the relationship between the 

different scaling dimensions of the baseline network under a fixed resource constraint. 

Then, a suitable scaling factor for depth, width and resolution dimensions will be defined. 

The coefficients will be applied to scale the baseline network to the desired target network 
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(Atila et al., 2021). 

4.2.4 Image Classification 

Turfgrass images were classified the same way as it was written in Section 3.2.5. 

Four commonly used machine learning classifiers in texture analysis were chosen in this 

study: Support Vector Machine (SVM), Random Forest (Sperfeld et al., 2018), XGboost, 

and Logistic Regression (LR). SVM, Random Forest, and LR were selected because they 

worked effectively for turfgrass quality ratings in the preliminary study. XGBoost classifier 

was selected based on its computational speed and model performance on large datasets. 

Figure 10 demonstrates the implementation of the image classifiers.  

 

Figure 10 The procedure of the image classification. 

4.2.5 Evaluation Metrics for Classifiers Performance 

The same evaluation metrics were used as in Chapter III. The following metrics 

were used to assess the performance of the trained models on testing datasets: 
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Where TP is true positive, TN is true negative, FP is false positive, and FN is false 

negative. The precision rate is equivalent to the proportion of correctly classified instances 

(Stehman, 1997). Accuracy is the proportion of correct predictions (true positives and true 

negatives) among the total number of cases analyzed. Precision is the fraction of relevant 

instances among the retrieved instances, where predictions are relevant or correct. It is the 

concept of consistency or the ability to group well. Recall, also known as sensitivity, is the 

fraction of relevant retrieved instances. F1 metric is a weighted harmonic mean of Recall 

and Precision (Powers, 2019). 

4.2.6 Experimental Design 

Experiments (Figure 11) were carried out to test the developed image processing 

algorithms to find the best classifiers for turfgrass quality rating. The experiments were 

conducted in the open-source Anaconda Spyder (Anaconda Inc., Austin Texas, USA) 

environment using Python programming language. The developed algorithms ran on a 

computer with a processor of an 11th Gen Intel(R) Core (TM) i7-1165G7 @ 2.80 GHz, and 

a memory of 32.0 GB RAM at the speed of 3200 MHz. 
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Figure 11 Experimental procedures for training and testing the proposed methods for 
turfgrass quality classification using deep features. 
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The dataset was randomly divided into 80% training and 20% testing datasets after 

dataset balancing. The training dataset was used to train the classifiers, and the testing 

dataset was utilized to determine the performance metrics of the best machine learning 

classifiers. Selecting the best deep learning-based feature extractor with the best classifier 

was the goal of the experiments. Another objective of this study was to compare deep 

feature extraction with feature extractors (Gabor filter and GLCM) utilized in machine 

learning from Chapter III. Two groups of tests were conducted, respectively, to classify the 

samples into two classes: “Acceptable” and “Poor,” and four classes: “High,” 

“Acceptable,” “Poor,” and “Very poor.” Ten deep-learning based feature extractors were 

tested. For each feature extractor method, one sample size (number of images), two group 

of tests, the default input image size, and four classifiers were used. Total 80 different tests 

were conducted (Table 9). 

 



85 
 

Table 10 The experimental setup to find the best classifiers and deep learning-based 
feature extractor for turfgrass quality classification. 

Sample 
size 

Number of 
classes to be 

classified 
Feature extractor Classifiers applied 

Default input 
image size 

(pixels) 

250 
Two classes 

 
Four classes 

VGG16 

Logistic Regression 
Random forest 

SVM 
XGBoost 

224 × 224 

250 
Two classes 

 
Four classes 

VGG19 

Logistic Regression 
Random forest 

SVM 
XGBoost 

224 × 224 

250 
Two classes 

 
Four classes 

Xception 

Logistic Regression 
Random forest 

SVM 
XGBoost 

299 × 299 

250 
Two classes 

 
Four classes 

InceptionResNet-v2 

Logistic Regression 
Random forest 

SVM 
XGBoost 

299 × 299 

250 
Two classes 

 
Four classes 

ResNet-101 

Logistic Regression 
Random forest 

SVM 
XGBoost 

224 × 224 

250 
Two classes 

 
Four classes 

ResNet-152 

Logistic Regression 
Random forest 

SVM 
XGBoost 

224 × 224 

250 
Two classes 

 
Four classes 

NASNetLarge 

Logistic Regression 
Random forest 

SVM 
XGBoost 

331 × 331 

250 
Two classes 

 
Four classes 

EfficientNet-B0 

Logistic Regression 
Random forest 

SVM 
XGBoost 

224 × 224 

250 
Two classes 

 
Four classes 

EfficientNet-B1 

Logistic Regression 
Random forest 

SVM 
XGBoost 

240 × 240 

250 
Two classes 

 
Four classes 

EfficientNet-B2 

Logistic Regression 
Random forest 

SVM 
XGBoost 

260 × 260 
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Hyper-parameter tuning was applied to all selected classifiers to choose a set of 

optimal hyperparameters for better prediction results (Bishop, 1995). GridSearchCV 

library in Python 3.9.8 was used for hyper-parameter optimization and preventing 

overfitting (Chen et al., 2021). Table 4 on page 40 demonstrates the hyper-parameter 

tunning in the chosen classifiers. GridSearchCV library performed k-fold cross-validation 

for the training dataset. The default option of 5-fold cross-validation was used in this study. 

4.3  Results and Discussion 

4.3.1 Experimental Results of the Two-Class Tests 

For the two classes tests (“Acceptable” and “Poor” demonstrated in Table 9), SVM 

achieved 91% classification accuracy rate with ResNet-101 deep learning-based feature 

extractor with the default image size 224 × 224 pixels. ResNet-101 deep learning-based 

feature extractor proved to be the best feature extractor for the sample size of 250. Logistic 

Regression also performed well with ResNet-101, achieving an 89% accuracy rate. 

XGBoost achieved 86% accuracy rate, while Random forest achieved 85% accuracy rate. 

VGG16 deep learning-based feature extractor performed the second highest overall 

accuracy rates for turfgrass image classification. SVM achieved 89% accuracy rate, 

Random forest achieved 88% accuracy rates, XGBoost achieved 85%, and Logistic 

Regression 83% accuracy rate. EfficientNet-B1 deep learning-based feature extractor 

performed the third highest overall accuracy rates for turfgrass image classification. SVM 

and Logistic Regression achieved 87% accuracy rate, XGBoost 82% accuracy rate, and 

Random forest 81% accuracy rate. InceptionResNet-v2 demonstrated to be the weakest 

deep learning-based feature extractor with machine learning classifiers achieving the 
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lowest accuracy rates for turfgrass image classification. SVM achieved 61% accuracy rate, 

Logistic Regression 56%, Random forest 55%, and XGBoost 52% accuracy rate. 

Overall, SVM machine learning classifier demonstrated to be the best performing 

classifier with deep learning-based feature extractors, and Random forest was the weakest 

classifier for ResNet-101 and EfficientNet-B1 deep learning-based feature extractors. 

Logistic regression was the weakest classifier for VGG16 deep learning-based feature 

extractor. 

 



88 
 

Table 11 Results of the two classes’ experiments for each classifiers and deep learning-
based feature extractors in the testing dataset for a 250-sample size. 

Feature extractor Classifier applied 
The best accuracy 

for the testing 
dataset (%) 

Default input image 
size 

(pixels) 

VGG16 

SVM 89 

224 × 224 Random forest 88 
XGBoost 85 

Logistic Regression 83 

VGG19 

SVM 81 

224 × 224 Random forest 79 
XGBoost 80 

Logistic Regression 84 

Xception 

SVM 71 

299 × 299 Random forest 74 
XGBoost 80 

Logistic Regression 73 

InceptionResNet-v2 

SVM 61 

299 × 299 Random forest 55 
XGBoost 52 

Logistic Regression 56 

ResNet-101 

SVM 91 

224 × 224 Random forest 85 
XGBoost 86 

Logistic Regression 89 

ResNet-152 

SVM 86 

224 × 224 Random forest 82 
XGBoost 81 

Logistic Regression 86 

NASNetLarge 

SVM 79 

331 × 331 Random forest 81 
XGBoost 82 

Logistic Regression 79 

EfficientNet-B0 

SVM 84 

224 × 224 Random forest 81 
XGBoost 79 

Logistic Regression 83 

EfficientNet-B1 

SVM 87 

240 × 240 Random forest 81 
XGBoost 82 

Logistic Regression 87 

EfficientNet-B2 

SVM 81 

260 × 260 Random forest 79 
XGBoost 82 

Logistic Regression 78 
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The precision rate was higher again for the “Poor” class (95%) than the 

“Acceptable” (87%), as shown in Table11. It is because the original number of the rendered 

images before balancing for the “Poor” class was 309, while for “Acceptable” it was 192. 

The “Poor” class had more varieties of images than “Acceptable”, providing more images 

for training. 

 

Table 12 The best classifier performed on two classes with a sample size of 250. 

Classifier 
applied 

Feature 
extractor 

Accuracy 
(%) Class Precision 

(%) 
Recall 
(%) 

F1 metric 
(%) 

SVM ResNet-
101 91 Poor 95 87 91 

Acceptable 87 95 91 
 

Figure 12 Confusion matrix for Support Vector Machine classifier with ResNet-101 deep 
learning-based feature extractor applied to two classes with a sample size of 250. 

 

A confusion matrix (Figure 12) was generated to visualize the performance of the 

best classifier on turfgrass quality ratings. The confusion matrix helped to visualize each 
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class's prediction errors within the selected classifiers. SVM machine learning classifier 

with ResNet-101 deep learning-based feature extractor incorrectly predicted four images 

as "Acceptable" and five as "Poor." Distinguishing the "Poor" quality turfgrass from 

"Acceptable" was challenging, particularly differentiating turfgrass rated as 5 or 6. 

Creating a two-classes dataset was necessary to test the capability of the proposed method 

in this study and to analyze the performance of the classifiers on these two critical classes 

("Poor" and "Acceptable"). 

4.3.2 Experimental Results of the Four-Class Tests 

For the four classes tests (“High,” “Acceptable,” “Poor,” and “Very poor” 

demonstrated in Table 13), ResNet-152 deep learning-based feature extractor achieved the 

highest classification accuracy rate (86%) with SVM for the testing dataset with a sample 

size of 250, with 224 × 224 pixels image sizes. XGBoost also performed well with ResNet-

152, achieving an 85% accuracy rate. Random forest and Logistic Regression achieved 

80% accuracy rates. 

ResNet-101 deep learning-based feature extractor performed the second highest 

overall accuracy rates for turfgrass image classification. SVM achieved 84% accuracy rate, 

XGBoost and Logistic Regression achieved 82% accuracy rates, and Random forest 81% 

accuracy rate. VGG16 deep learning-based feature extractor performed the third highest 

overall accuracy rates for turfgrass image classification. SVM achieved 85% accuracy rate, 

Logistic Regression achieved 84% accuracy rate, XGBoost 81% accuracy rate, and 

Random forest 78% accuracy rate. InceptionResNet-v2 demonstrated to be the weakest 

deep learning-based feature extractor with machine learning classifiers achieving the 
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lowest accuracy rates for turfgrass image classification. XGBoost achieved 64% accuracy 

rate, Logistic Regression 61%, Random forest 59%, and SVM 58% accuracy rate. 

Overall, SVM machine learning classifier demonstrated to be the best performing 

classifier with deep learning-based feature extractors, and Random forest was the weakest 

classifier. 
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Table 13 Results of the four classes’ experiments for each classifiers and deep learning-
based feature extractors in the testing dataset for a 250-sample size. 

Feature extractor Classifier applied 
The best accuracy 

for the testing 
dataset (%) 

Default input image 
size 

(pixels) 

VGG16 

SVM 85 

224 × 224 Random forest 78 
XGBoost 81 

Logistic Regression 84 

VGG19 

SVM 83 

224 × 224 Random forest 78 
XGBoost 79 

Logistic Regression 82 

Xception 

SVM 81 

299 × 299 Random forest 71 
XGBoost 76 

Logistic Regression 77 

InceptionResNet-v2 

SVM 58 

299 × 299 Random forest 59 
XGBoost 64 

Logistic Regression 61 

ResNet-101 

SVM 84 

224 × 224 Random forest 81 
XGBoost 82 

Logistic Regression 82 

ResNet-152 

SVM 86 

224 × 224 Random forest 80 
XGBoost 85 

Logistic Regression 80 

NASNetLarge 

SVM 79 

331 × 331 Random forest 73 
XGBoost 77 

Logistic Regression 81 

EfficientNet-B0 

SVM 84 

224 × 224 Random forest 77 
XGBoost 80 

Logistic Regression 82 

EfficientNet-B1 

SVM 80 

240 × 240 Random forest 82 
XGBoost 82 

Logistic Regression 83 

EfficientNet-B2 

SVM 84 

260 × 260 Random forest 79 
XGBoost 79 

Logistic Regression 83 
 

ResNet-152 deep feature extractor (Table 14) worked better for four classes and 

performed the best with SVM classifier. ResNet-101 worked better for two classes, 
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possibly because ResNet-101 has 101 layers, therefore performing better on a two classes, 

and ResNet-152 has 152 layers performing better on four classes. Both ResNets have 224 

× 224 pixels default image sizes. The precision rate was the highest (98%) for the “High” 

class (rated as 7), probably due to the low number of originally rendered images (17) from 

the 3D scans that gave less variations among the balanced images. Since our original 

dataset was imbalanced, SMOTE generated synthetic samples of the original 17 images to 

increase the number of images to 250. A high precision rate for the “High” class was 

expected. The second highest precision rate (90%) was achieved for the “Very poor” class 

(rated between 1 and 4) due to the very low quality of turfgrass samples, the texture of the 

turfgrass was less dense, and the turfgrass images contain bare soil. It was easy to rate them 

as poor quality. 

There is a possibility of overfitting using SMOTE before dividing the original 

dataset into training and testing datasets, which could mean the training and testing datasets 

are dependent on each other. It is recommended in a future study to assess the likelihood 

of overfitting; the dataset could be divided into training and testing datasets, and then 

SMOTE should be applied to the training dataset. Then, these two approaches (applying 

SMOTE before and after the dataset was divided) could be compared. However, SMOTE 

is a synthetic minority oversampling technique, a data augmentation technique that 

generates synthetic data. SMOTE generates artificial but related minority samples at the 

data level by randomly sampling the line segments between neighboring minority instances 

(Gao et al., 2019; Kovacs, 2019). SMOTE solved the overfitting issue and did not duplicate 

data but generated synthetic data; therefore, the new dataset becomes balanced (Gao et al., 

2019), as it was described in Section 4.2.2. 



94 
 

Table 14 The best classifier performed on four classes with a sample size of 250. 

Feature 
extractor 

Classifier 
applied 

Accuracy 
(%) 

Class Precision 
(%) 

Recall 
(%) 

F1 metric 
(%) 

ResNet-
152 SVM 86 

Very poor 90 90 90 
Poor 78 71 75 

Acceptable 78 84 81 
High 98 100 99 

 

Figure 13 Confusion matrix for Support Vector Machine classifier with ResNet-152 deep 
learning-based feature extractor applied to four classes with a sample size of 250. 

 

A confusion matrix (Figure 13) was generated to visualize the performance of the 

best classifier (SVM) on turfgrass quality classification with ResNet-152 deep learning-

based feature extractor. SVM classifier with ResNet-152 deep feature extractor predicted 

incorrectly one image as “High” quality turfgrass, 11 images as "Acceptable”, 11 images 

as "Poor", and five images as “Very poor” quality turfgrass. It also might be due to the 

limited number of images presented for these two classes, and their quality was more 

pronounced than for "Poor" and "Acceptable" classes. Comparing the precision rates of 
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"Poor" and "Acceptable" classes when four classes were present (as shown in Table 13), 

the "Poor" class the same precision score (78%) as the "Acceptable" turfgrass quality. The 

confusion matrix (Figures 13) confirmed that distinguishing the "Poor" class from the 

"Acceptable" is a challenging task. 

4.3.3 Comparison of machine learning- and deep learning-based feature extractors 

This section focused on comparing the traditional machine learning feature 

extractors (Gabor filter and GLCM) utilized in Chapter III with the deep learning-based 

feature extractors used in this Chapter (IV). SVM demonstrated to be the best classifier 

with Gabor filter (for four classes) and the deep feature extractors (for both classes). 

Therefore, only the accuracy rates of SVM were compared in this section. Since the default 

input image sizes differed for each deep learning-based feature extractor (images ranged 

between 224 × 224 pixels to 331 × 331 pixels), the accuracy results of SVM with Gabor 

filter or GLCM were compared with image size 200 × 200 pixels. 

Eight out of ten (Figure 14) deep learning-based feature extractors achieved higher 

accuracy rates for two classes than the traditional machine learning classifier (Gabor filter 

and GLCM), improving turfgrass quality classification on in-field images. Xception and 

InceptionResNet-v2 presented the same or worse performance than Gabor filter (71%) and 

GLCM (69%), with 71% and 61% accuracy, respectively. Table 15 demonstrates the 

comparison of the best machine (GLCM) and deep learning (ResNet-101) feature 

extractors for the two classes (“Poor” and “Acceptable”). 
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Figure 14 Accuracy rates (%) of SVM when machine and deep learning-based feature 
extractors were applied to two (“Acceptable” and “Poor”) turfgrass quality classes. The 

red line was set above the machine learning-based feature extractors for comparison. 

Table 15 Comparison of the best Machine and Deep Learning feature 
extractors applied for two classes (“Poor” and “Acceptable”) 

 

Six out of ten (Figure 15) deep learning-based feature extractors achieved higher 

accuracy rates for four classes than the traditional machine learning classifier (Gabor filter 

and GLCM. Deep learning-based feature extraction provides a better image recognition 

than machine learning-based feature extraction since the neural networks become deeper, 

which means it has more layers, and due to the complexity of the learning method (Subasi, 

Technique Classifier Feature extractor Accuracy (%) 
Machine learning Random forest GLCM 81 

Deep learning SVM ResNet-101 91 
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2020). The results demonstrated the complexity of classifying multiple classes. However, 

SVM can solve multiclass problems (Koklu & Ozkan, 2020), with the latest state-of-the-

art classification models, it is recommended to split the multiclass problem into two binary 

classification problem (Sevastianov & Shchetinin, 2020). SVM presented to be an effective 

learning algorithm with deep features for different plant species recognition (Dourado-

Filho & Calumby, 2021). Koklu and Ozkan (2020) achieved 93% accuracy rate with SVM 

model for classifying seven different dry bean varieties (Koklu & Ozkan, 2020). 

Xception, InceptionResNet-v2, NASNetLarge and EfficientNet-B1 presented the 

same or worse performance than Gabor filter (81%) and GLCM (52%), with 81%, 58%, 

79% and 79% accuracy, respectively. The accuracy rate did not improve that much for four 

classes using deep feature extractors than for two classes. Table 16 demonstrates the 

comparison of the best machine (Gabor filter) and deep learning (ResNet-152) feature 

extractors for four classes (“Very poor”, “Poor”, “Acceptable”, and “High”). 
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Figure 15 Accuracy rates (%) of SVM when machine and deep learning-based feature 
extractors were applied to four (“High”, “Acceptable”, “Poor” and “Very poor”) turfgrass 
quality classes. The red line was set above the machine learning-based feature extractors. 

 

Table 16 Comparison of the best Machine and Deep Learning feature extractors applied 
for four classes (“Very poor”, “Poor”, “Acceptable”, and “High”) 

Technique Classifier Feature extractor Accuracy (%) 

Machine learning SVM 
XGBoost Gabor filter 82 

Deep learning SVM ResNet-152 86 
 

4.4  Conclusions 

This study identified deep learning-based features to feed machine learning 

classifiers used in Task 1 (Chapter III) and compared accuracy rates with the accuracy rates 
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achieved in Task 1 for turfgrass quality ratings. The overall goal of this research was to 

utilize the advantages of machine and deep learning methods for turfgrass quality 

classification on data collected from a research field in Oklahoma. It was the first-time 

deep feature extractors were utilized to feed the machine learning classifiers for turfgrass 

quality classification. Deep learning-based feature extractors maximized the performance 

of the machine learning classifiers compared to the traditional (Gabor filer and GLCM) 

feature extractors. 

ResNet-101 deep feature extractor with SVM classifier achieved the highest 

precision rate (91%) for two classes (“Acceptable” and “Poor” turfgrass quality). ResNet-

152 deep feature extractor with SVM classifier achieved the best precision rate (86%) for 

four classes (“High”, “Acceptable”, “Poor”, and “Very poor” turfgrass quality). The 

performance of the developed algorithms for turfgrass quality classification was validated 

and reported. The presented method and pipeline will further assist researchers to develop 

a smartphone application and software for turfgrass quality evaluation. The software and 

smartphone application will assist turfgrass breeders and evaluators to conveniently rate 

the turfgrass in-field in real time. 
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CHAPTER V 
 
 

REAL-TIME DETECTION OF PEANUT FLOWERS WITH THE NEW HIGH-

PERFORMANCE DEEP LEARNING DETECTOR YOLOX 

 

 

 

ABSTRACT: In several studies, deep learning algorithms demonstrated feasibility for 

flower detection and recognition in images. YOLOX is a new high-performance object 

detector that is the latest in the YOLO (You Only Look Once) deep learning network series 

that trains on full images and directly optimizes detection performance. No study has been 

done on peanut flower detection before. This study used deep learning algorithms using 

the latest YOLOX models to detect peanut flowers (Arachis hypogaea) from images 

collected from a peanut research station. YOLOX-L and YOLOX-X models were 

compared with each other with different data augmentation configurations to find the best 

YOLOX object detector for peanut flower detection. The original Mosaic and MixUp data 

augmentation strategies built-in the YOLOX models were applied to the training and  
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validation datasets. For experimental purposes, the data augmentation was reduced or 

enhanced. Another experiment was when the data augmentation strategy, MixUp, was 

turned off or on. The mean average precision (mAP) evaluation metric was used to evaluate 

the performance of the YOLOX models. The original 300 epoch recommended by YOLOX 

developers was tested on the training/validation dataset and was reduced to 100 based on 

several preliminary tests. YOLOX-X achieved 90.37% mAP with weak/reduced data 

augmentation on the testing dataset. The average inference time for the unseen images in 

the testing dataset was 0.134 seconds. YOLOX-X demonstrated feasibility for detecting 

peanut flowers from in-field acquired images. The presented method will assist researchers 

in developing a counting method on peanut flowers in images and implementing the 

detection technique with required minor modifications for other crops or flowers. 

 

Keywords: Flower Detection, In-Field Images, Peanut flower, Reduced Data 
Augmentation, YOLOX Models 

 

5. 1. Introduction 

Flower detection is challenging because it requires significant training process. 

Classification is another challenge to represent images of flowers mathematically (Lodh & 

Parekh, 2017). Another challenging issue with flower detection and counting from images 

is the heavily overlapped objects by leaves or another flower or fruit (Lin & Chen, 2018). 

Individual flower detection and accurate location determination by a vision-based system 

could help farmers obtain yield estimation and mapping. Knowledge of the accurate 

number of flowers also assists farmers in making a better decision in advance on cultivation 

practices and the size of the harvest (Lin & Chen, 2018). 
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It is possible to identify objects like flowers in images with a deep learning system. 

The learning subsystem is often a classifier and can detect or classify patterns in the input 

image (LeCun et al., 2015). Objects recognition is challenging in computer vision (Lin et 

al., 2017), especially for small objects. Large scale differences between object instances 

produce an extreme challenge to the scale invariance properties of convolutional neural 

networks (Singh & Davis, 2018). A few studies proposed multiple solutions to lessen the 

issues arising from scale variation and small object instances. These solutions include 

features from the layers near the input, combined with deep layers to detect small object 

instances. Therefore, training can be performed over various scales and several other 

architectural innovations (Dai et al., 2016; Lin et al., 2017; Singh & Davis, 2018; Szegedy 

et al., 2013). 

Traditional machine vision algorithms are used to detect flowers from images taken 

within the lab or indoor conditions but are mainly based on the color and shape of the 

flowers (Li et al., 2022). Therefore, traditional machine vision algorithms are not robust 

enough and proved inaccurate in complex environments like images taken from the field 

(Tian, Chen, & Wang, 2019). Studies that used traditional machine vision techniques were 

focused on flowers with distinguishable colors from the background. They used 

complicated algorithms with many fixed thresholds that resulted in methods that are only 

applicable to some specific conditions (Liu et al., 2020, Fu et al., 2021). Deep learning 

algorithms have many advantages over traditional machine learning algorithms for object 

detection and recognition. With deep learning techniques, extracting and selecting 

discriminating features can be addressed efficiently due to the robust feature learning 

capabilities (Hasan et al., 2021). 
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YOLO (You Only Look Once) is a deep learning network structure that divides the 

image into sparse grids and makes multi-class and multi-scale predictions per grid cell. 

YOLO came out in 2016 as a new object detection approach (Redmon et al., 2016). Sparse 

grids are numerical techniques first introduced by Zenger (1991) that represent, integrate, 

and interpolate high dimensional functions. Computer algorithms use this high dimensional 

function to overcome the problem of dimensionality. Sparse grids prevent using classical 

numerical discretion schemes in more than three dimensions under the appropriate 

regulatory assumption (Jochen, 2012). With YOLO, object detection became a single 

regression problem, where a single convolutional network simultaneously can predict 

multiple bounding boxes and their class probabilities. This means YOLO trains on full 

images and directly optimizes detection performance, which results in several benefits over 

traditional object detection techniques (Redmon et al., 2016).  

The benefits of the YOLO series are based on its architecture, which has subsets of 

fixed-size anchor boxes at different resolutions of feature maps at different levels inside 

the network for multiscale training. This makes YOLO a fast (faster than Faster R-CNN) 

but an accurate framework for object detection (Koirala et al., 2019). Since 2016, YOLO 

went through many development and improvements to the YOLO series. The speed and 

accuracy of YOLOv1 were improved in YOLOv2, which received a higher resolution 

classifier and anchor boxes (Koirala et al., 2019). YOLOv3 improved the detection of 

YOLOv2 by adding detection of multiple scales to help detect smaller objects, such as 

flowers (Mazzia et al., 2020). YOLOv3 outperformed in terms of speed Mask R-CNN 

(Dorrer & Tolmacheva, 2020). The accuracy of YOLOv4 was significantly higher than 

SSD (single shot detector) and Faster R-CNN, and the detection speed of YOLOv4 was 
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higher than YOLOv3 (Kim, Sung, & Park, 2020). YOLOv4 achieved the best detection 

results on kiwifruit flowers and buds. YOLOv4 demonstrated to perform well on small 

objects like kiwi buds. (Li et al., 2022). Wu et al. (2020) proposed an apple flower detection 

method based on YOLOv4. Using YOLOv4 resulted in fast and accurate apple flower 

detection from in-field images. The different species of apples and the different angles of 

sunlight or cloudy conditions did not impact the flower detection results (Wu et al., 2020). 

The speed and accuracy again were improved in the YOLOv5 model. 

The latest YOLO series is YOLOX, which came out in 2021. YOLOX is a new 

high-performance object detector. YOLOX has a YOLOv3 baseline with a decoupled head 

(Figure 16) to overcome the conflict between classification and regression tasks in object 

detection. Get et al. (2021) demonstrated through a couple of experiments that the original 

coupled detection head of the former YOLO detectors harmed the performance; therefore, 

the coupled detection head was replaced with a decoupled head that also improved the 

convergence speed (Ge et al., 2021). Convergence speed demonstrates how quickly the 

sequence of a numerical analysis approaches its limit. Faster algorithms usually use 

second-order information about the problem functions when calculating the search 

direction (Arora, 2012). A decoupled detection head in the YOLOX models is an advanced 

detection technique. The decoupled head was widely used for classification and 
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localization in most of other detectors such as RetinaNet, R-CNN, and SSD (Ge et al., 

2021). 

Figure 16 Illustration of the proposed decoupled detection head in the YOLOX models 
by Ge et al. (2021).  

 

The architecture of YOLOX consists of three main parts: the backbone, neck, and 

head. The backbone refers to the feature extractor network. The neck part of YOLOX 

detectors operates as feature fusion. The decoupled head of YOLOX works as the classifier 

and regressor. The decoupled head significantly improved the converging speed and 

achieved better results than the original YOLOv3 head. YOLOX performance was 

enhanced by adding Mosaic and MixUp built-in, robust data augmentation strategies inside 

the object detector. Mosaic is an efficient data augmentation strategy and has been widely 

utilized in previous YOLO detectors (Ge et al., 2021). Mosaic is a data augmentation 

method that was first introduced in YOLOv4. Mosaic mixes four training images together 

to have four different contexts to allow detection of objects outside their normal context 
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(Bochkovskiy, Wang, & Liao, 2020). The MixUp was designed for image classification, 

but later it was modified in Bag of Freebies (BoF) for object detection (Zhang et al., 2018; 

Zhang et al., 2019). Bag of Freebies is an image MixUp method that was developed to 

improve the object detector performance (Zhang et al., 2019). 

Peanut flower counts may indicate future yield. But collecting flower count data is 

labor-intensive and scales poorly in large fields. Detecting flowers in images collected from 

the field is crucial before developing a peanut flower counting method. Digital imaging 

combined with deep learning approaches may provide a fast and non-destructive alternative 

to manual flower counts in the future. This study aimed to use deep learning algorithms 

using YOLOX models to detect peanut flowers (Arachis hypogaea) from RGB images 

collected from a field. To the best of the author's knowledge, no study has been done on 

peanut flower detection; neither YOLOX deep learning model has been implemented in 

the agricultural field yet. YOLOX was chosen based on its capability to detect small objects 

such as peanut flowers.  

5. 2. Material and Methods 

5.2.1 Image acquisition 

This study acquired RGB (red, green, and blue color model) images of peanut plants 

during the flowering stage from a peanut research field at Oklahoma State University 

(OSU) Caddo research station in Fort Cobb, Oklahoma. The research field consisted of 24 

peanut canopies planted with Spanish cultivars (FloRun' 107', OLé, and Valencia C). 

Peanut plant images were collected three times between July 19th and August 9th, 2021, 

during the flowering stage (reproductive growth stage of the peanut), using a Microsoft 

Kinect v2 camera (Microsoft Inc., Redmond, WA, USA), capturing the full size of a peanut 
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plot with an extra bare soil on the view. The camera settings included a field of view 

between 70 × 60 degrees, with a 1920 × 1080 pixels resolution. The other camera 

specifications can be found in Table 9. The pictures were taken during different weather 

conditions (sunny and cloudy) between 9 am and 11 am (Farjon et al., 2020). The changing 

sun angle naturally causes variation in the images that helps to develop a more robust 

detection system (Gao et al., 2020). 

Table 17 Microsoft Kinect v2 Camera specification. 

Characteristics Value 
Color camera resolution 1920 × 1080 pixels 
Framerate 30 frames/second 
Shutter type Global shutter 
Operative measuring range From 0.5 m to 4.5 m 

 

The data acquisition program ran on a Dell laptop (Table 15). The camera was 

installed on a remote-controlled vehicle (Figure 17) at 110 cm (1.1 m) above the ground to 

capture the full size of a peanut plot at all growing stages. The spatial resolution of the 

image captured by a Microsoft Kinectv2 camera was 1.4 mm × 1.4 mm when the camera 

is installed at a height ranging between 50 cm to 300 cm (Lachat et al., 2015; Kurillo et al., 

2022). The purpose of utilizing the remote-controlled vehicle was to make data collection 

consistent and fast. The vehicle speed of 0.6 m/s was preliminarily determined through 

tests for the maximum velocity that could run over the plots while collecting clear images 

based on the camera framerate. Each image (Figure 18) was recorded in JPG file format on 

a Dell personal computer. The digital images were acquired by facing the camera vertically 

above the peanut plant. The size of the images was 1920 × 1080 pixels. A data acquisition 

program was written in Python 3.7 using libraries Pykinectv2, NumPy, and OpenCV 4.5.5 

version, to collect the data streaming from the camera. 
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Table 18 Dell personal computer specification. 

Information 
Operating system  Windows 10 Enterprise 64-bit 
System model Dell Inc. Inspiron 5567 
Processor Intel® Core™ i7-7500U CPU @ 2.70 GHz 2.90 

GHz 
Installed memory 
(Chauhan et al.) 

8.00 GB 

System type 64-bit Operating System, x64-based processor 
 

 

Figure 17 The remote-controlled vehicle built to capture peanut plot images. 

 

 

 

 

Microsoft Kinect V2 
Camera 

Laptop 
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Figure 18 Example for an RGB image of the peanut plant. 

 

5.2.2 YOLOX-L and YOLOX-X Object Detection Models  

To detect peanut flowers in the selected RGB images, the new high-performance 

detectors YOLOX-L and YOLOX-X were chosen in this study. Ge et al. (2021) tested 

different backbones with different sizes for YOLOX models. The speed and accuracy of 

different YOLOX object detectors with 300 epochs were compared. YOLOX-L and 

YOLOX-X achieved the highest average precision rate (AP) with Modified CSP v5 

backbones. In YOLOX detection models, Ge et al. (2021) developed an anchor-free 

pipeline since the original anchor-based pipeline for YOLOv3 had many problems. The 

anchor-free pipeline lowers the number of designed parameters and applies several 

heuristic tuning and maneuvers resulting in better performance. The tuning causes the 

training and decoding phase to be more straightforward (Ge et al., 2021) 
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Ge et al. (2021) appointed the center location of each object as the positive sample 

and pre-defined a scale range. These changes decreased the parameters of giga floating-

point operations per second (GFLOPS) of the YOLOX detectors. Floating-point operations 

per second (FLOPS) is a computer performance unit (Society, 1985). As a result, YOLOX 

detectors achieved better performance and faster detection time than the earlier versions of 

the YOLO series (Ge et al., 2021). 

The difference between YOLOX-L and YOLOX-X models is the number of 

parameters and GFLOPS. The number of parameters for YOLOX-L is 54.2 million, and 

for YOLOX-X is 99.1 million. The number of parameters improve the performance of the 

detector. The GFLOPS is one for YOLOX-L, and 155.6 for 281.9 YOLOX-X (Ge et al., 

2021). Also, YOLOX-L and YOLOX-X models were selected based on the original 

YOLOX documentation. The documentation states that the YOLOX-X and L models can 

receive better training results for cloud or high-performance GPU (Graphics Processing 

Unit) deployment (Ge et al., 2021). Therefore, YOLOX-L and YOLOX-X were selected 

in this study to achieve better training results because the experiments (discussed in detail 

in the 5.2.6 section) were performed on a GPU provided by Google Colab Pro. 

5.2.3 Preparation for the Object Detection Models 

Images that contained peanut flowers were manually selected from the original, 

acquired RGB images. Images that did not contain any flowers were deleted. Due to the 

framerate of the camera and the speed of the remote-controlled vehicle, the same flower 

appeared in several images at a slightly different angle. Only one of these images was 

selected to prevent the object detection model from memorizing the flower rather than 

learning it, which leads to overfitting. With the manual selection, 176 RGB images were 
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chosen for flower detection. The selected 176 RGB images were uploaded to Roboflow 

(Roboflow, Inc. Des Moines, Iowa), where the images were manually annotated as 

rectangles with a label called “peanut.” These annotated images served as the “ground 

truth” for the evaluating the performance (detail in section 5.2.5) of the deep learning 

models. Labeling served both as training the images and providing the “ground truth”. The 

size of the rectangles was only big enough to cover the entire peanut flower. The number 

of the generated annotations was 331, which means the total number of flowers in the 176 

images. Then, the images were resized to 640 × 640 pixels on an OpenCV library on 

Python. This image resizing function utilized the nearest-neighbor interpolation method. 

The reason this size of the image (640 × 640 pixels) was chosen was that the original 

YOLOX creators suggested it for YOLOX models (Ge et al., 2021). 

The bounding box is an imaginary rectangle used to identify a target, serve as a 

reference point (ground truth) for object detection, and create a collision box for the 

detected object. Therefore, this is a crucial step for training the object detection model. In 

solving complex problems (that come from the complexity of environmental data), the 

differences in bounding box sizes are inevitable because even two identical objects have 

different sizes on an image because of their distance and angle of the camera. In this study 

for peanut flower detection, there are several challenges to face with. First, there are no 

identical flowers in size, even in nature. Second, flowers do not bloom at the same time. 

Therefore, some might be fully open while others just started to open. Third, since the 

moving camera is used for data acquisition, even the same peanut flower in the same 

position in the canopy has different sizes due to the changing angle of the moving camera. 

Fourth, the position of the flowers compared to the camera are different because some 
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peanut flowers are located on the bottom of the canopy or the top. Lastly, some peanut 

flowers might be occluded, which changes the size of the peanut flowers compared to those 

peanut flowers that are fully visible (not occluded). Therefore, because of the before-

mentioned reasons, having the exact size of bounding boxes would mean that some 

annotations will not have the whole image of the flower. For smaller flowers, extra 

information would be given to the detection model, which leads to false and incomplete 

training that leads to low and false object detection results. 

The labeled and resized images were exported in XML (Pascal VOC) format 

(recommended format for YOLOX detectors) to a notebook developed by Roboflow 

(Roboflow, Inc. Des Moines, Iowa) on Google Colab Pro. Google Colab is a product of 

Google Research that hosted the Jupyter notebook service. This notebook service does not 

require setup but provides access to computing resources, including GPU 

(https://research.google.com). As shown in Figure 19, a variety of images were collected 

affected by the natural light conditions that led to having a robust detection model (Gao et 

al., 2020). These images demonstrate the original height of the camera without zooming 

into images. Images were pre-processed, processed, and analyzed without zooming into 

the pictures. 
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Figure 19 Examples for annotated images with a variety of natural light conditions. 
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These images demonstrate the original height of camera without zooming in the picture. 

5.2.4 Dataset Splitting and Augmentation Configuration 

In this study, 176 RGB images were divided into 80% (142) training dataset, 10% 

(17) validation, and 10% (17) testing using the supported VOC (Visual Object Challenge) 

data format for YOLOX models. Data augmentation is an important step in deep learning 

that helps to teach the network the preferred invariance and robustness properties 

(Ronneberger, Fischer, & Brox, 2015; Dosovitskiy et al., 2014). The added Mosaic and 

MixUp data augmentation strategies for YOLOX detectors were utilized. Mosaic data 

augmentation was introduced by Wei et al. (2020). Mosaic data augmentation improved 

the recognition ability of the deep learning detection models in images with complex 

backgrounds. The complex backgrounds helped to detect objects in a different context. 

Mosaic allows deep learning detection models to learn to identify objects at a smaller scale 

than other data augmentation strategies (Wei et al., 2020). Mosaic data augmentation was 

first introduced and utilized in the YOLOv4 model (Bochkovskiy et al., 2020), an earlier 

series before YOLOX models. MixUp data augmentation generates weighted combinations 

of random image pairs from the training data. Mosaic expands the training distribution by 

incorporating prior knowledge into the raw input vectors. In this way, linear interpolations 

of feature vectors will lead to linear interpolations of the associated targets. MixUp only 

needs a few lines of code and minimal computation (Zhang et al., 2018). 

The built-in data augmentation configurations for YOLOX-L and YOLOX-X are 

shown in Table 11. The data augmentation strategies were applied to the training and 

validation datasets. For experimental purposes, the configurations of the data augmentation 

were changed to generate a reduced or an enhanced data augmentation. The configuration 

for the weak and strong data augmentation strategy can also be found in Table 11. The 
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original YOLOX documentation suggested that depending on the model size, the degree 

of the data augmentation should be changed. A weak data augmentation works better for 

small models, while an enhanced data augmentation is recommended for large models or 

small size of datasets (Ge et al., 2021). This statement from the original YOLOX 

documentation has been tested. 

Table 19 Data augmentation configurations. 

Operation Values for original 
augmentation 

Values for weak 
augmentation 

Values for strong 
augmentation 

Degrees 10.0 5.0 50.0 
Translate 0.1 0.05 0.5 
Scale (0.1,2) (0.1,2) (0.1,2) 
Mosaic scale (0.8, 1.6) (0.8, 1.6) (0.8, 1.6) 
Shear 2.0 1.0 5.0 
Perspective 0 0 0.5 
Enable MixUp True/False False False 

 

5. 2. 5 Evaluation of the Performance of the Detectors 

The primary performance metric to measure the accuracy of the object detectors is 

average precision (AP, in Equation 18). The model predictions' outcome must be 

determined to define average precision. These outcomes are true positive (TP), false 

positive (FP), and false negative (FN). In object detection, true negative (TN) does not 

apply due to the infinite number of bounding boxes that should not be detected on the 

image. True positive (TP) is the correct detection of a ground-truth bounding box (Figure 

20). False positive (FP) is an incorrect detection of a non-existent object or a misplaced 

detection of an existing object. False negative (FN) is an undetected ground truth bounding 

box (Padilla, Netto, & da Silva, 2020). 
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Figure 20 An example for peanut (flower) label, bounding box, and confidence score of 
the object detector. 

 

The intersection over the union (IoU, in Equation 15) should be calculated to 

determine correct or incorrect detection. Intersection over the union is based on the Jaccard 

index, a coefficient of similarity for two data sets. Intersection over the union (Figure 21) 

measures the overlapping area between the predicted bounding box and the ground truth 

bounding box. In the formula, “A” refers to the ground truth bounding box, and “B” refers 

to the predicted bounding box. It is a number between 0 and 1, where 0 means there is not 

any overlap between the ground truth and predicted boxes, while 1 means a perfect overlap. 

(Padilla, Netto, & da Silva, 2020).  

𝐼𝑜𝑈 = 	 |]	∩#||]∪#|
  (30) 
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Figure 21 Intersection over the union (IoU). 

 

After the intersection over the union is calculated, it has to be compared with a 

given threshold (t). If IoU ≥ t, the detection is correct. If IoU < t, the detection is incorrect. 

The threshold value (t) is commonly set to 50% or greater than that (e.g., 50% to 95%) for 

object detection (Padilla, Netto, & da Silva, 2020). However, some studies (Bargoti and 

Underwood, 2017; Sa et al., 2016) suggested that IoU ≥ 20% and IoU ≥ 40% worked better 

to detect small flowers (like apple flowers) and relatively small fruit sizes in the images. In 

this study, the intersection over union (IoU) was set to thresholds of IoU ≥ 50% and IoU ≥ 

50% to 95% to evaluate the performance of the YOLOX-L and YOLOX-X models and to 

define the detection accuracy of peanut flowers. 

The evaluation of object detection methods is based on precision and recall (Padilla, 

Netto, & da Silva, 2020). Precision is the fraction of relevant instances among the retrieved 

instances, where predictions are relevant or correct. It is the concept of consistency or the 

ability to group well. Recall, also known as sensitivity, is the fraction of relevant retrieved 

instances (Stehman, 1997). Precision (P) and recall (R) can be defined as (Equations 27 

and 28): 

𝑃 = 	 [Y
[Y+\Y

= [Y
&MM	`7/7L/(2)8

  (27) 
 

𝑅 = 	 [Y
[Y+\J

= [Y
&MM	5120)`	/10/68

  (28) 
 

Where the green box demonstrates the ground truth 
bounding box, and the red box demonstrates 
the prediction box. 
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The shape of the precision (P) × recall (R) curve can be summarized by averaging 

the maximum values at a set of all equally spaced recall levels. Therefore, average precision 

(AP) can be obtained by interpolating the precision at each level, taking the maximum 

precision (Pinterp(R)) whose recall value is greater than or equal Rn+1 (each class = n) 

(Padilla, Netto, & da Silva, 2020). 

𝐴𝑃&MM = ∑ (𝑅)+- − 𝑅))𝑃()/71a(𝑅)+-))   (31) 

where 

𝑃()/71a(𝑅)+-) = 	𝑚𝑎𝑥𝑅b:𝑅b≥𝑅𝑛+1𝑃(𝑅)�  (32) 

In this study, mean average precision (mAP) evaluation metric was used to evaluate 

the performance of the YOLOX-L and YOLOX-X models. Mean average precision (mAP) 

is the mean of average precision (AP) over all classes. In this study, the mean average 

precision (mAP) rates were reported for the given thresholds of IoU ≥ 50% (mAP 50) and 

IoU ≥ 50% to 95% (mAP 50-95). 

𝑚𝐴𝑃 = ∑ ]Y8
;
8<0
)

  (33) 

Confidence score (Equation 34) is another evaluation metric that demonstrates the 

probability that the bounding box will contain the target object, which is the peanut flower 

in this study. Object detectors predict the location of the objects of a given class in an image 

with a certain confidence score (Figure 20). The confidence score reflects how likely the 

bounding box contains an object of interest and how confident the classifier is about it 

(Erhan et al., 2014). 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = 𝑝1(𝑜𝑏𝑗𝑒𝑐𝑡) × 𝐼𝑜𝑈  (34) 

Where pr (object) refers to the object in the predicted bounding box. 
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5. 2. 6 Experimental Design 

The experiments were performed on the GPU provided by Google Colab Pro. The 

system was initialized with a Tesla T4 professional graphics card (NVIDIA, Santa Clara, 

CA) and 24 GB of RAM. The YOLOX-L and YOLOX-X detectors were trained and tested 

on the network parameters suggested by (Ge et al., 2021) since those parameters achieved 

the highest performance with the selected detectors. The network initialization parameters 

were the following: the input image sizes were 640 pixels × 640 pixels, batch size was set 

up to 1, and the original recommended epoch size was reduced to 100 to overcome the 

overfitting issue in this study. The other training configurations can be found in Table 17. 

The parameters demonstrated in Table 17 correspond to the original parameters in 

YOLOX-L and YOLOX-X models. MixUp data augmentation strategy was turned on and 

off for experimental purposes. Also, the overall data augmentations were enhanced or 

reduced for experimental purposes based on preliminary results. The experimental design 

for peanut flower detection is demonstrated in Figure 22. 

 

Table 20 Initialization parameters and training configurations for YOLOX-L and 
YOLOX-X detectors. 

Parameter Value 
Size of the input images 640 pixels ×640 pixels 
Batch 1 
Momentum 0.9 
Maximum epoch 100 
Decay 0.0005 
Basic learning/image 0.01/64 
Minimum learning ratio 0.05 
Classes 1 
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Figure 22 Experimental procedures for YOLOX detection models. 
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5. 3. Experimental Results and Discussion 

To find the best YOLOX detection model for peanut flower detection, including 

occluded flowers, YOLOX-L and YOLOX-X were utilized and compared. In this study, 

the mean average precision (mAP) rates were reported for the given thresholds of IoU ≥ 

50% (mAP 50) and IoU ≥ 50% to 95% (mAP 50-95). 

5. 3. 1 Evaluation Metrics on the Training/Validation Dataset 

Based on several preliminary tests, the original recommended 300 epoch (Ge et al., 

2021) was reduced to 100. Figure 23a demonstrates the number of epochs tested on the 

training/validation dataset for mAP50 values, and Figure 23b demonstrates the same tests 

for mAP50:95 values. As observable in Figure 23, after reaching 100 epoch the detection 

model was experiencing possible overfitting. 

Figure 23 The tested number of epochs on the training/validation dataset for mean 
average precision (mAP): a) demonstrates the number of epoch tested for mAP50, and b) 

for mAP50-95 values on the training/validation dataset for YOLOX-X with the original 
data augmentation. 

 

This study reported the mAP values for the training/validation dataset to compare 

and show no significant difference between the mAP values in the training/validation and 
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testing dataset. It indicates that the detection model did not experience the overfitting 

problem. The overfitting issue in machine learning occurs when the performance on the 

training dataset increases but the performance decreases on the testing or unseen dataset 

(Hawkins, 2004). In this study, the detection model did not have any overfitting issues 

because 

1. the original dataset was manually selected to prevent memorization, 

2. the dataset was then randomly divided into training, validation, and testing 

datasets, 

3. data augmentation technique was applied, and 

4. the configuration was applied to prevent overfitting, including the 

modification of the epoch size recommended by the original YOLOX documentation (Ge 

et al., 2021). Preventing memorization is when any similar or same images were prevented 

from being placed in the training and testing dataset.  

YOLOX-X achieved 89.81% mAP at the IoU threshold 0.5 (mAP50) when MixUp 

was turned off. YOLOX-L achieved 80.59% mAP at the same IoU threshold without 

MixUp, as demonstrated in Table 20. As suggested in the original YOLOX documentation, 

no changes were made to the training settings first to obtain good training results (Ge et 

al., 2021). Then, the degree of the data augmentation was enhanced or reduced to improve 

the models and achieve better training results. Table 21 demonstrates both models' 

training/validation results with applied weak or strong data augmentation. YOLOX-X 

achieved 90.37% mAP at the IoU threshold 0.5 (mAP50) when weak augmentation was 

applied, while YOLOX-L achieved 81.81%. 
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Table 21 Comparison of YOLOX-L and YOLOX-X models for peanut flower detection 
in terms of mean average precision for the training/validation dataset with and without 

MixUp. 

Model Image size Parameters GFLOP With MixUp Without MixUp 
mAP50 mAP50-95 mAP50 mAP50-95 

YOLOX-L 640 × 640 
pixels 

54.2 M 155.6 86.51% 42.60% 80.59% 37.41% 

YOLOX-X 640 × 640 
pixels 

99.1 M 281.9 81.52% 38.22% 89.81% 49.56% 

 

Table 22 Comparison of YOLOX-L and YOLOX-X models for peanut flower detection 
in terms of mean average precision for the training and validation dataset with weak and 

strong data augmentation. 

Model Image size Parameters GFLOP 
Weak data 

augmentation 
Strong data 

augmentation 
mAP50 mAP50-95 mAP50 mAP50-95 

YOLOX-L 640 × 640 
pixels 

54.2 M 155.6 81.81% 45.66% 89.94% 51.25% 

YOLOX-X 640 × 640 
pixels 

99.1 M 281.9 90.37% 44.57% 81.81% 41.30% 

 

5. 3. 2 Evaluation Metrics on the Testing Dataset 

After the training step, the acquired optimal weight for each model was chosen to 

run the evaluation metrics on the testing dataset. Weights are internal adjustable parameters 

inside the model that will be modified to reduce the error between the output scores and 

the desired pattern of scores during training. Weights define the input and output function 

of the deep learning system. The learning algorithm computes a gradient vector. The 

gradient vector for each weight demonstrates how much the error would increase or 

decrease if the weight increased slightly. Then, the weight vector is adjusted in the opposite 

direction to the gradient vector (LeCun et al., 2015). The confidence score was set up to 

25%. There was no significant difference between the YOLOX-L and YOLOX-X detectors 

during the testing when the MixUp data augmentation strategy was turned on and off 

(Table 22). 



124 
 

YOLOX-L demonstrated a higher mAP rate with the MixUp data augmentation 

strategy on the testing dataset than YOLOX-X and achieved similar results to the training 

dataset. YOLOX-X achieved better mAP results when the MixUp data augmentation 

strategy was turned off. The reason the detector performed better without MixUp might be 

because the peanut flowers were small relative to the full size of the images. It is also 

notable to mention that the peanut flowers appeared small when leaves occluded them. 

Table 23 demonstrates both models' testing results with applied weak or strong data 

augmentation. YOLOX-X achieved 90.37% mAP at the IoU threshold of 0.5 (mAP50) 

when weak augmentation was applied, like for the training/validation dataset. YOLOX-L 

achieved 81.82% for the mAP50 value same result as for the training/validation dataset. 

Overall, YOLOX-X with weak data augmentation achieved the highest mAP result at the 

IoU threshold of 0.5 (mAP50). 

Table 23 Comparison of YOLOX-L and YOLOX-X models for peanut flower detection 
in terms of mean average precision for the testing dataset with and without MixUp. 

Model Image size Parameters GFLOP With MixUp Without MixUp 
mAP50 mAP50-95 mAP50 mAP50-95 

YOLOX-L 640 × 640 
pixels 

54.2 M 155.6 84.83% 39.98% 80.59% 38.59% 

YOLOX-X 640 × 640 
pixels 

99.1 M 281.9 78.12% 37.10% 88.96% 48.74% 

 

Table 24 Comparison of YOLOX-L and YOLOX-X models for peanut flower detection 
in terms of mean average precision for the testing dataset with weak and strong data 

augmentation. 

Model Image 
size Parameters GFLOP 

Weak data 
augmentation 

Strong data 
augmentation 

mAP50 mAP50-95 mAP50 mAP50-95 
YOLOX-L 640 × 640 

pixels 
54.2 M 155.6 81.81% 44.71% 89.25% 50.44% 

YOLOX-X 640 × 640 
pixels 

99.1 M 281.9 90.37% 43.10% 81.82% 42.00% 
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Yan et al. (2021) achieved 81.7% mAP for apple detection with a YOLOv5 model 

(the model before YOLOX), 82.01% mAP with a YOLOv4 model, and 71.8% mAP with 

a YOLOv3 model (the baseline of YOLOX) (Yan et al., 2021). Li et al. (2022) detected 

kiwifruits and buds comparing YOLOv3 and YOLOv4 models. They reported 80.98% 

mAP for a YOLOv3 model and 91.49% mAP for a YOLOv4 model with an input image 

size of 608 pixels ×608 pixels (Li et al., 2022). Zhou et al. (2021) achieved 89% mAP for 

strawberry maturity classification using a YOLOv3 model using near-ground digital 

camera images (Zhou et al., 2021). 
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Figure 24 Peanut flower inference performed with YOLOX-X with weak augmentation. 
a) demonstrates the annotated image before detection, and b) is the detected peanut 

flower. 

 

Figure 24a demonstrates an example for the peanut flower before inference, while 

Figure 24b demonstrates the correctly detected peanut flower. Inference refers to the 

process of predicting detections for the testing of unseen images that only require one 

network. The training process also involves inference since each time an image is fed into 
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the deep neural network (DNN), the network will try to classify the image (Redmon et al., 

2016). After identifying YOLOX-X as the best model for this study with weak data 

augmentation configurations, the average inference time was considered for possible future 

practical application (Figure 25). The average inference time for 17 unseen images in the 

testing dataset was 0.134 seconds using NVIDIA Tesla T4 GPU 24 GB of RAM provided 

by Google Colab Pro. Birell, Hughes, Cai, and Iida (2019) detected iceberg lettuce in 0.212 

seconds. The author used a YOLOv3 model (which is the baseline of the new YOLOX 

models) and network was trained on a PC with a 4.5 GHz Intel i7-7700k CPU and an 

NVIDIA 1080Ti GeForce GTX GPU (Birrell et al., 2020). 
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Figure 25 a) demonstrates an example for input image and b) the output image for the 
YOLOX-X detection model with weak data augmentation when inference time was 

0.1606 s. The pink flag placed at the entry point of the peanut canopy on the field just 
served to identify the Spanish peanut cultivar. 

 

a) 

b) 
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5. 4. Conclusions 

This study developed deep learning algorithms using YOLOX models to detect 

peanut flowers (Arachis hypogaea) from RGB images collected from a peanut research 

station in Oklahoma. It is the first-time peanut flowers developed during the blooming 

stage have been detected on RGB images. The RGB images of peanut flowers included 

occluded peanut flowers and visible ones. This study was also the first attempt to 

implement the new high-performance detector YOLOX. YOLOX-X with weak data 

augmentation configurations achieved the highest mean average precision result (mAP) at 

the IoU threshold of 0.5 (mAP50). The feasibility of detecting peanut flowers from in-field 

acquired images with YOLOX-X was demonstrated. The suitable data augmentation 

configurations were tested, and the average inference time for the unseen images in the 

testing dataset was reported. The presented method and pipeline will further assist 

researchers and agricultural scientists in developing a counting method on flowers in 

images and implementing the detection technique with required minor modifications for 

other crops or flowers. 
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CHAPTER VI 
 
 

SUMMARY AND GENERAL CONCLUSIONS 

 

 

 

This dissertation developed in-field data acquisition systems and machine learning-

based data processing and analysis approaches for turfgrass (Cynodon species) quality 

classification and peanut flower (Arachis hypogaea) detection. The first chapter introduced 

the background of the problem and need for the research study. Most of the turfgrass quality 

studies (Ding et al., 2016; Karcher & Richardson, 2003; Parra et al., 2020; Richardson et 

al., 2001) using image processing focused on the general percentage of turfgrass cover, 

color evaluation, and weed detection. To the best of the author's knowledge, no turfgrass 

image classification study has been done to distinguish turfgrass quality classes such as 

“Very poor”, “Poor”, “Acceptable”, and “High”. Differentiating acceptable class from poor 

is challenging for human evaluators but is a crucial step to do. The critical question is to 

investigate the possibility of distinguishing acceptable class from poor turfgrass quality 

using digital image processing techniques. 
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To the best of the author's knowledge, no study has been done on peanut flower 

detection on images, neither on in-field images nor collected in the lab. Neither YOLOX 

model has been implemented in the agricultural field before. Overall, data acquisition 

systems for peanut flower detection and turfgrass quality rating based entirely on Python's 

high-level programming language are unavailable and have not been reported yet to the 

best of the author's knowledge. The developed data acquisition and evaluation system in 

this dissertation can be applied in the future to other plants and crops, such as strawberries. 

The study also prepared image datasets for turfgrass quality rating and peanut flower 

detection, which have not been accessible in any online database before. 

The second chapter introduced recent literature related to this research study. The 

third chapter classified different turfgrass qualities into two (“Poor” and “Acceptable”) and 

four classes (“Very poor,” “Poor,” “Acceptable,” “High”) from images using supervised 

machine learning techniques. The study aimed to identify highly significant features to feed 

classifiers and eventually find the best machine learning classifiers. The study also 

proposed a straightforward in-field data collection method, which was time and cost-

effective, and convenient for an experimental field (49 m × 15 m size) that had 252 warm-

season turfgrass plots in nine columns and 28 rows. The utilized small-field image 

acquisition tool at the same time achieved a similar outcome to the traditional image 

acquisition methods described in other studies. This was the first study to use a novel in-

field data acquisition tool, the 3D Scanner App with Apple iPhone 12 Pro's camera with a 

LiDAR sensor that provided high resolution of rendered turfgrass images. The battery life 

lasted for the entire time of data acquisition. Using the latest and existing smart 
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technologies for data collection, such as smartphones, can serve as valuable tools for 

research studies. 

Random under-sampling was applied for the majority class (“Poor” class), 

synthetic minority oversampling technique (SMOTE) was adopted for the minority classes 

(“High,” “Acceptable,” and “Very poor” classes) to solve the imbalanced data issue. There 

is a possibility of overfitting using SMOTE before dividing the original dataset into training 

and testing datasets, which could mean the training and testing datasets are dependent on 

each other. It is recommended in a future study to assess the likelihood of overfitting. The 

dataset could be divided into training and testing datasets, and then SMOTE should be 

applied to the training dataset. Then, these two approaches (applying SMOTE before and 

after the dataset was divided) could be compared. However, SMOTE is a synthetic minority 

oversampling technique, a data augmentation technique that generates synthetic data. 

SMOTE generates artificial but related minority samples at the data level by randomly 

sampling the line segments between neighboring minority instances (Gao et al., 2019; 

Kovacs, 2019). SMOTE solved the overfitting issue and did not duplicate data but 

generated synthetic data; therefore, the new dataset becomes balanced (Gao et al., 2019). 

Gabor filter and Gray Level Co-Occurrence Matrix (GLCM) feature extractors 

were applied to the turfgrass images to examine and compare their performance on 

turfgrass quality classification. Four commonly used machine learning classifiers were 

chosen in this study: Support Vector Machine (SVM), Random Forest (Sperfeld et al., 

2018), XGboost, and Logistic Regression, to find the best classifiers for different turfgrass 

quality ratings. 
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Experiments were carried out with two (“Poor”, “Acceptable”) and four (“Very 

poor,” “Poor,” “Acceptable,” “High”) determined classes. GLCM feature extractor with 

Random forest classifier achieved the highest accuracy rate (81%) for the testing dataset 

for two classes (“Poor” and “Acceptable” turfgrass qualities). For four classes (“Very 

poor,” “Poor,” “Acceptable,” and “High” turfgrass qualities), Gabor filter proved to be the 

best feature extractor and performed the best with SVM and XGBoost classifiers achieving 

82% accuracy rates. An unsupervised machine learning approach is advised for future 

turfgrass image classification. Deep learning techniques are also recommended for future 

turfgrass image classification studies since deep learning can outperform the accuracy rate 

of machine learning techniques. 

The fourth chapter used the same turfgrass images rendered from the 3D scans 

obtained in the third chapter. Also, the same or very similar approaches were utilized for 

turfgrass quality classification. The study aimed to identify deep learning-based features to 

feed machine learning classifiers used in Chapter III and compare accuracy rates with the 

accuracy rates achieved in Chapter III for turfgrass's quality ratings. The overall goal of 

this research was to utilize the advantages of machine and deep learning methods for 

turfgrass quality classification on data collected from a research field in Oklahoma. Deep 

learning-based feature extractors maximized the performance of the machine learning 

classifiers compared to the traditional (Gabor filter and GLCM) feature extractors. 

ResNet-101 deep feature extractor with SVM classifier achieved the highest 

accuracy rate (91%) for two classes (“Acceptable” and “Poor” turfgrass quality). ResNet-

152 deep feature extractor with SVM classifier achieved the best accuracy rate (86%) for 

four classes (“High”, “Acceptable”, “Poor”, and “Very poor” turfgrass quality). The 
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performance of the developed algorithms for turfgrass quality classification was validated 

and reported. The presented method and pipeline will further assist researchers to develop 

a smartphone application and software for turfgrass quality rating. The software and 

smartphone application will assist turfgrass breeders and evaluators to conveniently rate 

the turfgrass on-field and real time. 

The fifth chapter aimed to develop deep learning algorithms to identify peanut 

(Arachis hypogaea) flowers for the Spanish varieties 107, OLE, and Val_C using the new 

high-performance YOLOX detection models. YOLOX-L and YOLOX-X models were 

compared with different data augmentation configurations to find the best YOLOX object 

detector for peanut flower detection. Peanut flowers (Arachis hypogaea) were detected 

from RGB images collected from a peanut research station in Oklahoma. It is the first-time 

peanut flowers developed during the blooming stage have been detected on RGB images. 

The RGB images of peanut flowers included occluded peanut flowers and visible ones. 

YOLOX-X with weak data augmentation configurations achieved the highest mean 

average precision result (mAP) at the IoU threshold of 0.5 (mAP50). The feasibility of 

detecting peanut flowers from in-field acquired images with YOLOX-X was demonstrated. 

The suitable data augmentation configurations were tested, and the average inference time 

for the unseen images in the testing dataset was reported. The presented method and 

pipeline will further assist researchers and agricultural scientists in developing a counting 

method on flowers in images and implementing the detection technique with required 

minor modifications for other crops or flowers. 

 

 



135 
 

Overall, this dissertation contributed to:  

• The generation of new image datasets for a variety of turfgrass qualities and peanut 

flower data that have not been accessible in any online database before to the best 

of the author’s knowledge. The online database can reduce the time spent on in-

field data acquisition, which is time-consuming, limited to seasons, costly, and 

provides uncertain quality of images. Access to an online database can help 

researchers develop new methods and algorithms for data processing with already 

tested and good-quality data. 

• Tested and validated the performance of three methods (Chapter III: supervised 

machine learning for classifying different turfgrass qualities; Chapter IV: 

supervised machine learning with deep learning-based feature extractors for 

classifying different turfgrass qualities, and Chapter V: using a deep learning 

approach to detect peanut flowers from in-field images). 

• The tested and validated methods in Chapter IV for turfgrass quality classification 

will further assist researchers to develop a smartphone application and software 

for turfgrass quality rating. The software and smartphone application will assist 

turfgrass breeders and evaluators to conveniently rate the turfgrass on-field and 

real time. 

• The presented method and pipeline for peanut flower detection in Chapter V will 

further assist researchers and agricultural scientists in developing a flower 

counting method in images. 
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• Implementing the peanut flower detection technique proposed in this dissertation 

will assist researchers in developing their detection method for other crops or 

flowers with required minor modifications. 

For future work: 

• Random under-sampling for the majority class (“Poor”) and SMOTE adopted for 

the minority classes (“High,” “Acceptable,” and “Very poor”) could be applied 

after dividing the dataset into training and testing datasets and compare two 

approaches (applying SMOTE before and after the dataset was divided) to assess 

the likelihood of overfitting.  

• It is recommended to collect more images in the future, especially for the minority 

classes where turfgrasses rated 6 and above. Having more than 17 images in the 

“High” class would give more realistic precision rates for this class and a more 

negligible difference between resampling 17 images up to 200 or 250 sample sizes. 

• An unsupervised machine learning approach is advised for future turfgrass image 

classification. 

• Another approach can be transfer learning, a machine learning technique that 

focuses on storing knowledge gained while solving one problem and applying it 

to a different but related problem. For instance, knowledge gained while learning 

to recognize plants could be applied to detecting turfgrass (Turkoglu & Hanbay, 

2019). 

• Deep learning techniques are also recommended for future turfgrass image 

classification studies since deep learning can outperform the accuracy rate of 

machine learning techniques. 
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• It is recommended to test and validate other object detectors than YOLOX models 

for peanut flower detection to see if the mean average precision rate can be 

improved.  
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Figure A1 The Bermudagrass (Cynodon species) nursery located at Oklahoma State 

University's Agronomy Farm in Stillwater, Oklahoma. Map was retrieved from Google 
Maps on September 26, 2021. The Bermudagrass plots used in this study is highlighted in 

red. 
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Table A1 Details and information on the turfgrass research at the Turf Research Center 
(B28 field). The table also demonstrates an example on turfgrass ratings. Information is 

provided by turfgrass expert and evaluator.1 
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46 feet (14.0 m) of total width, 51.8” (1.31m) per plot 
 

 
1 Base fertilizer was applied and incorporated into soil at a rate of 400 lbs per acre before 
transplanting. Bermudagrass and zoysiagrass were planted on June 24, 2020, and July 15, 
2020, respectively. After full establishment, nine-inch clean alleys were maintained by 
periodic applications of Roundup herbicide to preserve the fidelity of adjacent plots. No N 
application is given when grass is under drought stress. 
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Figure A2 Fort Cobb peanut field, Caddo County, Oklahoma. Map was retrieved from 

Google Maps on September 26, 2021. The peanut plant plots used in this study is 
highlighted in red.  
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