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Abstract

Vehicular ad-hoc networks (VANETs) facilitate vehicles to broadcast beacon mes-

sages to ensure road safety. The goal behind sharing the information through beacon

messages is to disseminate network state or emergency information. The exchange

of information is susceptible to security attacks of different kinds. Amongst various

problems to be solved in VANETs is the issue of rogue nodes and their impact on the

network. Rogue nodes are malicious vehicles that are vicious to cause severe damage

to the network by modifying or altering false data in beacon messages that could

lead to catastrophic consequences like trapping a group of vehicles, road accidents,

vehicle collisions, etc. This thesis discusses the problems associated with the security

VANETs in the presence of rogue nodes.

We proposed three novel intrusion detection frameworks to detect the rogue nodes

responsible for false information, Sybil, and platoon control maneuver attacks only by

analyzing and comparing the beacon messages broadcast over the network. The nov-

elty of our frameworks lies in containing network damage and securing VANETs from

the harmful impact of rogue nodes. The proposed frameworks are simulated using

SUMO, OMNET++, and VENTOS, and the results obtained have been presented,

discussed, and compared to existing frameworks. Results show that the developed

methods improve the systems’ performance compared to existing methods even when

the number of rogue nodes increases in the region.
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Chapter 1

Introduction

Vehicular ad-hoc networks (VANETs) has evolved from mobile ad hoc networks

(MANETs) with distinguished characteristics like high mobility and rapid change in

topology. VANETs allow the vehicles to communicate with each other and exchange

safety as well as non-safety information between the vehicles as messages [1,2]. Safety

information includes road accident, roadblock, accident information, etc. Non-safety

information includes tolling information, entertainment, etc. A report given by the

association for safe and international road travel (ASIRT) concluded that nearly 1.25

million people die in road crashes each year, and distracted driving is one of the major

reasons for road crashes [3]. As a result, VANETs emerged as the promising solution

with a motivation to improve the road safety by reducing road accidents [3, 4].

Figure 1.1: V2I Communication in VANETs.
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1.1 Communication in VANETs

Vehicle to vehicle communication (V2V) and vehicle to infrastructure communication

(V2I) are the two communication techniques used in VANETs. V2V allow the vehicles

to communicate with each other directly using a multi-hop technique as long as

the vehicles are in the transmission range of each other [3]. V2V communication is

purely ad-hoc in nature since vehicles communicate with each other directly without

infrastructure. Hence, it is less expensive when compared to V2I communication.

Also, one main advantage of V2V communication is reduced communication overhead.

However, it is not suitable for long-distance communication [5,6]. A sample scenario

of V2V and V2I communication is depicted in Fig. 1.1.

Figure 1.2: V2I Communication in VANETs.

V2I communication allows the vehicles to communicate with each other over a

long distance using a multi-hop technique with the help of roadside infrastructure

like road side units (RSU), etc. [3]. An advantage of V2I communication is providing

support for the long distance communications. However, a considerable amount of

communication overhead is involved in the transmission of messages. Enabled by a

network of hardware, software, and firmware, the V2I technology is typically wireless

and bi-directional. V2V and V2I communications are also known as short distance

2



and long distance communications respectively. A sample scenario V2I communica-

tion is depicted in Fig. 1.2.

Figure 1.3: DSRC spectrum with one control channel and six service channels.

V2V and V2I communications in VANETs depends on the dedicated short range

communication (DSRC) protocol. DSRC consists of a set of protocols for transmitting

safety and non-safety information between vehicles and also between vehicles and

RSU. Also, it employs the institute of IEEE 802.11p and IEEE 1609 standards for

managing the performance of the network by wireless access in vehicular environment

(WAVE) systems. The federal communication commission (FCC) set aside 75 MHz

bandwidth of 5.9 GHz (5.850 GHz to 5.925 GHz) band for vehicular communication

[7, 8], represented in Fig. 1.3.

DSRC has one control channel and six service channels for communication, in

which the control channel is used to transmit safety information such as road acci-

dents, natural hazards, etc. and the service channels are used to transmit non-safety

information such as parking information, personal messages, etc. [3, 9] However, the

performance of DSRC significantly decreases as the number of vehicles increases in the

system. For example, regions like Manhattan are always congested with more num-

ber of vehicles at most all times resulting in the increase of load on DSRC spectrum,

leading to instability in DSRC.
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1.2 Applications of VANETs

Figure 1.4: Two types of applications in VANETs: 1) ITA, 2) CA .

Development of cooperative and autonomus vehicles provides possible ways to

develop applications for VANETS. These applications are categorized into two sub-

groups: 1) intelligent transport applications (ITA), and 2) comfort applications (CA)

[3, 10], as shown in Fig. 1.4.

1.2.1 ITA

The aim of ITA is to ensure road safety by reducing accidents [3, 9]. Intelligent

transport applications are classified into two types: 1) transport safety applications

(TSA), 2) transport efficiency applications (TEA). Transport safety authority devel-

oped applications to avoid collisions, for example, if any accident occurs on the road,

vehicular communication will be established, and messages are broadcast between

4



the vehicles in that region. Hence, the driver can select an alternate route. This

application reduces congestion of vehicles in a specific region. Transport efficiency

authority developed applications for prevention and vehicle safety communications

(VSC) developed eight major applications to improve the road safety.

Traffic signal violation warning:

This application warns the driver who violated the traffic signal and the vehicles are

required to make a complete stop of a vehicle during red light, flashing red light, stop

sign, and railroad crossings.

Curve speed warning:

Curve speed warning alerts the driver about curve location, speed limit and level of

curvature before the vehicle enters the area with the help of RSUs. Hence, drivers

will be alarmed before potential dangers [3].

Emergency electronic brake lights:

This application is associated with collaborative adaptive cruise control (CACC). It

provides automatic braking if the driver of the car does not react to the warning [3].

Precrash warning:

Precrash warning alerts the driver of nearby vehicles using a precrash signal if the

collision of the car is unavoidable, so that neighboring drivers have more time to

react. This avoids a fatal accident or pileup [3].

Cooperative forward collision warning:

This application helps the driver to avoid a rear-end collision by broadcasting warning

signals to the drivers of impending collisions.

5



Left turn assistant:

Left turn assistant provides traffic information to the drivers and helps them to make

the left turn at a signaled intersection.

Lane change warning:

Lane change warning warns the driver of the vehicle if an intended lane change will

cause collision with a nearby vehicle.

Stop sign movement assistance:

This application warns the vehicle that it is about to cross through an intersection

after being stopped by a stop sign on the road. It helps to prevent collision of vehicles

in an intersection region.

1.2.2 CA

The role of CA is to make the journey more enjoyable for drivers and passengers [3]

by providing infotainment applications. It enhances the road experience of the user.

The applications include music, video, email access, weather information, gas stations,

restaurants, and games. Also, it can access emergency assistance during mechanical

emergencies by using appropriate applications [3].

1.3 Background

In this section, we provide some background concepts necessary for the reader to follow

the ideas introduced later in this dissertation. Section 1.3.1 discusses fog computing

in VANETs, and section 1.3.2 discusses platooning in VANETs.
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Figure 1.5: Layered architecture of fog computing in VANETs.

1.3.1 Fog Computing in VANETs

In a VANET environment, information is transmitted among the vehicles in terms

of messages. However, the current V2V and V2I communications do not guarantee

the message delivery due to the instability of DSRC, resulting in messages being

dropped before reaching the destination. Thus, the emergence of a new paradigm

(Fog computing) is essential to guarantee the message delivery. Fog computing (also

known as edge computing) considered a new revolutionary way of thinking in wireless

networking [11, 12]. It is an extension of cloud computing where computations are

performed at the edge of the network. Any real-world objects which can acquire

the properties storage, computing, and network connectivity can be formed as a fog

node for a time period (t) resulting in rapid dissemination of messages between the

vehicles [13]. In addition, fog computing also offers special services including location

awareness, ultra-low frequency, and context information.

Being able to extend the cloud service to an edge of the network is the remarkable

7



characteristic of fog computing. By pooling the local services, fog computing enables

control, computation, storage, and communication at the proximity of end users. By

adding a resource rich layer between cloud and end devices, fog computing meets the

challenges in high performance, interoperability, low latency, high reliability, mobility,

and high security.

In fog computing, the extent of network transmission and the time required for

data transfer are reduced as the network edge devices consume the data. The fog

model can ease network bandwidth bottlenecks and adequately meet the needs of

latency sensitive applications. It consists of many fog nodes, which includes: 1)

virtualized edge data centers, 2) network edge devices, and 3) management systems.

Fog nodes connect with users and end devices by wireless connections like Wi-Fi, 4G,

Bluetooth, etc. in order to provide storage, computation, and computing services.

In vehicular fog environment, vehicles are considered as infrastructure to make

up most utilization of computational resources and vehicular communications. The

main objective of fog computing in VANETs is to utilize a large number of near-user

edge devices or end-user clients to carry computation and communication. Besides

the cloud characteristics, like providing application, storage and computing services

to end users, fog computing differentiates itself from existing models with its dense

geographical distribution and proximity to end users. Thus, fog computing provides

low-latency at most all times in vehicular communications compared to existing tech-

niques.

Fog-based layered architecture is shown in Fig. 1.5. Fog computing in VANETs

consists of three layers: 1) Terminal layer, 2) Fog layer, and 3) Cloud layer.

Terminal Layer:

This layer closest to the physical environment and end user. It consists of various

devices like smartphones, vehicles, sensors, etc. However, in VANETs only vehicles

8



are represented in the terminal layer. The vehicles are responsible for sensing the

surrounding environment and transmitting the data to the fog layer for processing

and storage.

Fog Layer:

Fog layer is located at the edge of a network. It consists of fog nodes, which includes

access points, gateways, RSUs, base station, etc. Fog layer can be static at a fixed

location or mobile on moving carriers such as in the vehicular environment [14, 15].

Also, they are responsible for processing the information received from the terminal

device and temporarily store it or broadcast over the network.

Cloud Layer:

The main function of the cloud computing is to keep track of the resources allocated

to each fog node and to manage interaction and interconnection among workloads on

a fog layer.

1.3.2 Platooning in VANETs

Figure 1.6: An example scenario of platooning shows one-vehicle look-ahead com-
munication in the platoon. All the vehicles are equipped with radar to measure the
distance and speed of the preceding vehicle.
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Platooning is a road train consisting of a head vehicle called a leader, and several

follower vehicles called members. In general, platoon-based driving is a cooperative

driving pattern for a group of vehicles that shares common interests, where the vehi-

cles follow the predecessor at a constant distance, speed, and acceleration [16,17,18].

The platoon leader determines the driving route and style and also ensures the pla-

toon’s stability at all times. All the vehicles are equipped with radar to measure the

distance and speed of the preceding vehicle. A platoon has two basic maneuvers: 1)

merge and 2) split.

In the merge, either a non-member vehicle requests the leader to join the platoon,

and upon the leader’s approval, the vehicle joins the platoon, or two platoons traveling

on the same lane merge to form a single platoon. In the split, a platoon separates in

a specific position to create two small platoons.

DSRC discussed in Section 1.1 supports inter-vehicle communications in the pla-

toon. The platoon adopts centralized control technique where the platoon leader

coordinates all communications. The members execute the instructions and send the

requests from/to the leader [19]. In the platoon, the vehicles follow one-vehicle look-

ahead communication, shown in Fig. 1.6. Each vehicle listens to beacon messages

from its predecessor vehicle and then utilizes speed, distance, acceleration, etc., men-

tioned in the beacon message to maintain the stability of the platoon. The platoon

leader listens to its preceding vehicle if present in the front of the platoon.

Basic Platoon Manuevers

This section explains how the basic maneuvers are executed in the platoon. Each

platoon maneuver is performed by exchanging messages among the relevant vehicles.

A special lane is reserved for platoon vehicles, and each platoon can perform different

maneuvers to maintain the optimal size and stability of the platoon, usually dictated

by RSU. Maneuvers can happen at any time; however, in most cases, more than one
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maneuver is not permitted at a time, as it leads to catastrophic consequences.

1) Merge:

Figure 1.7: An example scenario of a platoon merge maneuver: a) platoon member M3
creates an intra-platoon gap instructed by the platoon leader (PL), so non-member
vehicle V1 can join the platoon, and b) V1 joins the platoon and accomplishes the
merging maneuver.

Merge maneuver allows non-member vehicles to join the platoon if the platoon

size is less than the optimal size. Assume the platoon consists of five vehicles, where a

non-member vehicle is interested in joining the platoon; first, the non-member vehicle

can initiate a merge maneuver by sending the merge request to the platoon leader.

The platoon leader can either accept or deny the request. If the platoon size is

more than the optimal size of the platoon or the leader is busy performing other

maneuvers, it will reject the request. However, the latter case is called a weak reject.

If the leader accepts the request, it sends the instruction to the relevant vehicle to

create an intra-platoon gap through the unicast technique so the non-member can join

the platoon. Once the gap is created, the relevant vehicle informs the non-member

to perform a join operation to accomplish the merge maneuver. One such scenario is
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shown in Fig 1.7, where PL, PM, and V1 are the platoon leader, platoon member,

and non-member vehicles, respectively.

2) Split:

Figure 1.8: An example scenario of a platoon split maneuver: a) platoon leader (PL)
sends split instructions to the platoon member M4, and b) M4 accomplishes the split
maneuver by creating the gap, which splits one large platoon into two small platoons:
platoon 1 and platoon 2.

Like merge, the split is also initiated by the platoon leader when platoon size

exceeds the optimum size or if there is any instability in the platoon [18,20,21]. Split

maneuver separates one platoon into two small platoons. Assume that our platoon

size is six and the optimum platoon size is four; we need to split one platoon into two

small platoons, platoon 1 and platoon 2, with sizes 4 and 2, respectively.

The platoon leader initiates the split by sending unicast split instructions to the

relevant member vehicle and a multicast slowdown command to its successors. Upon

accepting the request, the member vehicle creates the gap, which separates one large

platoon into two small platoons, and informs the leader. Finally, the leader makes the

member vehicle the new platoon leader and informs its successor vehicle to change

the leader. One such scenario is shown in Fig. 1.8.
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Figure 1.9: The Platoon member leave scenario: the intended vehicle requests the
leader to exit the platoon. First, the leader splits the successors of the intended
vehicle as a separate platoon (first split maneuver). Then, the second split maneuver
takes place to make the intended vehicle exit the platoon. Finally, the two platoons
are merged, and the gap is closed.
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Scenarios in Basic Platoon Manuevers

Platoon leader and follower leave are the most common scenarios in basic platoon

maneuvers. Both of these scenarios are used to exit the vehicle from the reserved

platoon lane.

1) Platoon Leader Leave: The platoon leader leave scenario occurs when the leader

needs to exit the platoon. Before the platoon leader leaves the platoon, it announces

the second vehicle to be the leader, or the leader executes distributed leader selection

algorithm, which allows followers to vote on a new platoon leader, and the one who

gets the majority votes becomes the new leader.

2) Platoon Member Leave:

This scenario occurs when a platoon member needs to exit the platoon. The basic

idea is to create enough space in the front unless it is the last vehicle in the platoon.

Assume the platoon consists of six vehicles, and the third member needs to exit the

platoon. First, the platoon member to exit the platoon (i.e., the intended vehicle)

sends a request to the leader. If the platoon leader approves the request, it splits the

successors of the intended vehicle as a separate platoon in the first split maneuver,

and then the second split maneuver takes place to make the intended vehicle exit the

platoon. Finally, the two platoons are merged, and the gap is closed, as shown in

Fig. 1.9.

1.4 Security in VANETs

The biggest challenge in the deployment of VANETs is security. Security is the state of

being free from threats or attacks. In VANETs, it is critical to define security well, as

it is a highly mobile and dynamic network where topology changes frequently [22,23].

The vehicle communicates with each other through beacon message at regular inter-

vals, consisting of basic information like speed, position, acceleration, deacceleration,
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braking status, etc. The drivers make futuristic, life-critical decisions based on the

information received in beacon messages from neighboring vehicles. Most security at-

tacks target beacon messages. Therefore, security must guarantee that the attackers

do not alter or insert malicious content in the exchanged beacon messages.

This thesis presents and implements an intrusion detection model for VANETs,

which helps identify rogue nodes. Rogue nodes are malicious vehicles that are vicious

to cause severe damage to the network by modifying or inserting false data in beacon

messages or not participating in the communication. This could lead to catastrophic

consequences like trapping a group of vehicles, road accidents, changing the intended

route, etc. [24,25,26]

The rogue nodes can be identified by comparing and analyzing the values received

from beacon messages. The vehicles which are close together will measure similar

parameters in beacon messages and share them to develop a consensus about the road

conditions [25, 27]. Each vehicle can compare the values being received from other

vehicles and averages them to get an idea of the road conditions ahead. Moreover,

each vehicle will compare the values received with the VANETs model and only

accept them if they conform. In this way, inconsistent values in beacon messages can

be detected, which in turn helps in identifying the rogue nodes.

Consider a rogue node that sends a false emergency braking message to all the

neighboring vehicles in the region to create catastrophic consequences in the network.

Now, this rogue node has to be a certain distance away from the targeted vehicles

for them to fall for it; otherwise, the vehicles would experience or not experience the

braking event themselves. When the rogue node sends the false emergency message,

other vehicles nearby may have experienced the same emergency event and sent sim-

ilar emergency messages. If such an emergency message comes from only one vehicle,

it will be suspicious. Furthermore, suppose the rogue vehicle is sending such a false

message further down the road. In that case, other vehicles in the vicinity should
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have felt the effects of a real braking event, and their parameter values should have

also decreased. If this is not the case, the emergence message is false.

This thesis discusses some of the most vulnerable security attacks in VANETs

described below:

1. False Information Attack: Rogue nodes report an arbitrary event by modify-

ing the values in the beacon messages with the vicious intent to cause damage

to the network for their benefit. To create a greater impact, rogue nodes col-

lectively modify speed values and the calculated value of density in their own

beacon messages (Chapter 2). Under extreme conditions, the false information

propagated in VANETs may cause the network to be paralyzed.

2. Sybil Attack: In a Sybil attack, rogue nodes create many fake identities, each

with a different ID in the network, to create an illusion of traffic congestion

ahead and thereby reroute the vehicles in the network to trap it or to cause

catastrophic consequences, such as the collision of vehicles (Chapter 3). The

IDs could have been either spoofed or stolen from compromised nodes. In

general, Sybil attacks cause severe threats to bandwidth consumption and also

harm network topology.

3. Platoon Control Manuever Attack: Each platoon performs different platoon

control maneuvers, such as merge and splits, to maintain the optimal size and

stability of the platoon. Platoon control maneuver attack, in Chapter 4, dis-

cusses strong interference caused by rogue nodes joining the platoon during the

merging maneuver. Failing to acquire communication and accomplish platoon

merge and split maneuvers leads to the distortion of the platoon by the platoon

leader.
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1.5 Objective and Contributions of the Research

The objective of this research is to monitor the network against various security at-

tacks with the purpose of detecting rogue nodes responsible for broadcasting the

bogus information in beacon messages or performing the malicious activity to cause

catastrophic consequences, including vehicle collisions.

The key contributions of the dissertation are summarized as follows:

• Rogue node detection for VANETs is explained with different types of attacks

and technical challenges.

• Fog-based rogue nodes detection is proposed to identify false information attack

and Sybil attack in VANETs based on the traffic flow theory. Then, the perfor-

mance of our proposed strategy is compared with some of the other strategies.

• We have developed an intrusion detection framework to identify the strong

interference caused by a rogue node entering the platoon gap and disrupting

platoon control maneuvers in highway scenarios

• We introduced the guard node in our framework, which is used to compare and

analyze beacon messages from all vehicles in the region to detect rogue nodes

in VANETs.

• We performed an extensive simulation by varying vehicular and network con-

ditions to determine false information attacks, Sybil attacks, location spoofing

attacks, and platoon control maneuver attacks caused by a rogue node during

basic platoon maneuvers like merge and split using SUMO, OMNET++, and

VENTOS simulators.
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1.6 Organization of the Dissertation

The dissertation is organized as follows: In Chapter 2, a fog-based rogue node detec-

tion scheme to detect the false information attack is presented and followed by Sybil

attack detection in VANETs in Chapter 3. Chapter 4 explains intrusion detection

for platoon control maneuver attacks to establish cooperative driving in the pres-

ence of rogue nodes. Finally, Chapter 5 has concluding remarks and future research

directions.
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Chapter 2

Fog-based Rogue Nodes Detection in VANETs: False

Information Attack

2.1 Introduction

Recent advancements in wireless technology have brought a significant development

in VANETs, which are considered as a state–of–the–art technology in ITSs in terms

of enhancing road safety by reducing the number of accidents and optimizing the

traffic flow. DSRC provides wireless communication capability that permits vehicles

to communicate with each other using V2V and RSUs via V2I techniques [3,22]. The

vehicles are equipped with OBUs for transmitting and receiving messages, including

beacon messages. VANETs facilitate vehicles to broadcast beacon messages to dissem-

inate the network state or emergency information to reduce road accidents and traffic

congestion [28, 29,30]. However, malicious vehicles acting as legitimate vehicles, also

known as rogue nodes, may broadcast malicious information, such as false congestion

and collision warning for their own benefits [31, 32]. Rogue node detection plays a

crucial role in establishing a secure VANET environment because misleading/false

information in beacon messages results in changing the normal behavior of vehicles,

which may lead to catastrophic consequences, including vehicle collision [33, 34, 35].

Therefore, efficient rogue node detection is crucial in containing network damage.

Previous authors used either cryptography, trust scores, or past vehicle data to

detect rogue nodes. Al-Otaibi et al. [36] proposed a cryptography–based Intrusion

Detection Scheme (IDS) using fog computing to detect rogue nodes. This scheme
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was known as Fog–IDS. RSUs act as fog nodes transmit public keys to the vehicles

in its communication range. The vehicles use private–public key pairs for encrypting

messages before being transmitted to the RSUs. Once the messages are received

from the vehicles, the RSUs authenticate the key pairs and broadcast the messages

to all other vehicles in the region. However, this approach [36] has high processing

delay and overhead in detecting rogue nodes when the RSUs are overloaded or not

available in the region. Zaidi et al. [37] presented an IDS to detect rogue nodes based

on past vehicle data. Each vehicle collects historical information about all other

vehicles in the region. Once sufficient details have been collected, the vehicles utilize

their OBUs to combine the data and find rogue nodes in the region. The proposed

scheme [37] has limitations, such as high delay and overhead. Ahmad et al. [38]

proposed a trust–based scheme called Trust Evaluation and Management (TEAM).

The TEAM framework comprises three different trust models for detecting rogue

nodes: entity, data, and hybrid–oriented trust models. The entity–oriented model

performs better compared to the data and hybrid–oriented trust models in detecting

false data exchanged between vehicles due to the presence of high trustworthy vehicles.

However, the framework [38] encounters high delay and FPR in detecting rogue nodes

when the number of vehicles increases in the region.

To address the limitations of the existing rogue node detection schemes, we pro-

pose herein a Greenshields traffic flow based–statistical framework for VANETs, called

Fog–based Rogue Node Detection (F–RouND). The F–RouND framework is based on

fog computing which dynamically utilizes the OBUs of all vehicles in the region for

rogue node detection. The proposed framework employs a twofold process in rogue

node detection. First, we use the guard node concept to detect rogue nodes. The

guard node is the vehicle with more neighboring vehicles in its communication range

than all other vehicles and creates a dynamic fog computing layer by utilizing the

OBUs of all the vehicles in the region. The fog computing layer is then used to
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compare the speed of all the vehicles to the detect rogue nodes in the region. Sec-

ond, the guard node performs a hypothesis test to validate whether the rogue nodes

are correctly identified. Upon successful validation, the guard node broadcasts the

rogue node information to all the vehicles in the region. The F–RouND framework

exploits fog computing, which is characterized by low latency and high bandwidth,

and performs computations at the network edge [13,39].

The novelty of the work proposed herein providing low processing delays and

FPR at high vehicle densities. In addition, our F–RouND framework does not de-

pend on any roadside infrastructures, such as RSUs, or trust scores or past vehicle

data in rogue node detection. The difference between the F–RouND framework and

the existing schemes [36, 37, 38] is that each vehicle uses its OBU or RSU to detect

rogue nodes. RSUs are not uniquely deployed in all VANET regions. The absence

of RSUs yields high processing delay and FPR. The OBUs of individual vehicles are

resource–constrained and cannot be used to process a large number of beacon mes-

sages received from all the vehicles in a region because it results in a high delay.

VANETs are highly dynamic in nature. The significant delay associated with the

rogue node detection may lead to severe network damage. In the F–RouND frame-

work, the OBUs of all the vehicles are combined while creating the dynamic fog layer,

which increases the computation power compared to individual OBUs, resulting in

low processing delays and FPR.

Our objective is to reduce the latency in detecting rogue nodes, increase the True

Positive Rate (TPR), and decrease the FPR at high vehicle densities. We considered

three existing rogue node detection schemes for comparison: Fog–IDS [36], IDS [37],

and TEAM [38]. A tradeoff always exists when choosing the appropriate rogue node

detection schemes for comparison. Choosing from among the existing rogue node

detection schemes in VANETs is a challenging task that should consider factors such

as the approaches used in rogue node detection, network size, type of data that will be
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transmitted, and mobility models. Based on the aforementioned factors, the schemes

presented in [36, 37, 38] are the best–known schemes for rogue node detection and

have been used by most researchers in the recent times for comparison.

The performance of the F–RouND framework was evaluated via simulations using

OMNET++ and SUMO simulators for highway and urban scenarios with up to 4000

vehicles and 40% rogue nodes. Results showed that the F–RouND framework ensures

45% lower processing delays, 12% lower overhead, and 36% lower FPR at the urban

scenario and 44% lower processing delays, 10% lower overhead, and 32% lower FPR

at the highway scenario compared to the [36,37,38] schemes. Overall, our framework

performs up to 38% better than the existing rogue node detection schemes even when

the number of rogue nodes increases by up to 40% in the region.

The contributions of this chapter are as follows:

1. We proposed a framework that uses statistical techniques and Greenshields

traffic model to detect rogue nodes at all vehicle densities in the urban and

highway scenarios.

2. We introduced the guard node in our framework, which uses an OBU–based fog

computing technique to compare and analyze beacon messages from all vehicles

in the region and to perform an extensive hypothesis test to accept or reject

data.

3. The proposed framework utilizes only vehicle speed values in beacon messages

and does not depend on either trust score, cryptography, or past vehicle data

in rogue node detection.

4. We performed an extensive simulation by creating a dynamic fog layer under

varying vehicular and network conditions to determine false information broad-

casted in both urban and highway scenarios.
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2.2 Related Works

Security is an important issue in the VANET environment. Thus, detecting rogue

nodes broadcasting false information through beacon messages plays a crucial role

in establishing a secure environment [40, 41]. In VANETs, messages are broadcasted

to neighboring vehicles using either broadcasting or multihop techniques. The users

make life–saving decisions based on the information received from other vehicles [42].

Therefore, the messages received from the rogue nodes in dynamic vehicular networks

may cause havoc by broadcasting false congestion or accident information to the

neighboring vehicles. This section presents an overview of three main techniques used

in existing approaches to detect rogue nodes in the region: cryptography, trust–based

schemes, and past vehicle data.

Arshad et al. [43] proposed a beacon–based trust scheme to detect false messages

in VANETs. Initially, the trust values of all vehicles are assigned to be 0; then, based

on the data correctness, positive or negative trust values are assigned. Positive and

negative trust values represent the normal and abnormal behaviors of the neighboring

vehicles, respectively. When the calculated trust of any vehicle reaches a predefined

threshold limit known as rogue nodes, the information is broadcasted to all the vehi-

cles in the region. However, [43] suffers from high Packet Loss Ratio (PLR) and FPR.

Liang et al. [44] presented a feature extraction algorithm for detecting false messages

broadcasted by rogue nodes; this algorithm adopts past vehicle data for training and

testing the data received from other vehicles in the network. The feature extraction

algorithm comprises two modules: a feature extraction module and a classifier mod-

ule. The feature extraction module extracts the vehicle flow and position from the

received vehicle data and sends the information to the classifier module for verifica-

tion. Upon receiving the values of the vehicle flow and position, the classifier module

compares the received values against the past vehicle data to detect the rogue nodes.
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This approach [44] has a high delay in data extraction and processing at all vehicle

densities.

Sedelmaci et al. and Ahmed et al. [45,46] proposed trust–based schemes to detect

rogue nodes; RSUs were used to compute trust scores and detect rogue nodes based

on the calculated trust score. Zhang et al. and Shams et al. [47, 48] illustrated the

rogue node detection mechanism based on the Support Vector Machine (SVM) and

Dempster–Shafer Theory (DST) to resist false messages. The frameworks [47, 48]

comprise a local trust module and a vehicle trust module. The local trust module

uses an SVM–based classifier to detect false messages, while the vehicle trust module

uses DST to derive the comprehensive trust value for all vehicles. The results of

both the local and trust modules are then combined to find the rogue nodes in the

region. However, the approaches [45, 46, 47, 48] have low TPR and high overhead at

high vehicle densities.

Mundhe et al. [49] illustrated a cryptographic–based message authentication scheme

to detect false messages propagated among vehicles in VANETs. The proposed frame-

work [49] employs a ring signature to generate the public and private keys for each

vehicle in the network. When the sender broadcasts a beacon message to the neighbor-

ing vehicles, a ring signature gets generated and transmitted along with the message.

The receiver accepts this message upon successful verification, which helps identify

whether the message is modified in the middle. However, a significant delay is asso-

ciated with the generation of the private and public keys for each vehicle when the

RSUs are overloaded or not available in the region. Yang et al. [50] proposed a ma-

chine learning algorithm that verifies whether the data received from the vehicles in

the region are valid by comparing them with the past vehicle data using classification

and decision tree techniques. This approach [50] suffers from low TPR and high FPR

when the number of vehicles increases in the region.

Tripathi et al. [51] and Nandy et al. [52] proposed trust–based intrusion detection
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frameworks for rogue node detection. The models proposed in [51, 52] assigns a

trust value to all the vehicles in the region based on their behavior. The vehicles

that either drop or alter the message are considered rogue nodes with negative trust

values. Vehicles other than the rogue nodes are trustworthy vehicles with positive

trust values. The trust values of the vehicles are maintained in the score table, which

gets updated whenever messages are broadcasted by the vehicles. Each vehicle has

a copy of the score table containing information about all the vehicles in the region.

Thus, the messages received from the rogue nodes are ignored to contain network

damage. As such, the frameworks proposed in [51,52] suffer from high PLR and FPR

in detecting the rogue nodes.

Liu et al. [53] proposed a Bayesian interference–based traffic model to identify false

messages in VANETs. Based on the Bayesian approach, the model [53] calculates the

likelihood of traffic patterns for the future, which is further used to verify whether

events, such as road accidents, reported by the vehicle have happened. If the model

identifies the reported event as wrong, the corresponding vehicles that broadcast

the messages are considered rogue nodes. The information regarding rogue nodes is

broadcasted to all vehicles in the region. Manimaran et al. [54] presented a framework

for Named Data Networking (NDN)–based VANETs. The framework analyzes the

messages received from all other vehicles with past vehicle data and predefined rules

to detect rogue nodes. Once the false messages are detected, they are separated from

the genuine messages under various test cases, resulting in trustworthy messages

being broadcasted to all other vehicles in the region. In [53, 54], the OBUs of each

vehicle were used to verify whether the messages were valid. The OBUs are highly

resource–constrained; hence, this approach is not suitable for highly dense regions

such as Manhattan and other downtown environments.

Zhou et al. [55] proposed a distributed collaborative intrusion detection framework

that stores and compares past vehicle data to identify the false messages broadcasted
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by the rogue nodes in VANETs. The scheme proposed in [55] employs a clustering

technique to segregate the vehicles based on the reputation state and behavior; then,

the normal driving characteristics are compared with the individual clusters to detect

malicious behaviors. The vehicles associated with the clusters exposing malicious

behaviors termed rogue nodes are then ignored to contain the network damage. This

approach [55] suffers from high processing delays in creating clusters and high PLR

at high vehicle densities.

To overcome the limitations of the existing rogue node detection schemes [36-

38, 43-55], we propose herein the F–RouND framework, which does not depend on

either trust scores, cryptography, or past vehicle data but, instead adopts the fog

computing technique, Greenshields traffic flow theory, and the statistical model to

detect rogue nodes in the region. The hypothesis test used for validating the result of

the guard node, which declares whether the vehicle is rogue, increases the efficiency

and performance of our framework compared to existing schemes even when the

percentage of rogue nodes in the region is 40%. In addition, the F–RouND framework

does not depend on any roadside infrastructures, including RSUs, in the rogue node

detection.

2.3 System Model

In this section, we illustrate the mechanism and models, such as the network model,

traffic flow model, and attack model, adopted in this study.

2.3.1 Network Model

In VANETs, vehicles communicate with each other through messages. Vehicles are

equipped with various devices, such as GPS, Radar, and OBU, to disseminate speed,

position, acceleration, braking status, etc. to the neighboring vehicles. V2V and V2I
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communication is used to transmit messages using either multihop or broadcasting

techniques. Based on the received messages from neighbors, every vehicle adjusts

their speed, acceleration, etc. to maintain the network state and behavior. We clas-

sify the vehicles in the F–RouND framework into two categories: honest, and rogue

nodes. Honest nodes are the vehicles broadcasting genuine messages to the neighbor-

ing vehicles, while rogue nodes are those injecting false data before broadcasting it

to the network.

We also employ the guard node concept to detect rogue nodes. The guard node

is the most trustworthy vehicle located in the center of the network and creates a

dynamic fog layer to compare and analyze the vehicle speed in the beacon messages

to identify false messages broadcasted by the rogue nodes in the region. The OBUs

of individual vehicles are resource–constrained; thus, guard nodes utilize the OBUs

of all the vehicles for creating the dynamic fog layer. Our F–RouND framework

works efficiently even if there are multiple guard nodes in the region. However, the

adoption of the fog computing technique provides a high computation power to the

guard node, resulting in a lower delay and a high scalability at all vehicle densities,

including highly dense regions, such as downtown environments. Thus, there is no

need for multiple guard nodes to detect rogue nodes in any given circumstances. The

working principle of the guard node, including the guard node selection, is presented

in Section 2.4.

2.3.2 Traffic Flow Model

We adopted the concept of Greenshields traffic flow model to model the traffic flows

in urban areas and highways. Greenshield model is a fairly accurate and simple model

for predicting the traffic flows observed in real–world scenarios. It works under the

assumption of density (ρ) and speed of vehicles (S) negatively correlated [56]. The

relationship between speed and density is defined as follows:
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Figure 2.1: An example highway scenario of the traffic flow model.

S ∝ 1
ρ

(2.1)

S = C.
1
ρ

(2.2)

where, C is a constant that depends on the communication range of the vehicle. As

the speed and density of the vehicles are negatively correlated, the density increases

when the vehicle speed decreases in the region and vice versa. The maximum density

is the point at which the speed becomes zero, known as (ρmax), and the maximum

speed is when the density becomes zero, known as (Smax).

For example, consider the highway scenario depicted in Fig. 2.1, where vehicles

are traveling at high speed (i.e., 60–70 mph). Under such conditions, the rogue

nodes located in the network create a fake road accident scenario by broadcasting

low–speed values in the beacon messages to all the vehicles in the region. The red

region is where the rogue nodes are located, while the blue region is where the false

messages are being broadcasted from the rogue nodes. Upon receiving the beacon

messages from the rogue nodes, the vehicles start slowing down considering a road

accident ahead. The green region is where the vehicles have not yet started braking
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because they are not in the communication range of the rogue nodes. The F–RouND

framework uses the Greenshields traffic flow model–based dynamic fog computing

technique to detect the rogue nodes. However, in the case of an actual road accident

scenario, the majority of the vehicles (i.e., honest nodes broadcast low–speed values

in the beacon messages) can be easily identified and ignored.

2.3.3 Attack Model

Different types of attacks occur in VANETs. The F–RouND framework addresses the

following false information attacks arising from beacon messages:

False information attack: Rogue nodes report an arbitrary event by modifying

the values in the beacon messages with the vicious intent to cause damage to the

network for their benefits. To create a greater impact on the network, the rogue

nodes coordinate and collectively modify the speed values in the beacon messages at

any time and broadcast low–speed values to the neighboring vehicles in the region

to create an illusion of either a traffic congestion or a road accident ahead. Under

extreme conditions, the false information messages propagated in VANETs may cause

catastrophic consequences, including fatal vehicle collisions. The framework proposed

herein effectively monitors the behavior of all the vehicles in the region to the detect

rogue nodes, as discussed in Section 2.4.

2.4 Proposed F–RouND Framework

In this section, we discuss the working principle of the F–RouND framework. The

F–RouND framework uses the emerging fog computing technique to detect the rogue

nodes providing false information in specific low–speed values by altering the beacon

messages in VANETs. The information about rogue nodes are then broadcasted to

contain the damage. The proposed framework engages the dynamic fog computing
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technique to detect the rogue nodes due to its unique characteristics, including low

latency and high bandwidth. Moreover, the fog layer is at the proximity of users and

performs computations at the network edge [13,39].

Fog devices share their heterogeneous resources for computation and storage.

Moreover, these devices can communicate and cooperate without the intervention

of third parties. Fog devices can be either resource–constrained or resource–rich fog

nodes with a powerful CPU, large memory, and storage. Individual OBUs are re-

source–constrained and cannot be used to process a large amount of data. Therefore,

in our F–RouND framework, the OBUs of all the vehicles in the region are considered

fog devices and are used for creating a dynamic fog layer at the proximity of the

guard node. The dynamic fog layer is located at the network edge. It comprises fog

nodes, which include gateways, fog devices, etc. The fog layer can be static at a fixed

location or mobile on moving carriers, such as in the vehicular environment, and is

responsible for processing information, such as beacon messages received from the

neighboring vehicles, and temporarily storing it or broadcasting it over the network.

One of the main advantages of the F–RouND framework is that unlike the existing

frameworks [36-38, 43-55], the computation and storage power of the dynamic fog

layer increase as the number of vehicles increases in the region, resulting in a lower

data processing delay. This is due to the OBUs of all the vehicles being utilized to

create the dynamic fog.

The F–RouND framework employs the guard node concept to detect all rogue

nodes in the region. The vehicle with more neighboring vehicles in the communication

range is considered as a guard node (Section 2.4.1). The guard node creates a dynamic

fog layer using the OBUs of all the vehicles to compare and analyze beacon messages,

specifically the vehicle speeds to detect rogue nodes. In addition to the vehicle speed,

beacon messages exchanged between the vehicles also contain information, such as

acceleration, braking status, and location. If there is a significant difference in vehicle

30



Figure 2.2: Execution scenario of the F–RouND framework in the presence of a rogue
node using the dynamic fog computing technique.

speeds, the guard node classifies the vehicles as rogue nodes and the hypothesis test

is performed to validate whether the rogue nodes are correctly identified.

If the hypothesis test yields speed values within the acceptance range, then the

vehicles are considered as honest nodes; otherwise, the vehicles are highlighted as

rogue nodes. Upon successful validation from the hypothesis test, the guard node

broadcasts the information of rogue nodes to all the vehicles in the region. The

vehicles start ignoring the subsequent beacon messages received from the rogue nodes

to contain the damage. One such scenario of our framework is depicted in Fig.

2.2. The steps involved in the F–RouND framework in the rogue node detection are

discussed in the subsections that follow.

2.4.1 Guard Node Selection

Rogue nodes are vehicles broadcasting low–speed values in beacon messages to change

the normal behavior of the vehicles for their own benefit. In the F–RouND framework,

the guard node analyzes the speed values in the beacon messages received from all
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vehicles in the region to detect the rogue nodes. The following three assumptions

are made in selecting the guard node. First, we assume that the guard node is the

most trustworthy vehicle in the network. Thus, the guard node cannot turn out to

be a malicious node in any given circumstances. Second, we assume that the center

vehicle in the region acts as a guard node because the vehicle in the center has a

higher number of neighboring vehicles in its communication range compared to the

front and tail–end vehicles. Third, we assume that the total number of vehicles (N )

in the region at any given time is at least two. The guard node needs at least two

vehicles in the region to compare and analyze the beacon messages to detect the rogue

nodes.

Most often, front–end vehicles are the rogue nodes (Fig. 2.1) and create an illusion

of fake traffic congestion or road accident ahead to trap either one particular vehicle

or all the vehicles traveling in the region and create catastrophic consequences, such

as vehicle collisions. Moreover, as mentioned in Section 2.4.1, we assume that the

guard node is the central vehicle in the region and cannot be malicious under any

circumstances, thus ensuring that center vehicles are not the rogue nodes at any time

interval.

Initially, we take the mean of the position vectors of all vehicles (i.e., P1, P2, ....,

PN) to find a unique center point ζ.

ζ = 1
N

N∑
i=1

Pi (2.3)

We calculate the Euclidean distance between ζ and the position vector of each

vehicle and determine the point with the minimum distance from the ζ. Finally, the

vehicle located at this point is selected as the guard node, Gveh.
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Gveh = arg min
Pi∈X

∥ζ − Pi∥ (2.4)

where, X = {P1, P2....,PN}.

Sometimes, there may be an exceptional case where the point with the minimum

distance may not be unique. In such a situation, our F–RouND algorithm will ran-

domly select one vehicle among the minimum distance points as a guard node.

2.4.2 Cooperative Data Collection

The selected guard node (Section 2.4.1) collects the data from all the vehicles in the

range. The V2V communication technique is used for broadcasting beacon messages.

The vehicles share their information using the Greenshields traffic model discussed

in Section 2.3.2. The vehicles receive beacon messages from all other vehicles in the

region; thus, each vehicle knows about all the other vehicles in the region. However, to

validate whether the received beacon messages are genuine, the guard node creates a

dynamic fog layer by combining the computation resources (i.e., OBUs of all vehicles).

In VANETs, the OBUs of individual vehicles are highly resource–constrained and

cannot be used to analyze a large volume of data because it will result in a significant

delay. Thus, a dynamic fog layer is used for processing the received beacon messages

to detect the rogue nodes and to perform an extensive hypothesis test to validate

whether the rogue nodes are correctly identified.

2.4.3 Message Format

In the F–RouND framework, each vehicle broadcasts beacon messages every 100 ms.

The format of the beacon message of all the vehicles, except the guard node, is given

below:
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Bmsg (Speed; Position; Acceleration; Density)

The guard vehicle modifies the existing beacon message format to include infor-

mation about the rogue nodes in the region. Thus, apart from the usual parameters,

the beacon messages from the guard node also include the following:

Bmsg (Speed; Position; Acceleration; Density; Rlt; RID)

where, Rlt is the result of the hypothesis test and RID is the unique vehicle ID of

the rogue nodes discussed in Section 2.4.5.

2.4.4 Speed and Density of Vehicles

As mentioned in Section 2.3.2, in the proposed framework (F–RouND), Greenshields

mathematical model is used to model the traffic flow. The guard node calculates the

density of vehicles in the region from the received beacon messages from the vehicles

in the region and is given as follows:

ρ = Bmsg · N (2.5)

where, Bmsg is the beacon message broadcasted from one vehicle ID and N is the total

number of vehicles in the region. The density window size is equal to the transmission

and reception ranges of the vehicles in the network. In the F–RouND framework,

each vehicle can transmit and receive messages up to 500 m (i.e., the vehicles can

communicate with the neighboring vehicles up to 500 m ahead and behind them).

Therefore, the communication window of each vehicle, including the guard vehicle, is

1000 m.
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Table 2.1: Types of error and decisions in the null hypothesis testing

Null hypothesis (H0)
True False

Null hypothesis (H0)
decision

Accept No error Type II error
(False negative)

Reject Type I error
(False positive) No error

The speed and density of the vehicles are negatively correlated (Section 2.3.2);

thus, the relationship between speed and density can be defined as follows:

S = Smax − ρ

ρmax

Smax (2.6)

where, Smax is the speed of the vehicle when the density is zero and ρmax is the

maximum density, which is also the point at which the vehicle speed becomes zero.

The selected guard node (Section 2.4.1) creates a dynamic fog layer to compare

and analyze speed values in the received beacon messages. If there is a significant

speed difference in any of the beacon messages received, the guard node classifies

the vehicle that broadcasted the corresponding speed value as a rogue node, and the

hypothesis test (Section 2.4.5) is performed to validate whether the vehicle is rogue.

Once the rogue nodes are identified, the guard node calculates the average density

(ρavg) and the average speed (Savg) to perform the hypothesis test.

ρavg = 1
N

N∑
i=1

ρi (2.7)

Savg = 1
N

N∑
i=1

Si (2.8)
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Figure 2.3: Hypothesis test of the F–RouND framework based on the average vehicle
speed to determine the acceptance range values.

During the hypothesis test, the guard node compares the average speed (Savg)

with the individual speeds. The vehicles corresponding with the average speed are

called honest nodes. In the case where the average speed difference is either high or

low, the upper and lower bound values are calculated to decide whether a received

speed should be accepted. The validation from the hypothesis test provides better

performance of the F–RouND framework, resulting in a higher TPR and a lower

FPR compared to the schemes presented in [36, 37, 38]. A brief explanation of the

hypothesis test is illustrated in Section 2.4.5.

2.4.5 Hypothesis Test to Validate the Vehicle Speed

Hypothesis testing allows a confidence interval to be in a range of values that allows

us to accept a claim with a certain confidence. Our framework performs a hypothesis

test with the speed values received from all vehicles in the region, allowing the guard

node to accept the speeds with a certain confidence. Moreover, hypothesis testing is

a commonly used statistical technique when there are two different claims, of which

only one claim can be true. In the F–RouND framework, except for the guard vehicle,

we have two different claims for all the vehicles in the region (i.e., the vehicle is either

honest or rogue). If the vehicle is honest, the guard node accepts the data; otherwise,
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the vehicle is considered a rogue and the rogue node information is broadcasted over

the region. We use the hypothesis test to validate the vehicle speed in the beacon

messages, as presented in Fig. 2.3.

Two hypotheses are involved in the hypothesis testing approach: null hypothesis

(H0) and alternate hypothesis (Ha). The null hypothesis is the claim that must be

tested, while the alternate hypothesis is everything else. If the null hypothesis is

accepted, then the alternate hypothesis is rejected and vice versa. In the F–RouND

framework, the null hypothesis (H0) is that the speed value received is from an honest

vehicle, while the alternate hypothesis (Ha) is that the speed value received is from a

rogue node. Two types of error are associated with the hypothesis testing approach:

the first type of error (Type I error) occurs when the null hypothesis is wrongly

rejected, also known as a false positive; the second type of error (Type II error) occurs

when the null hypothesis is wrongly not rejected, also known as a false negative. Table

2.1 presents the types of errors and decisions in the null hypothesis testing (H0).

We use standard deviation (σ) to calculate the variation in average speed with

the received speed values of all vehicles in the region as follows:

σ =

√√√√ 1
N

N∑
i=1

(Savg − Si)2 (2.9)

The speed values of the vehicles close to the average speed calculated using the

guard node result in a low standard deviation, while the speed value of the vehicles

that highly from the average speed value results in a high standard deviation. We

calculated the confidence interval based on Eq. (9) to determine the acceptance

range values. The upper and lower limits of the acceptance region are Savg − σ

and Savg + σ. The received speed values of the honest nodes always fall in the

acceptance region when the null hypothesis is true (i.e., Savg − σ < Savg < Savg + σ).

Therefore, the guard node rejects speed values received outside the acceptance region
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(Savg − σ > Savg > Savg + σ). The vehicles that broadcast false speed values are

considered as rogue nodes.

Unlike the existing rogue node detection schemes [36,37,38], the F–RouND frame-

work works efficiently for all vehicle densities and all road conditions. For example,

in the case of a road accident or traffic congestion, the speed of all the vehicles drop-

ping in the region will bring down the average speed; consequently, the speed values

of all honest nodes remain in the acceptance region. The rogue nodes broadcasting

false information can be easily detected depending on whether Savg > Savg + σ or

Savg < Savg − σ. Once the rogue nodes are identified, the guard node modifies the

existing beacon message format in such a way that the rogue node ID and the result

of the hypothesis (either 0 or 1) are embedded in it; then, the guard node broadcasts

the information of rogue nodes to all the vehicles in the region.

Rlt =


0; Savg − σ < Savg < Savg + σ

1; Otherwise
(2.10)

The beacon message from the guard node includes the following information: (Rlt,

RID). All vehicles in the region start ignoring the beacon messages subsequently

received from the rogue nodes to contain the damage.

2.4.6 Analysis of the Proposed F–RouND Framework

In this analysis, we calculated the probability of failure. System failure can occur

due to loss of connectivity, insufficient capacity of fog, etc. The probability of system

failure Psysfail is calculated as follows:

Psysfail =
N,tmax∑

i=0

(
N, tmax

i

)
di

f (1 − df )N,tmax
−i (2.11)
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where, N is the number of vehicles, tmax is the maximum time taken by the vehicles

to get connected, and df is the probability of success in the fog. A minimum number

of failures leads to the maximum performance of the F–RouND framework.

2.4.7 F–RouND Rogue Node Detection Algorithm

Algorithm 1: : Rogue nodes detection algorithm
Input: Gveh receives Bmsg from all vehicles in the region
Output: Gveh broadcasts the rogue node information to all the vehicles in
the region
1 if (N ≥ 2) then
2 Calculate ζ ;
3 Calculate Euclidean distance ;
4 Assign Gveh ;
5 end
6 else
7 Goto step 24 ;
8 end
9 Gveh creates a dynamic fog layer from OBU’s of all vehicles in the region ;

10 Gveh receives Bmsg from all vehicles in the region ;
11 foreach each Bmsg received do
12 Calculate ρavg ;
13 Calculate Savg ;
14 Perform hypothesis test to validate each vehicle speed ;
15 if S in the acceptance range then
16 Declare the vehicle as honest node ;
17 end
18 else
19 Declare the vehcile as rogue node ;
20 Store the rogue node id ;
21 end
22 end
23 Gveh broadcasts rogue node information through Bmsg ;
24 Terminate rogue node detection algorithm
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Figure 2.4: Simulated maps of the F–RouND framework from the City of Norman,
USA: (a) urban and (b) highway scenarios.

2.5 Performance Evaluation

This section evaluates the performance of our proposed framework discussed in Sec-

tion 2.4. Each analysis is explained in the following subsections.

2.5.1 Simulation Setup

The main objective of our simulation was to evaluate the performance of the F–RouND

framework in the presence of rogue nodes in both urban and highway scenarios (Sec-

tion 2.4). We used OMNET++ and SUMO simulator to perform the simulations.

SUMO is an open–source traffic simulator that provides a trace of vehicle movements,

such as vehicle speed, position, and acceleration at the end of every simulation [57].

SUMO supports OpenStreetMap (OSM) to import real–world road networks, includ-

ing buildings, water bodies, and traffic lights, for a realistic simulation. The output of

the SUMO simulation was given as input to the OMNET++ simulator. OMNET++

is a discrete event simulator that provides a packet loss model, a node deployment

model, a node mobility model, and a wireless signal propagation model to measure the

network performance [58]. The node deployment and mobility models were used for

determining the dynamic placement and movement of vehicles, respectively, while the
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Table 2.2: Parameters used in the simulation of the F–RouND framework

Parameters Values
Road length 6 km

Number of vehicles 500–4000
Number of lanes 2

Vehicle speed 30–70
Beacon message size 300 bytes
Transmission range 500 m
Simulation scenario Urban and highway

Technique used Fog computing
Protocol IEEE802.11p

Simulator used Omnet++, SUMO

wireless signal propagation and packet loss models were used for transmitting radio

waves and measuring the number of packets dropped in the transmission, respectively.

To measure the performance of our F–RouND framework, we imported two maps

from the city of Norman, United States of America. The first map represents the ur-

ban scenario, while the second shows the highway scenario of Norman, as represented

in Fig. 2.4. The vehicles in the urban scenario had a lower mobility compared to

those in the highway scenario as the vehicle speed in the urban scenario was limited

to 30–45 mph whereas that in the highway scenario was up to 70 mph. The ma-

jority of the vehicles in the network were honest and broadcasted genuine messages

to the other vehicles in the network. Thus, to assess the scalability and behavior of

the F–RouND framework, we increased the presence of rogue nodes in the network

up to 40%. Table 2.2 summarizes the most commonly used parameters used in the

simulation.

All the vehicles in our simulations used the IEEE 1609 Wireless Access in Ve-

hicular Environment (WAVE) protocol/DSRC stack, which builds on IEEE 802.1p

WLAN standard and operates on seven reserved channels in the 5.9–GHz frequency

band for vehicular communication. Among the seven channels, the DSRC stack has

a Control Channel (CCH) responsible for broadcasting critical information, such as
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beacon messages, and Six Service Channels (SCHs) for broadcasting noncritical in-

formation. The vehicles continuously adopted CCH to broadcast 300–byte beacon

messages to the neighboring vehicles every 100 ms at an application rate of 3 Mbps

and SCHs to randomly send 256 byte IP packets at an application rate of 6 Mbps. Our

measurements were based on averaging the results obtained from 10 simulations. We

varied the number of rogue nodes to be between 5% and 40% of the overall vehicles in

the network. The total simulation time was 700 s. The rogue node detection process

started immediately once all the vehicles entered the road. To provide stochastic-

ity in the simulation, we used randomness in SUMO, which allows the vehicles to

enter and exit from a random lane with a variable speed and destination. This elim-

inates a controlled environment with a predictable outcome, leading to a reality in

the simulation.

OMNET++ uses a TCP–based client–server architecture, where OMNET++ acts

as a client and SUMO acts as a server. It helped simulate the real streets of the city

of Norman by considering the lanes, traffic lights, turns, and other traffic entities.

In our F–RouND framework, speed values broadcasted in beacon messages are used

to identify the rogue nodes in the region. Once the rogue node was detected in the

simulation, the guard node changed the corresponding vehicle state in SUMO to a

rogue node by sending a message to the OMNET++ client interface, which generated

a set of commands and sent them to SUMO for execution, followed by broadcasting

the rogue node information to all the vehicles in the region.

2.5.2 Performance Metrics

The simulations were performed based on the equations formulated in Section 2.4.

The number of rogue nodes was increased from 5% to 40% to identify how suc-

cessfully our proposed framework classifies trustworthy vehicles as honest nodes and

malicious vehicles as rogue nodes. We considered data processing time, PLR, average
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throughput, overhead, TPR, and FPR to evaluate the performance of the F–RouND

framework and to compare our results with those of the Fog–IDS, IDS, and TEAM

schemes:

• Data processing time: The time needed by the guard node to compare and

analyze the beacon messages to detect rogue nodes in the region.

• PLR: The ratio of the number of lost packets to the total number of packets

sent across a communication channel.

• Average throughput: Average rate of successfully broadcasted messages across

a communication channel.

• Overhead: The overhead is the additional information exchanged between the

vehicles to detect rogue nodes in the region.

• True positive rate: The percentage of rogue nodes is accurately detected and

classified as rogue nodes.

TPR = Number of rogue nodes detected correctly
Total number of rogue nodes (2.12)

• False positive rate: The percentage of honest nodes is incorrectly detected and

classified as rogue nodes.

FPR = Number of honest nodes detected incorrectly
Total number of honest nodes

(2.13)
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Figure 2.5: Comparison of urban scenarios of the F–RouND framework with Fog–IDS,
IDS, and TEAM schemes: (a) data processing time and (b) PLR.

2.6 Results

As mentioned in Section 2.5, we performed a simulation in two parts: the urban and

highway scenarios. The vehicles in the urban scenario had a low mobility, while those

in the highway scenario had a high mobility. During the simulation, the F–RouND

framework was analyzed based on the equations formulated in Section 2.4 and the

performance metrics illustrated in Section 2.5. The results are presented in the sub-

sequent sections.

2.6.1 Urban Scenario

1) Data processing time: This is the time taken by the guard node to process and

analyze the received beacon messages from the neighboring vehicles. When the num-

ber of vehicles increased from 500 to 4000, the data processing time increased as the

guard node needed to process a large number of beacon messages received from all

the vehicles in the region. However, as mentioned in Section 2.4, the computation

power of the guard node increased when the number of vehicles increased in the region

because the OBUs of all vehicles utilized in creating the dynamic fog layer resulted

44



in a 45% lower processing delay at all vehicles densities compared to the schemes

presented in [36, 37, 38]. In the 4000–vehicle simulation, the data processing time

was 43%, 52%, and 57% lower than that in the Fog–IDS, IDS, and TEAM schemes,

respectively as shown in Fig. 2.5a. The results show that our F–RouND framework

is efficient, scalable, and can handle high vehicle densities.

2) PLR: The PLR increased when the number of vehicles increased in the region

because an increase in the number of vehicles receives a large number of beacon

messages from the neighboring vehicle. Thus, the load on the dynamic fog layer

increased, which consequently resulted in a packet drop when the load reached the

maximum capacity of the dynamic fog. However, the high computation power of

the fog resulted in an optimum network capacity even at high vehicle densities in an

urban scenario. The PLR was calculated for a number of vehicles ranging from 500 to

4000, as shown in Fig. 2.5b. In the 4000–vehicle simulation, the PLR was 8%, 45%,

and 47% lower than that in the Fog–IDS, IDS, and TEAM schemes, respectively.

Figure 2.5: Comparison of urban scenarios of the F–RouND framework with Fog–IDS,
IDS, and TEAM schemes: (c) average throughput and (d) overhead.

3) Average throughput: In our F–RouND framework, the average throughput in-

creased when the number of vehicles increased from 500 to 4000 because a large
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number of beacon messages were successfully broadcasted to all vehicles in the re-

gion. This was due to the high scalability of our dynamic fog, low data processing

delays (Fig. 2.5a), and low PLR (Fig. 2.5b) at high vehicle densities. In the 4000–ve-

hicle simulation, the average throughput in an urban scenario was 9%, 17%, and 23%

higher than that in the Fog–IDS, IDS, and TEAM schemes, respectively. The eval-

uation of average throughput shows the robustness and efficiency of the F–RouND

framework, as shown in Fig. 2.5c.

Figure 2.5: Comparison of urban scenarios of the F–RouND framework with Fog–IDS,
IDS, and TEAM schemes: (e) TPR and (f) FPR.

4) Overhead: The overhead of the F–RouND framework was calculated against

the number of rogue nodes as shown in Fig. 2.5d, and increased at all vehicle densities

due to an extensive hypothesis test needed to validate whether or not the rogue nodes

were correctly identified (Section 2.4). However, unlike existing approaches [36,37,38],

our F–RouND framework does not require any additional information, such as past

vehicle data, trust score, and digital signature exchanged between the guard node, to

detect rogue nodes in the region resulting in 12% lower overhead in an urban scenario

even when the number of rogue nodes increased up to 40% as shown in Fig. 2.5d.

For example, when the number of rogue nodes was 30% in the region, the overhead

was 10%, 9%, and 13% lower than that of the Fog–IDS, IDS, and TEAM schemes,
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respectively.

5) TPR: TPR was calculated against the number of rogue nodes, as shown in Fig.

2.5e. When the number of rogue nodes was more than 35%, the TPR marginally

decreased to 99%. It was difficult to detect the rogue node when the speed variation

was gradual. However, the target rogue node suddenly decreased the speed values

to generate catastrophic consequences like vehicle collisions. Thus, the F–RouND

framework can detect the rogue nodes even at high vehicle densities, resulting in a

higher TPR compared to [36,37,38].

6) FPR: The increase in the FPR increased the rogue nodes in the region and

deteriorated the performance of the rogue node detection schemes. One of the main

advantages of the F–RouND framework is that the rogue node detection relies only

on the speed values in the beacon messages broadcasted by all vehicles in the region

without considering any trust scores or past vehicles, resulting in 36% lower FPR

even at 40% rogue nodes in the region compared to [36,37,38] schemes. For example,

when the number of rogue nodes was 40% in the region, the FPR was 31%, 51%, and

38% lower than that of the Fog–IDS, IDS, and TEAM schemes, respectively as shown

in Fig. 2.5f.

Figure 2.6: Comparison of highway scenarios of the F–RouND framework with
Fog–IDS, IDS, and TEAM schemes: (a) data processing time and (b) PLR.
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2.6.2 Highway Scenario

1) Data processing time: Fig. 2.6a shows the data processing delay for the number of

vehicles ranging from 500 to 4000 in a highway scenario. The F–RouND framework

showed a relative insensitivity to vehicle counts because the guard node adopted

a dynamic fog layer for processing the beacon messages received from neighboring

vehicles (Section 2.4). Therefore, irrespective of the simulation scenario (i.e., either

urban or highway scenario), the delay remained similar. The data processing delay

at the highway scenario was 44% lower compared to those in [36, 37,38], resulting in

a highly robust and efficient framework. For example, in the 3000–vehicle simulation,

the data processing delay was 40% lower than that in the Fog–IDS, IDS, and TEAM

schemes.

Figure 2.6: Comparison of highway scenarios of the F–RouND framework with
Fog–IDS, IDS, and TEAM schemes: (c) average throughput and (d) overhead.

2) PLR: The PLR of our F–RouND framework in a highway scenario was marginally

higher compared to the urban scenario was due to the high mobility of the vehicles,

which resulted in a collision of some packets. However, the PLR of our highway sce-

nario was lower compared to that of the schemes presented [36, 37, 38] at all vehicle

densities. The PLR was calculated against the number of vehicles and increased for
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all schemes with increasing number of vehicles. In the 4000–vehicle simulation, PLR

was 12%, 41%, and 23% lower than that in the Fog–IDS, IDS, and TEAM schemes

respectively, as shown in Fig. 2.6b.

3) Average throughput: Due to a large number of messages being successfully

broadcasted to the neighboring vehicles in the dynamic fog region, the average through-

put of the F–RouND framework was higher compared to that in the schemes presented

in [36,37,38] in the highway scenario. The average throughput was calculated against

the number of vehicles and increased when the number of vehicles increased from 500

to 4000 as shown in Fig. 2.6c. In the 4000–vehicle simulation, the average throughput

was 13%, 19%, and 16% higher than that in the Fog–IDS, IDS, and TEAM schemes,

respectively.

Figure 2.6: Comparison of highway scenarios of the F–RouND framework with
Fog–IDS, IDS, and TEAM schemes: (e) TPR and (f) FPR.

4) Overhead: Fig. 2.6d shows the effect of change in the number of rogue nodes

on the overhead in a highway scenario. As mentioned in Section 2.6.1, the validation

of the hypothesis test increased the overhead of our framework when the number of

rogue nodes increased in the region. However, the F–RouND framework only relies

on speed values in the received beacon messages when detecting rogue nodes. Thus,

the overhead of the F–RouND framework in the highway scenario was 10% lower
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compared to that in the schemes presented in [36, 37, 38]. For a network with 40%

rogue nodes, the overhead was 7%, 13%, and 6% lower than that in the Fog–IDS,

IDS, and TEAM schemes, respectively.

5) TPR: The TPR of the F–RouND framework in the highway scenario identified

the rogue nodes correctly up to 30% rogue nodes in the region and slightly decreased

to 98.5% when the number of rogue nodes increased to 40% as shown in Fig. 2.6e. It

was difficult to detect the rogue nodes broadcasting false information when the speed

varied gradually in the received beacon messages. However, to generate either a road

accident scenario, the rogue node suddenly decreased the speed values, resulting in a

higher TPR compared to that in the Fog–IDS, IDS, and TEAM schemes at all vehicle

densities.

6) FPR: An increase in FPR is a critical issue for any rogue node detection schemes

as it increases the number of rogue nodes that may lead to severe network damage.

The twofold process of the F–RouND framework (i.e., comparison of the speed values

in beacon messages) for detecting rogue nodes and validating an extensive hypothesis

test to determine whether the rogue nodes are correctly identified or not resulted in

32% lower FPR compared to the [36,37,38] schemes at all vehicle densities as shown

in Fig. 2.6f. For a network with 40% rogue nodes, the FPR was 25%, 46%, and 32%

lower than Fog–IDS, IDS, and TEAM schemes, respectively.

2.7 Summary

We studied herein the challenges in the existing rogue node detection schemes [36,37,

38], including high delay, poor resource utilization, high FPR, and low TPR at high

vehicle densities when the number of rogue nodes increases in a region. To address

these limitations and provide an efficient scheme to detect the false messages broad-

casted over the network, we proposed Greenshield’s traffic flow–based fog comput-
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ing technique called F–RouND for rogue node detection. The F–RouND framework

demonstrated the effectiveness of the fog computing technique in determining rogue

nodes, even when the number of rogue nodes increases by up to 40% in the region.

The simulations were performed based on metrics such as the data processing time,

PLR, average throughput, network overhead, TPR, and FPR to evaluate the perfor-

mance of the proposed framework using OMNET++ and SUMO simulator. Results

showed that the F–RouND framework is scalable, efficient, robust, and performs up

to 38% better than the schemes presented in [36, 37, 38]. Moreover, the performance

of our extensive hypothesis test in validating the rogue nodes ensured 45% lower pro-

cessing delay, 36% lower FPR, and 12% lower overhead at the urban scenario and

44% lower processing delay, 32% lower FPR, and 10% lower overhead at the highway

scenario compared to that in the Fog–IDS, IDS, and TEAM techniques [36, 37, 38].

The F–RouND framework does not depend on any roadside infrastructures such as

RSUs or trust scores or past vehicle data in rogue node detection, which is a major

advantage compared to the existing rogue node detection schemes.

51



Chapter 3

Fog-based Rogue Nodes Detection in VANETs: Sybil Attack

3.1 Introduction

A Sybil attack uses a single node to simultaneously operate many active fake identi-

ties (or Sybil identities) within a peer-to-peer network [3, 59]. The term Sybil node

describes a non-existent node rogue node claiming its presence. This type of at-

tack aims to undermine the authority or power in a reputable system by gaining the

majority of influence in the network. The Sybil attack becomes more severe as the

number of rogue nodes increases in the region. Rogue nodes may cause a Sybil attack

to create an illusion of traffic congestion in order to reroute other honest vehicles in

the network to trap it or to cause catastrophic consequences, such as the collision of

vehicles. Therefore, efficient detection of the rogue nodes causing a Sybil attack is

crucial in containing network damage and establishing a secure VANET environment.

Speed and position verification is one of the promising approaches to detect the Sybil

attack [60].

Previous authors used either cryptography, trust scores, or past vehicle data to

detect rogue nodes invlolved in Sybil attack. Baza et al. [61] presented an intrusion

IDS to detect rogue nodes based on the power of works (PoW) algorithm. Each

vehicle starts the trajectory by transmitting the vehicle data using the public key

and the signature using the private key to the RSUs. The RSUs verify the trajec-

tory of the vehicles based on the historical vehicle data. If multiple trajectories for

the same vehicle exists, the corresponding vehicle will be considered a rogue, and

52



the information of the rogue node will be broadcasted to all vehicles in the region.

The proposed scheme [61] suffers from a high delay and overhead in encrypting and

decrypting the vehicle data. Zaidi et al. [37] proposed an IDS, where each vehicle

utilizes its OBU to detect false data propagated by the rogue nodes based on the past

vehicle data. Ayaida et al. [62] proposed a trust model (TM) to detect false messages

in VANETs based on the correctness of the data broadcasted in beacon messages.

However, [37, 62] cannot be used in high vehicle dense regions, such as Manhattan

and other downtown regions, due to high PLR and FPR.

FSDV exploits statistical approach phenomena to generate a residual correspond-

ing to the difference between the actual speed of the guard node and the received

speed of the vehicles in a distributed way by using the received beacon messages. A

significant deviation of this residual from a dynamic threshold is considered a poten-

tial indicator of the Sybil attack. Thus, the guard node incorporates a beamforming

technique that sends a challenge packet to the vehicleś claimed location. If the vehicle

is at the claimed position, it should receive and send back a challenge packet. Failure

to obtain the response packet confirms the suspicion of a Sybil attack.

The selection of the dynamic threshold also directly impacts the Sybil attack de-

tection probability. Thus, the threshold has to be chosen properly in order to well

detect and avoid false-positive detections. We adopt fog computing, as it offers low

latency, low network overhead, and high bandwidth compared to traditional commu-

nication techniques.

The novelty of our proposed work lies in providing low data processing delays and

FPR at high vehicle densities. In addition, FSDV does not depend on any roadside

infrastructures like RSUs or trust scores or past vehicle data in rogue nodes detection.

The difference between our framework and existing schemes [37,61,62] is, each vehicle

uses its OBU or RSU to detect rogue nodes. RSUs are not uniquely deployed in all

VANETs regions. Moreover, the overloaded RSUs yields high data processing delay
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and FPR. OBUs of an individual vehicle is highly resource-constrained encounters a

high delay in analyzing the data at high vehicle densities. Whereas, in the FSDV,

the guard node combines OBUs of all vehicles in the region in creating the dynamic

fog. Utilizing OBUs of all vehicles increases the computational power of dynamic fog

resulting in low data processing delay and FPR.

Our objective is to reduce the latency in detecting rogue nodes and decrease FPR

at high vehicle densities. We considered three existing rogue nodes detection schemes

for comparison: PoW [61], IDS [37], and TM [62]. The performance of FSDV was

carried out using OMNET++ and SUMO simulators with up to 4000 vehicles and

40% rogue nodes. Our results lead to an exciting conclusion that our framework

reduces the latency and FPR, and performs up to 32% better than the existing Sybil

attack detection schemes [37,61,62].

The contributions of this chapter are as follows:

1. We proposed a framework, FSDV, that uses statistical techniques to detect the

Sybil attack in VANETs with low delay and low FPR.

2. We introduced the guard node in FSDV, which uses an OBU-based fog com-

puting technique to compare speed values and position values received in the

beacon messages from the vehicles in the region.

3. We performed an extensive simulation by creating a dynamic fog layer under

varying vehicular and network conditions to determine false information broad-

casted by rogue nodes.

3.2 Related Work

This section presents an overview of the most recent existing schemes that detect

Sybil attacks in VANETs. Yu et al. [63] and Feng et al. [64] proposed a trust-based
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scheme to detect rogue nodes in VANETs. Based on the correctness of the data in

beacon messages, positive or negative trust values are assigned. Positive and negative

trust values represent the normal and abnormal behavior of the vehicles, respectively.

When the calculated trust of any vehicle reaches a predefined threshold limit is known

as a rogue node and then the information is broadcasted to all the vehicles in the

region.

Iwendi et al. [65] proposed a spider money technique, which utilizes the RSUs in

the region to authenticate the private key associated with beacon messages to identify

malicious data broadcasted by the rogue nodes. Once the rogue nodes are identified,

the RSUs send rogue nodes information to the department of motor vehicles (DMV)

to withdraw the vehicle’s permit to reduce the potential damage to the network. The

frameworks [63,64,65] encounter a low TPR and high FPR in detecting rogue nodes.

Benadla et al. [66] presented a cryptography-based IDS using fog computing. The

proposed scheme considers RSUs as fog nodes for rogue nodes detection. However,

the approach [66] encounters a high processing delay and overhead in detecting rogue

nodes when the RSUs are overloaded or not available in the region. Concone et

al. [67] proposed a machine learning algorithm to classify whether received data is

valid or not based on the historical vehicle data. The results of the classification are

then combined to detect rogue nodes broadcasted false information. However, this

approach [67] encounters high delay and overhead at high vehicle densities.

Quevdo et al. [68] illustrated a cryptographic–based message authentication scheme

to detect false messages propagated among vehicles in VANETs. The proposed frame-

work [68] employs a ring signature to generate the public and private keys for each

vehicle in the network. When the sender broadcasts a beacon message to the neighbor-

ing vehicles, a ring signature gets generated and transmitted along with the message.

The receiver accepts this message upon successful verification, which helps identify

whether the message is modified in the middle. However, a significant delay is asso-
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ciated with the generation of the private and public keys for each vehicle when the

RSUs are overloaded or not available in the region. Rabieh et al. [69] proposed a ma-

chine learning algorithm that verifies whether the data received from the vehicles in

the region are valid by comparing them with the past vehicle data using classification

and decision tree techniques. This approach [69] suffers from low TPR and high FPR

when the number of vehicles increases in the region.

Pattanayak et al. [70] and Sagi et al. [71] proposed trust–based intrusion detection

frameworks for rogue node detection. The models proposed in [70, 71] assigns a

trust value to all the vehicles in the region based on their behavior. The vehicles

that either drop or alter the message are considered rogue nodes with negative trust

values. Vehicles other than the rogue nodes are trustworthy vehicles with positive

trust values. The trust values of the vehicles are maintained in the score table, which

gets updated whenever messages are broadcasted by the vehicles. Each vehicle has

a copy of the score table containing information about all the vehicles in the region.

Thus, the messages received from the rogue nodes are ignored to contain network

damage. As such, the frameworks proposed in [70,71] suffer from high PLR and FPR

in detecting the rogue nodes.

To overcome the limitations of the existing Sybil attack detection schemes [37,

59-71], we propose the FSDV framework, which utilizes only vehicle speed values in

beacon messages and does not depend on either trust score, cryptography, or past

vehicle data in rogue nodes detection.
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Figure 3.1: Execution scenario of FSDV in the presence of a rogue node using fog
computing technique.

3.3 Proposed FSDV Framework

The FSDV framework engages fog computing in detecting rogue nodes involved in

the Sybil attack. The rogue nodes broadcast multiple messages with different vehicle

IDs to all vehicles in the region, thereby giving a false impression of fake traffic

congestion ahead by lowering the speed values and false position values in the beacon

messages [72, 73, 74]. One such scenario is illustrated in Fig. 3.1. In this chapter,

we employ the concept of guard node to detect the Sybil attack in VANETs. The

vehicle which has more neighboring vehicles in its communication range will act as

a guard node. Guard node dynamically creates a fog utilizing OBUs of all vehicles

to detect rogue nodes broadcasting lower speed values in the region. Once the fog

layer is deployed, the guard node starts adding the neighboring vehicles to the list

of neighbors, as met for the first time. Otherwise, it updates the timestamp of the

neighboring vehicles. The neighborś list is updated continuously when the beacon

messages are broadcasted in the region (i.e., for every 100ms).
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The detection of rogue nodes is achieved by analyzing the speed, and position

values broadcasted in beacon messages. The difference between the speed of the

guard node and the received speed value from the neighboring vehicles, which is

denoted as (S – Srcvd) is compared with the dynamic threshold (Sth), which depends

on the road condition and traffic flow model. If the speed difference is greater than

the dynamic threshold, a potential Sybil attack is detected. This is because all the

vehicles in the region broadcast similar speed values as they are in similar traffic

conditions and dependent on other vehicles. Otherwise, the vehicles are highlighted

as honest nodes.

If the guard node suspects the Sybil attack, it sends a challenge packet to the

vehicleś claimed position using the beamforming technique. The guard node does not

send a challenge packet to the vehicle’s location; instead, it estimates the location

of the vehicle at the next time interval based on the speed received in the beacon

message and propagation delay. If the vehicle is at the claimed location, it should

be able to receive the packet and send it back to the guard node. After sending the

challenge packet, the guard node sets a timer and waits for the response. If the timer

expires without receiving the packet, the guard node declares the vehicles as Sybil

nodes.

If the suspected vehicle is one of the rogue nodes, the response packet will be

received as it is in the claimed location; however, the speed of the rogue node does

not correspond with the speed of other vehicles in the network. The guard node

broadcasts the information of rogue and Sybil nodes to all vehicles in the region to

ignore the beacon messages received further to contain the network damage. The

adoption of fog computing increases the computation power of the guard node as the

OBUs of all vehicles are utilized in creating a dynamic fog, resulting in lower data

processing delay compared to [37,61,62] schemes.
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3.3.1 Selection of Guard Node

Rogue nodes are the vehicles broadcasting low-speed values and false position to

change the normal behavior of the vehicles for own benefits [75,76,77]. In the FSDV

framework, the guard node analyzes the speed values in the beacon messages received

from all vehicles and position values of suspected vehicles in the region to detect rogue

nodes. The following two assumptions are made in the selection of the guard node:

First, we assume the center vehicle in the region will act as a guard node (Gveh), as the

vehicle in the center has more number of the neighboring vehicles in its communication

range compared to the front and tail-end vehicles. Second, we assume that the total

number of vehicles (N ) in the region at any given time is at least two. The guard

node needs at least two vehicles in the region to compare and analyze the beacon

messages to detect rogue nodes.

Initially, we take the mean of position vectors of all vehicles (i.e., P1, P2, ...., PN)

to find a unique center point ζ.

ζ = 1
N

N∑
i=1

Pi (3.1)

We calculate Euclidean distance between ζ and the position vector of each vehicle

and then determine the point that has the minimum distance from the ζ. Finally,

the vehicle located at this point will be selected as the guard node, Gveh.

Gveh = arg min
Pi∈X

∥ζ − Pi∥ (3.2)

Where, X = {P1, P2....,PN}.
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3.3.2 Density and Speed of Vehicles

In the FSDV framework, Greenshield’s traffic flow model is used to calculate the

speed of the guard node and the density of the vehicles in the region. Greenshield

traffic model works under the assumption of density (ρ), and the speed of the vehicles

(S) is negatively correlated. The density can be calculated as:

ρ = Bmsg · N (3.3)

Where, Bmsg is the beacon message received from one vehicle id and N is the total

number of vehicles in the region. The relationship between speed and density, also

the speed of the guard node can be defined as:

S = Smax − ρ

ρmax

Smax (3.4)

Where Smax is the speed of the vehicle when density is zero and ρmax is the maxi-

mum density, also point at which speed of the vehicles becomes zero. The calculated

speed value of the guard node (S) is compared with the received speed values of

the neighboring vehicles (Srcvd). If the difference in speed values is greater than the

dynamic threshold (Sth), i.e., S – Srcvd > Sth, position verification is carried out

on suspicious vehicles to determine whether or not Sybil attack takes place in the

region. The vehicles that broadcasted malicious information but were still present

in the claimed location are considered rogue nodes, and those that broadcasted ma-

licious information not present in the claimed location are considered Sybil nodes.

Finally, the guard vehicle broadcasts the information of rogue and Sybil nodes to all

the vehicles in the region.
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3.3.3 FSDV Algorithm

Algorithm 2: FSDV Sybil Attack Detection algorithm
Input: Gveh receives Bmsg from all vehicles in the region
Output: Gveh broadcasts information of rogue and Sybil nodes
1 if (N ≥ 2) then
2 Calculate ζ and Euclidean distance ;
3 Assign Gv ;
4 end
5 Gveh dynamically creates a fog ;
6 Gveh receives Bmsg from all vehicles in the region ;
7 else
8 Terminate the algorithm
9 end

10 foreach each Bmsg received do
11 if (Bmsg.Sender ̸∈ Neighborslist) then
12 Neighborslist.add (Sender)
13 end
14 Neighborslist[Sender].Tstamp = Bmsg.Tstamp ;
15 Calculate S ;
16 if (S – Srcvd < Sth) then
17 Declare the vehicle as honest node ;
18 end
19 else
20 Send challenge packet to suspected vehicles ;
21 if (Suspected vehicle /∈ claimed location) then
22 Declare the vehicle as sybil node;
23 end
24 else
25 Declare the vehicle as rogue node ;
26 end
27 Store the rogue and guard node ids;
28 end
29 end
30 Gveh broadcasts rogue node information and terminate the algorithm
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3.4 Mathematical Model Analysis

To validate the performance of the proposed approach, discussed in Section 3.3, we

investigate in this section the theoretical expression for the delay and the probability

of detecting the rogue nodes correctly in the Sybil attack.

3.4.1 Analysis of Delay in FSDV

As our objective is to reduce the latency significantly in detecting rogue nodes com-

pared to [37, 61, 62] schemes, we have analyzed different types of delays, such as

communication delay, queuing delay, and data processing delay associated with the

FSDV framework, illustrated in Section 3.3. The communication delay, Dc associated

with the guard node in transmitting the received beacon messages from all vehicles

in the region to the fog layer is given by:

Dc = x

r
= x

b log2

(
1 + tc2

σ2

) (3.5)

Where, x is the number of bits in the beacon messages, t is the transmission power

of fog devices at the fog layer, c is the channel coefficient between devices the guard

node and the fog layer, σ2 is the power of white Gaussian noise, r is the transmission

rate calculated from Shannon channel capacity theorem, and b is the bandwidth of

the link established between the guard node and the fog layer.

Devices associated with the fog layer use the M/M/1 queuing model for preparing

the beacon messages to be computed, where the arrival and service time are repre-

sented as 1
λ1

and 1
µ1

, respectively. The queuing delay (Dq) associated with a fog layer

of our FSDV framework is given by:
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Dq = 1 − 1
λ1

+ λ1
2

µ2
1(µ1 − λ1)

(3.6)

The data processing delay (Dp) indicates the required time to process all received

beacon messages in the fog layer to detect rogue nodes is given by:

Dp = TC(x)f
c

(3.7)

Where c is the computation capability of the fog layer, f is the number of CPU

cycles required for computing one bit of data at the fog layer, and TC(x) is the

time complexity for x bits of data in the beacon messages, depends on the algorithm

discussed in Section 3.3. The total delay (Dt) of our FSDV framework in the fog layer

is given by:

Dt = Dc + Dq + Dp (3.8)

3.4.2 Malicious Nodes Verification

Assume the beacon messages from all other vehicles in the region are successfully

received by the guard vehicle. The probability of analyzing the speed and position

values in the beacon messages to detect the rogue nodes correctly is given by:

X(P1P + P2P ) (3.9)
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The parameter P is the probability that beacon messages positively reach the

guard vehicle from all other vehicles in the region. P1 represents the probability of

predicting the honest vehicle correctly if the difference between the calculated speed

of the guard node and the honest vehicle is less than the dynamic threshold (i.e., S –

Srcvd < Sth ). P2 represents the probability of predicting the malicious node (either

rogue node or Sybil node) correctly if the difference between the calculated speed of

the guard node and the rogue node is greater than the dynamic threshold (i.e., S –

Srcvd > Sth). X represents the probability that the guard node successfully creates

a dynamic fog layer to analyze the speed and position values in the beacon message

to detect the rogue and Sybil nodes in the region. The probability of incorrectly

predicting the malicious nodes, Pi is given by:

Pi = 1 − [XP1P + XP2P ]

= 1 − [XP1 + XP2]P

≈ 1 − XP2P

(3.10)
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Figure 3.2: Effect of dynamic speed threshold in the Sybil attack detection probability.

3.5 Performance Evaluation

This section evaluates and analyzes the performance of the FSDV framework discussed

in Section 3.3.

3.5.1 Evaluation of Speed Threshold in FSDV

As discussed in Section 3.3, a significant deviation of the speed values from a dynamic

threshold (Sth) is considered a potential Sybil attack [78, 79]. The threshold value is

more dynamic as it depends on the speed of the vehicles in the region. Thus, when

the speed of the vehicle decreases, the dynamic threshold value also decreases in the

region. For example, the dynamic threshold value in the dense vehicle region, such as

the downtown region is lower, compared to the dynamic threshold value in the fluid

traffic region. This is due to the speed of the vehicles in a high dense vehicle region is

lower compared to the fluid traffic region.The Fig. 3.2 shows how the selected speed

threshold Sth impacts the detection probability Psa.
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Table 3.1: Parameters used in Simulation of the FSDV Framework

Parameters Values
Number of vehicles 500-4000

Road length 5 Miles
Number of lanes 2

Vehicle speed 30-65 Miles/hr
Transmission range 500 m
Beacon message size 256 bytes

Protocol IEEE802.11p

From Fig. 4.2, we can infer that the probability of Sybil attack detection is high

when the speed threshold (Sth) is low. This is due to we were able to identify all

the rogue nodes in the region. However, the low-speed threshold may hide false

positive detection. When the speed threshold (Sth) increases, the detection probabil-

ity decreases since we can miss some rogue nodes due to the high-speed threshold.

Therefore, to detect all the rogue nodes in the region and to reduce FPR, the speed

threshold has to be chosen dynamically based on the speed of the vehicles in the

region.

3.5.2 Simulation Setup

The simulations are carried out using OMNET++ and SUMO simulators. SUMO is

an open-source traffic-events simulator, provides a trace of vehicle movements, such

as vehicle speed, position, acceleration, etc. at the end of every simulation for a map

imported from OpenStreetMap [80, 81, 82]. To perform the simulation, we imported

the map of the city of Norman, Oklahoma into the SUMO simulator. The output of

the SUMO simulator, i.e., the trace of vehicles, is given as input to the OMNET++

simulator for rogue nodes detection. To assess the scalability and behavior of the

FSDV framework, we increase the number of vehicles up to 4000 and the presence of

rogue nodes in the network up to 40%. Table 3.1 summarizes the most commonly

used parameters used in the simulation.
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3.5.3 Performance Metrics

The simulations were performed based on the equations formulated in Section 3.3 and

3.4. We considered the following metrics to evaluate the performance of our FSDV

framework and to compare our results with PoW, IDS, and TM schemes:

• Data processing time: The time needed by the guard node to analyze the beacon

messages received in the region.

• PLR: The ratio of the number of lost packets to the total number of packets

sent across a communication channel.

• Average throughput: Average rate of successfully broadcasted beacon messages

across a communication channel.

• Overhead: The additional information exchanged between the vehicles to detect

rogue nodes in the region.

• True positive rate: The percentage of rogue nodes is accurately detected and

classified as rogue nodes.

TPR = No. of rogue nodes detected correctly
Total no. of rogue nodes (3.11)

• False positive rate: The percentage of honest nodes is incorrectly detected and

classified as rogue nodes.

FPR = No. of honest nodes detected incorrectly
Total no. of honest nodes

(3.12)
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Figure 3.3: Comparison of urban scenarios of the FSDV framework with PoW, IDS,
and TM schemes: (a) data processing time and (b) PLR.

3.6 Results

As mentioned in Section 3.4, we performed a simulation in two parts: the urban

and highway scenarios. The vehicles in the urban scenario had a low mobility, while

those in the highway scenario had a high mobility. During the simulation, the FSDV

framework is analyzed based on the equations formulated in Section 3.3 and Section

3.4, and the results are presented below:

3.6.1 Urban Scenario

1) Data processing time: Data processing time is the time taken by the guard node to

process and analyze the speed and position values received in beacon messages from

the neighboring vehicles. The number of vehicles ranges from 500 to 4000 in an urban

scenario. As the guard node adopts a delay-efficient fog computing technique to detect

rogue and Sybil nodes in the region (Section 3.3), the data processing delay of our

FSDV approach 43% is lower than PoW, IDS, and TM schemes. In the 4000–vehicle

simulation, the data processing time was 42%, 53%, and 57% lower than that in the

PoW, IDS, and TM schemes, respectively, as shown in Fig. 3.3a. The results show
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that our FSDV framework is efficient, scalable, and can handle high vehicle densities.

2) PLR: From Fig 3.3b, it can be observed that PLR increases as the number

of vehicles increases in the region. This is due to an increase in vehicles increasing

the number of beacon messages received by the guard node, which in turn increases

the load on the fog, resulting in packet drop or collision of some packets. However,

the adoption of fog computing provides more bandwidth, resulting in 24% lower

packet loss compared to [37,61,62] schemes. In the 4000–vehicle simulation, the PLR

was 18%, 32%, and 38% lower than that in the PoW, IDS, and TEAM schemes,

respectively.

Figure 3.3: Comparison of urban scenarios of the FSDV framework with PoW, IDS,
and TM schemes: (c) average throughput and (d) overhead.

3) Average throughput: The average throughput increases when the number of

beacon messages is successfully broadcasted to all vehicles as the number of vehicles

increases in the region, which measures the scalability of the proposed work. In

FSDV, average throughput increases as vehicles increase from 500 to 4000 in an urban

scenario. This was due to the scalability of our dynamic fog, low data processing

delays (Fig. 3.3a), and low PLR (Fig. 3.3b) at all densities. In the 4000–vehicle

simulation, the average throughput in an urban scenario was 16%, 19%, and 26%
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higher than that in the PoW, IDS, and TM schemes, respectively, as shown in Fig.

3.3c.

Figure 3.3: Comparison of urban scenarios of the FSDV framework with PoW, IDS,
and TM schemes: (e) TPR and (f) FPR.

4) Overhead: Fig 3.3d shows the overhead of the FSDV framework ranging from

5% to 40% of rogue nodes in the region. In order to reduce overhead, instead of

sending a challenge packet to all the vehicles in the region, the guard node sends

it only when there is a suspicion of a Sybil attack resulting in 16% lower overhead

compared to [37,61,62] schemes. For example, when the number of rogue nodes was

40% in the region, the overhead was 11%, 15%, and 9% lower than that of the PoW,

IDS, and TM schemes, respectively.

5) TPR: TPR was calculated against the number of rogue nodes, as shown in Fig.

3.3e. When the number of rogue nodes was more than 35%, the TPR marginally

decreased to 99.25%. Detecting the rogue node broadcasting malicious speed values

was difficult when the speed variation was gradual. However, to generate a false

congestion scenario and to simultaneously operate many active Sybil nodes within

the region, the target node suddenly decreases the speed values. The FSDV performs

better than PoW, IDS, and TM, up to 40% rogue nodes in the region. Thus, the

FSDV framework can detect rogue nodes even at high vehicle densities, resulting in
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a higher TPR compared to [37,61,62] schemes.

Figure 3.4: Comparison highway scenarios of the FSDV framework with PoW, IDS,
and TM schemes: (a) data processing time and (b) PLR.

6) FPR: The increase in FPR deteriorates the performance of rogue node detection

schemes by increasing the number of rogue nodes in the region. However, in the

FSDV framework, in addition to comparing the difference in speed values received

from beacon messages with dynamic threshold, we also perform the location-based

beamforming technique to identify Sybil and rogue nodes resulting in 38% lower FPR

even at 40% rogue nodes in the region compared to [37,61,62] schemes. For example,

when the number of rogue nodes was 40% in the region, the FPR was 34%, 55%, and

41% lower than that of the PoW, IDS, and TM schemes, respectively as shown in

Fig. 3.3f.

3.6.2 Highway Scenario

1) Data processing time: Fig. 3.4 a shows, when the number of vehicles increases

from 500 to 4000, the data processing time increases as the guard node needs to

process a large number of beacon messages received from all the vehicles in the region.

However, as the OBUs of all vehicles are utilized in creating the dynamic fog layer, the
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computation power of the guard node increases when the number of vehicles increases

in the region results in a 40% lower processing delay compared to [37,61,62] schemes.

In the 4000 vehicles simulation, the data processing time is 39%, 51%, and 54% lower

than PoW, IDS, and TM schemes, respectively, as shown in Fig. 3.4a. The results

show that our FSDV framework is efficient and can handle high vehicle densities.

2) PLR: PLR of the FSDV framework increases when the number of vehicles

increases from 500 to 4000 due to the high mobility of the vehicles resulting in a

collision of some packets. However, the PLR of our framework is lower compared

to [37, 61, 62] at all vehicle densities. The PLR is calculated against the number of

vehicles. In 4000 vehicles simulation, PLR is 22%, 29%, and 38% lower than the

PoW, IDS, and TM schemes respectively, as shown in Fig. 3.4b.

Figure 3.4: Comparison highway scenarios of the FSDV framework with PoW, IDS,
and TM schemes: (c) average throughput and (d) overhead.

3) Average throughput: The average throughput is calculated against the number

of vehicles and increases when the number of vehicles increases, as shown in Fig. 3.4c.

Due to a large number of messages are successfully broadcasted to all vehicles region,

the average throughput of the FSDV framework is higher compared to [37, 61, 62]

schemes at all vehicle densities. In the 4000 vehicle simulation, average throughput
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is 14%, 15%, and 19% higher than the PoW, IDS, and TM, respectively.

4) Overhead: The overhead of our framework is calculated against the number of

rogue nodes (Fig. 3.4d). Finding the dynamic threshold increases the overhead of

our framework. However, unlike existing approaches [37,61,62], our FSDV framework

does not require any additional information, such as past vehicle data, trust score,

and digital signature exchanged between the guard node, to detect rogue and Sybil

nodes in the region resulting in 13% lower overhead in an urban scenario even when

the number of rogue nodes increased up to 40% as shown in Fig. 3.3d. For a network

with 40% rogue nodes, the overhead is 7%, 6%, and 10% lower than the PoW, IDS,

and TM schemes, respectively.

Figure 3.4: Comparison highway scenarios of the FSDV framework with PoW, IDS,
and TM schemes: (e) TPR and (f) FPR.

5) TPR: Detecting the rogue nodes broadcasting false information is difficult if

the speed varies gradually in the received beacon messages. However, to generate

either fake traffic congestion or an accident, in addition to creating Sybil nodes, the

target rogue node also decreases the speed values quickly. The FSDV algorithm also

adapts location verification techniques to detect rogue nodes in the region resulting

in detecting rogue nodes correctly (i.e.,100%) up to 30% rogue nodes in the region.

It decreases slightly to 98.5% when the number of rogue nodes increases to 40%, as
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shown in Fig. 3.4e. Moreover, the TPR of the FSDV framework is higher compared

to PoW, IDS, and TM schemes at all vehicle densities.

6) FPR: The increase in FPR increases rogue nodes in the region as well as

deteriorates the performance of the rogue node detection schemes. In the FSDV

framework, the rogue nodes detection relies only on the speed and position values

in beacon messages broadcasted by all vehicles in the region without taking into

any trust scores or past vehicle data into consideration resulting in 35% lower FPR

compared to [37, 61, 62] schemes. For a network with 40% rogue nodes, the FPR is

31%, 51%, and 38% lower than PoW, IDS, and TM schemes, respectively, as shown

in Fig. 3.4f.

3.7 Summary

We studied the challenges in detecting Sybil attacks, such as high processing delay,

high network overhead, high FPR, and low TPR, notably when the number of rogue

nodes increases in the region at high vehicle densities. To address these limitations

and to provide an efficient scheme to detect false messages broadcasted over the

network, we proposed an OBU-based fog computing technique to detect rogue nodes

increases by up to 40% in the region. The simulations were performed to evaluate

the performance of the FSDV framework using OMNET++ and SUMO simulator.

Results showed that the FSDV framework is scalable, efficient, robust, and performs

up to 32% better than [37,61,62] techniques. Moreover, the FSDV framework ensures

a 43% lower processing delay, 34% lower FPR, and 14% lower overhead at high vehicle

densities compared to existing Sybil attack detection schemes [37, 61, 62]. Also, like

F-RouND discussed in Chapter 2, FSDV framework does not depend on any roadside

infrastructures like RSUs, or trust scores or past vehicle data in rogue nodes detection,

which is a major advantage compared to existing schemes [37,61,62].
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Chapter 4

Effect of Rogue nodes in Vehicular Platooning: Platoon

Control Maneuver Attack

4.1 Introduction

The advancement in VANETs and cooperative adaptive cruise control (CACC) facili-

tates vehicles to organized into groups of close-following vehicles commonly known as

a platoon. Platooning has been identified as a promising framework to improve road

capacity, on-road safety, and energy efficiency through platoon management proto-

cols [83,84,85]. A platoon is a complex physical system composed of a platoon leader

and one or more followers, also known as platoon members. The platoon leader is

usually the first vehicle of the platoon, which defines the speed, distance, acceleration,

maximum deacceleration, and direction of platoon members; responsible for perform-

ing basic maneuvers like platoon formation, merging, splitting, etc., by exchanging

various commands through beacon messages.

To maintain the stability of the platoon, the platoon leader broadcasts beacon

messages to its members through one-vehicle look-ahead communication at a con-

stant time interval (t) [84, 86]. In addition to that, each platoon member receives

information such as speed, position, distance, and direction from its preceding vehi-

cle. All the vehicles are equipped with radar to measure the distance and speed of

the preceding vehicle. Studies and research on platooning have been in vogue for a

number of years now. The most popular platooning research projects are California

partners for advanced transit and highways (PATH), safe road trains for the environ-
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ment (SARTRE), etc. Studies of these platooning research projects are focused with

the aim of improving V2V communication for platooning, and CACC techniques [87].

Platoon in VANET highly depends on effective communication among platoon

members to carry out basic platoon control maneuvers such as platoon merge and

split. Failing to acquire communication and accomplish platoon merge and split

maneuvers leads to the distortion of the platoon by the platoon leader. One such

problem is accomplishing a platoon merge in the presence of strong interference caused

by an unintended vehicle (i.e., rogue node) joining in the middle during the platoon

merge maneuver. Michelle et al. and Yang et al. [88, 89] analyzed the interference

caused by the rogue node during the platoon merge maneuver and determined whether

the platoon merge maneuver can be performed or aborted based on scenarios like far

truck interference, close truck interference, car interference, and channel impairments.

The authors concentrated on providing a solution to accomplish the platoon merge

maneuver in the presence of a rogue node in high vehicles dense regions like Manhattan

and other downtown regions. Also, the proposed solution depends on the trust model

and past vehicle data, which increases the overhead of the proposed techniques [88,89].

Amoozahdeh et al. [18] developed a platoon management protocol for VANET,

which includes basic platooning maneuvers such as platoon merge and split. However,

this approach has limitations such as high delay and high collision ratio during platoon

merge. In addition, the proposed technique for the platoon merge performs only

rear-end merge. Jeroen et al. [90] designed a hybrid controller for platoon merge and

split maneuvers. The continuous-time system handles the longitudinal control, and

a discrete-event supervisor decides on platoon merge and split maneuvers. However,

this approach suffers from frequent loss of connection in high vehicle-dense regions,

resulting in high PLR. Huang et al. [91] illustrated a cooperative platoon maneuver

switching model for platoon merge and split operations based on hybrid automata

and trust models. But, this protocol leads to high overhead and PLR.
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The proposal of a novel intrusion detection framework is essential to detect rogue

nodes and perform platoon merge in all possible scenarios in the VANET environment.

Our objective is to accomplish platoon control maneuvers (i.e., platoon merge) even in

the presence of strong interference caused by a rogue node joining the platoon during

a merge maneuver. For example, consider Manhattan and other downtown regions,

where vehicle density is higher than in the urban environment. Thus, the possibility

of a rogue node entering the platoon gap is high, resulting in string instability that

leads to aborting the platoon merge maneuver without being performed. In most

extreme conditions, string instability cause vehicle collisions in the platoon.

The contribution of this work is two-fold. First, we have developed an algorithm

called platoon merging for cooperative driving (PMCD) to identify an unintended

vehicle entering the platoon gap and to accomplish platoon merge by splitting one

large platoon into two or multiple sub-platoons in all possible scenarios, including

high vehicle dense regions. Second, we have implemented our algorithm in VENTOS

and SUMO simulators to measure the performance of PMCD. The novelty of PMCD

lies in that our proposed technique dynamically adapts between interference and non-

interference regions caused by rogue nodes in the platoon.

In this chapter, we have selected two different schemes for evaluation, Yang’s ap-

proach [88], and Michelle’s approach [89], and considered network throughput and

PLR to measure the performance of PMCD with the help of ns-3 and SUMO simula-

tors. To simulate the trace of vehicle movements, the SUMO simulator is used. The

output of the SUMO simulator is given as input to the VENTOS simulator. VENTOS

is a discrete event simulator that provides substantial support for the simulation of

wired and wireless networks and also outputs trace files for every simulation. From

the trace files, simulation data are collected and converted into graphs.
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4.2 Related Works

This section presents an overview of the most recent existing schemes that describes

platoon-based rogue node detection VANETs. Kremer et al. [92], and Hota et al. [93]

proposed a trust-based scheme to detect rogue nodes in vehicular platoon merge

scenarios. Based on the correctness of the data in beacon messages, positive or

negative trust scores are assigned. Positive and negative trust values represent the

normal and abnormal behavior of the vehicles in the platoon, respectively. When

the calculated trust of any vehicle reaches a predefined threshold limit is known as a

rogue node. Then, the information is broadcasted to all the vehicles in the region.

Zhou et al. [55] proposed a distributed collaborative intrusion detection framework

that stores and compares past vehicle data to identify the false messages broadcasted

by the rogue nodes in VANETs. The scheme proposed in [55] employs a clustering

technique to segregate the vehicles based on the reputation state and behavior; then,

the normal driving characteristics are compared with the individual clusters to detect

malicious behaviors. The vehicles associated with the clusters exposing malicious

behaviors, termed rogue nodes, are then ignored to contain the network damage.

This approach [55] suffers from high processing delays in creating clusters and high

PLR at high vehicle densities.

Pan et al. [94], and Xu et al. [95] proposed trust–based intrusion detection frame-

works for rogue node detection. The models proposed in [94, 95] assign a trust value

to all the vehicles in the platoon region based on their behavior. Vehicles that drop

or alter the message are considered rogue nodes with negative trust values. Vehicles

other than the rogue nodes are honest vehicles with positive trust values. The trust

values of the vehicles are maintained in the score table, which gets updated when-

ever messages are broadcasted by the vehicles. Each vehicle has a copy of the score

table containing information about all the vehicles in the region. Thus, the messages
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Figure 4.1: Interference caused by an unintended vehicle entered into a platoon in
dense vehicle regions.

received from the rogue nodes are ignored to contain network damage. As such, the

frameworks proposed in [94,95] suffer from high PLR and high overhead in detecting

the rogue nodes.

To overcome the limitations of the existing schemes [88,89], we propose the PMCD

framework, which is used to identify the presence of a rogue node in the platoon based

on the PLR and to accomplish the platoon merge in all possible scenarios.

4.3 Proposed PMCD Framework

This section illustrates the working principle of the PMCD framework.

4.3.1 Problem Description

The effect of the interference problem in the platoon merge maneuver is discussed in

this section. In Fig. 4.1, PL is the platoon leader, and M1, M2, M3, and M4 are

the platoon members. Vehicle look-ahead communication is used to exchange infor-

mation, such as speed, distance, direction, etc., among the platoon members through

beacon messages. RSUs are used to specify the lane assigned for platooned vehicles

and to inform each PL of the optimal size of a platoon based on various characteristics

like road length, vehicle density, etc. [18] Assume PL receives a merge request from
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Figure 4.2: Execution of platoon merge maneuver in the presence of the rogue node
by splitting the platoon into sub platoons i.e. platoon A and platoon B.

the intended vehicle V1; upon receiving the merge request, the PL checks the location

of V1 and sends a slow-down command to M3 through a multihop technique. M3

creates a gap to let V1 join the platoon. However, a rogue node might change the lane

and enter the platoon, leading to communication distortion among M2 and M3 as the

rogue node does not participate in platoon communication, resulting in high PLR

during the platoon merge maneuver execution. This situation causes instability in

the platoon and also forces the PL to abort the platoon merge maneuver in the middle

without being performed. Finding a solution for the interference problem plays an

essential role in accomplishing platoon merge in all possible scenarios, including high

vehicle dense regions. Subsection 4.3.2 provide a solution to the interference problem

in the platoon environment.

4.3.2 Rogue Node Detection Technique

Consider the scenario discussed in Section 4.3.1, where the rogue node entering the

middle of the platoon disrupts communication among platoon members, resulting in

instability of the platoon and aborting the platoon merge maneuver. PMCD provides

an efficient solution to solve this problem. The first step in PMCD is to identify

whether the vehicle entered into the platoon gap is the intended vehicle or not. This

can be done by comparing the radar distance with a GPS position in beacon messages.

80



Table 4.1: Notations used in PMCD algorithm.

Variables Purpose
Pj Platoon(s) in a given scenario
PL Platoon leader of the platoon Pj

PM1...n Platoon members of the platoon Pj

V 1 Vehicle sends merge request to join the platoon Pj

ThP LR Acceptable PLR

If a rogue node enters the platoon, the radar distance will not be coherent with the

GPS position broadcast by the car in front as the rogue vehicle does not take part in

platoon communication. Moreover, a rogue node in the middle of a platoon leads to

communication distortion among the platoon members, resulting in high PLR during

the platoon merge maneuver execution [88,89].

The second step of PMCD is to provide a solution to this problem by splitting

the platoon at the point where a rogue node entered into two or more sub-platoons.

Fig. 4.2 depicts a solution to the scenario discussed in Section 4.3.1 by splitting a

platoon into two sub platoons: platoon A and platoon B. PL, M1, and M2 form a

new platoon: platoon A. M3 is considered as a PL for platoon B, the intended vehicle

joins the platoon B and become the first member of the platoon B (M1), and M4

is considered as the second member of the platoon B (M2). DSRC communication

is used to exchange various messages among platoon members to carry out the split

operation. RSU informs the optimal size of platoon A and platoon B to appropriate

PLs.

4.3.3 PMCD Algorithm

PMCD algorithm illustrates the step-by-step process of execution of the platoon

merge maneuver. In the PMCD algorithm, the participating candidates are PL,

PM , and V 1. The platoon merge is initiated when a PL receives a merge request

from V 1 (line 1). Upon receiving a request, PL executes a function select_PM() to
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Algorithm 3: PMCD: Rogue node identification and platoon merge algo-
rithm
Input: Pj, V 1, PL, PM1...n

Output: Extended P or sub platoons Pj

1 if (PL receives merge_request from V 1) then
2 Repeat
3 PL ⇐ select_PMi() ;
4 PMi ⇐ platoon_merge() ;
5 if (gap_open() == True) then
6 lane change(V 1) ;
7 PMi ⇐ compare (radar_distance, GPS_position) ;
8 end
9 if (radar_distance == GPS_position) then

10 reduce_gap(PMi) ;
11 update_info(PL) ;
12 end
13 else
14 calculate_PLR() ;
15 end
16 if (PLR > ThP LR && PM > 2) then
17 platoon_split() ;
18 Pj ⇐ platoon_formation(PM1, PMi−1) ;
19 Pj+1 ⇐ platoon_formation(PMi, PMn) ;
20 if (PLR > ThP LR && PM == 2) then
21 platoon_split() ;
22 lane change(V 1) ;
23 platoon_merge() ;
24 end
25 end
26 Until radar_distance == GPS_position
27 end
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check the location of V 1 and thereby select the suitable PM to carry out the platoon

merge operation (line 3). The selected PM (PMi) performs the platoon merge opera-

tion by invoking the platoon_merge() function (line 4). PMi creates a gap to let V 1

join the platoon (lines 5 and 6). Once the vehicle enters the platoon, PMi compares

the GPS position and radar distance to verify whether the V 1 joined the platoon or

not (line 9).

If the GPS position and radar distance match, then it is clear that V 1 entered

the platoon, and thus, PMi reduces a gap to complete the merge process (lines 9

and 10). On completing the platoon merge maneuver successfully, PL receives a

message from PMs through a multihop technique (line 11). If a rogue node enters the

platoon, the radar distance will not be coherent with the GPS position broadcast by

the car in front, as the rogue node does not participate in platoon communication.

PLR is calculated to confirm the rogue node enters the platoon gap (line 14). PLR

higher than the minimum threshold indicates an unintended vehicle joins the platoon,

and thus, platoon_split() function is invoked to split the large platoon into two sub-

platoons (lines 16 to 19). The algorithm is repeated until the platoon merge maneuver

is accomplished. PMCD also handles a special case, the presence of a rogue node in the

two-vehicle platoon. First, the platoon_split function is invoked to split the vehicles

in a platoon into individual vehicles. After the successful split of the two-vehicle

platoon, V 1 performs the platoon merge maneuver with any of the split vehicles and

forms a new platoon (lines 20 to 23). The purpose of the variables used in the PMCD

algorithm is represented in Table 4.1.

4.4 Mathematical Model Analysis

The impact of the rogue node entering the platoon leads to instability, oscillation,

and deviation (Section 4.3). In this model, we measure the position deviation of the
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Figure 4.3: An example scenario of the PMCD mathematical modeling to detect the
rogue node in the platoon.

platoon members in the presence of a rogue node.

The platoon’s information flow determines the neighboring vehicles’ position as

input to the vehicle dynamics model. ∆x(i,j)(t) as position differences between two

vehicles p(i,j) and p(i,j−1) from their center of gravity, depicted in Fig. 4.3. The

∆x(i,j)(t) can be defined as:

∆x(i,j)(t) = x(i,j)(t) − x(i,j−1)(t) (4.1)

The dynamic platoon model for platoon stability incorporates that spacing and

velocity errors between vehicles. Based on (4.1), the platoon stability goal can math-

ematically be expressed as:

∆x(i,j)(t) − 1
2(le(i,j) + le(i,j−1))

= si (4.2)
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v(i,j)(t) = v(i,0)(t),

∀j ∈ [1, N ]

Where le(i,j−1) and le(i,j) denote the length of vehicles v(i,j−1) and v(i,j), respec-

tively. Based on (4.2), the error dynamics model is given by:

∆x(i,j)(t) − 1
2(le(i,j) + le(i,j−1))

− si = pe (4.3)

v(i,j)(t) − v(i,0)(t) = se

Where pe(i,j) represents the position error, which is the difference between relative

position, desired space, and length between vehicle p(i,j) and p(i,j−1) in the platoon i.

The velocity error is se(i,j). The x(i,j) must not exceed the interval limit that would

be:

ϕxi = ϕyi = si

4
(4.4)

Position error is considered severe in the platoon as it could lead to a frequent

loss of communication resulting in either vehicle collision or break up of the platoon.
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Figure 4.4: A sample scenario of ten-vehicle platoon on a highway scenario: a) vehicles
follow each other smoothly, and b) a rogue node enters the platoon during the platoon
merge maneuver.

4.5 Performance Evaluation

This section evaluates and analyzes the performance of the PMCD framework dis-

cussed in Section 4.3 and Section 4.4.

4.5.1 Simulation Setup

The simulations are carried out using VENTOS and SUMO simulators. SUMO is

an open-source traffic-events simulator that provides a trace of vehicle movements

at the end of every simulation for a map imported from OpenStreetMap. VENTOS

is a discrete event simulator used to measure the performance of the network using

the platoon deployment model, platoon mobility model, etc., [96,97,98]. To perform

the simulation, we imported the highways of Norman, Oklahoma, into the SUMO

simulator. The output of the SUMO simulator is given as input to the VENTOS

simulator to accomplish platoon merge in the presence of a rogue node. To assess the

scalability and behavior of the PMCD framework, we increase the platoon size up to

10 and the presence of a rogue node in the network.
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Figure 4.5: Speed profile of vehicle stream with ten-vehicle platoon: a) vehicles speeds
up and slow down, all vehicles follow each other properly and b) string stability is
not maintained in the presence of a rogue node leads to distortion.
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Table 4.2: Parameters used in Simulation of the PMCD Framework

Parameters Values
Platoon Size 2-10
Road length 5 Miles

Number of lanes 2
Vehicle speed 30-65 Miles/hr

Transmission range 500 m
Beacon message size 256 bytes

Protocol IEEE802.11p

4.5.2 Impact of the Rogue Node in the Platoon

We simulated the scenario of a rogue node in the platoon discussed in Section 4.2.

Fig. 4.5a shows the speed profile of a ten-vehicle platoon moving on a straight single-

lane highway when no rogue node is present, as shown in Fig 4.4a. The simulation

starts at t=60 s; the vehicle accelerates to 28 m/s and smoothly decelerates to 0 m/s.

Fig 4.5b presents the speed profile of the same vehicle stream in the presence of a

rogue node causing strong interference by entering the platoon during the platoon

merge maneuver, as shown in Fig. 4.5a.

The platoon leader broadcasts beacon messages to its members to maintain the

stability of the platoon. However, the rogue node enters the platoon at t=80 s,

leading to communication distortion, resulting in high PLR and instability in the

platoon, as depicted in Fig. 4.5b. This rogue node behavior could lead to catastrophic

consequences like vehicle collision. To overcome the effect of the rogue node, the

platoon dismantled, and all the vehicles simply followed the car-following model to

reach the destination. As a result, we have developed PMCD, which provides an

efficient solution to the interference problem and accomplishes platoon merge in all

possible scenarios (Section 4.4).
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4.5.3 Performance Metrics

The simulations were performed based on the algorithm discussed in Section 4.3.

Table 4.2 summarizes the most commonly used parameters used in the simulation. We

considered the following metrics to evaluate the performance of our PMCD framework

and to compare our results with Yang and Michelle’s schemes:

• Network Throughput: The rate of successfully broadcasted beacon messages

across a communication channel.

• PLR: The ratio of the number of lost packets to the total number of packets

sent across a communication channel.

• Collision Ratio: The number of packets colliding across a network before reach-

ing the destination

• Overhead: The additional information exchanged between the vehicles to detect

rogue node in the region.
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Figure 4.6: Comparison of network throughput with Yang’s approach and Michelle’s
approach by varying platoon size.

(a) (b)

Figure 4.7: Comparison of PLR with Yang’s approach and Michelle’s approach: (a)
varying platoon size, (b) varying time [ms].
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4.6 Results

We considered network throughput and PLR to measure the performance of the

PMCD algorithm (Section 4.3) and to compare our results with Yang’s approach [89]

and Michelle’s approach [88]. The simulations were performed using VENTOS and

SUMO simulators. The results are as follows:

1) Network Throughput: Network throughput is the number of packets successfully

transmitted across a network at a given time interval (t). It is calculated against the

number of vehicles in a platoon, represented in Fig. 4.6. The larger the number of

vehicles in a platoon, the larger the number of messages that needs to be transmitted

across a network to accomplish the platoon merge maneuver. As the PMCD algorithm

discussed in Section 4.3 provides an efficient solution to platoon merge maneuvers in

all possible scenarios, including the presence of a rogue node in the middle of the

platoon, the number of successfully transmitted messages increases as the number of

vehicles increases in the platoon. Thus, PMCD provides high network throughput at

all vehicle densities.

2)PLR: PLR is the ratio of the number of lost packets to the total number of

packets sent in a platoon. In Figure 4.7a, PLR is calculated against platoon size, i.e.,

the number of vehicles in a platoon. PLR of PMCD was observed to be lower at all

vehicle densities due to the successful execution of the platoon merge maneuver, even

in the presence of a rogue node in the middle of a platoon. It increases marginally

as the number of vehicles increases due to the collision of some packets. However,

the PLR of PMCD is overall 47% lower compared to existing approaches (i.e., Yang’s

approach [89] and Michelle’s approach [88]) at all vehicle densities. To observe the

time taken by PMCD to accomplish platoon split in the presence of a rogue node in

a platoon, we calculated PLR against simulation time, represented in Figure 4.7b.

PLR of PMCD was observed to be high in the beginning, as it takes 200 to 400
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Figure 4.8: Comparison of collision ratio with Yang’s approach and Michelle’s ap-
proach by varying platoon size.

ms to detect interference in a platoon. However, the PMCD algorithm discussed in

Section 4.3 provides an efficient solution to accomplish platoon merge by splitting

a large platoon into two or more sub-platoons. Thus, the PLR of PMCD decreases

gradually, and it observed be to lower with an increase in simulation time.

3) Collision Ratio We performed this experiment at a time interval (t) to observe

the number of packets colliding before reaching the destination. We observed that

the collision ratio of PMCD is lower at high vehicle densities. It increases slightly as

the number of platoon sizes increases in the system, as shown in Fig. 4.8. It is due

to the additional packets generated being more likely to encounter another packet,

resulting in a collision. When the platoon size was 10, the collision ratio was 20%

and 26% lower than that in Yang’s and Michelle’s schemes, respectively [88,89].

4) Overhead: The overhead of the PMCD framework was calculated against the

platoon size and increases as the platoon sizes increase in the system due to the time

taken to detect whether the rogue nodes were correctly identified. However, unlike
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Figure 4.9: Comparison of overhead with Yang’s approach and Michelle’s approach
by varying platoon size.

Yang’s and Michelle’s approaches [88,89], our PMCD framework detects the presence

of a rogue node at all possible scenarios resulting in 20% lower overhead compared to

Yang’s and Michelle’s approaches at high vehicle densities, as shown in Fig 4.9.

4.7 Summary

In this chapter, we studied the challenges of the presence of the rogue node in the

platoon. To address the challenges and to provide an efficient to accomplish platoon

control maneuvers, such as merging and splitting in the platoon, we have developed

an algorithm called PMCD. PMCD identifies the strong interference caused by the

rogue node entering the platoon gap and accomplishes platoon merge by splitting one

large platoon into two or more sub-platoons.

Moreover, PMCD ensures platoon merge in all possible scenarios, including highly

dense vehicle regions like downtown regions, where the possibility of a rogue node
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entering the platoon is high. We have analyzed the performance of PMCD through

an effective simulation using VENTOS and SUMO simulators. PMCD ensures 47%

lower PLR and 20% lower overhead compared to [88, 89] techniques. The results

showed that PMCD is robust, efficient, and accomplishes platoon merge compared to

Yang’s and Michelle’s approaches at all vehicle densities.
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Chapter 5

Conclusions and Future Directions

In this research, we studied some of the most vulnerable security attacks in

VANETs: False information attack, Sybil attack, and platoon control maneuvers

attack, and improved the performance of the rogue nodes detection algorithms by ad-

dressing the limitations of the previous works. The researchers have proposed different

mechanisms to detect rogue nodes using trust score, reputation, and cryptographic

techniques. However, difficulties arise for highly mobile and dynamic networks like

VANETs due to their inherent nature. Therefore, we have provided statistical and

traffic flow theory-based models that utilize only beacon messages to detect rogue

nodes. The key contributions of this dissertation are summarized as follows:

1. False Information Attack: F-RouND has been proposed in Chapter 2, which

utilizes traffic flow theory and hypothesis testing to detect rogue nodes in

VANETs responsible for the false information attack using the fog computing

technique. The performance of the F-RouND has been compared with existing

approaches through an extensive simulation in both highway and urban scenar-

ios. Results show that the F-RouND framework demonstrated the effectiveness

of the fog computing technique in determining rogue nodes, even when the

number of rogue nodes increases by up to 40% in the region. Moreover, the per-

formance of our extensive hypothesis test in validating the rogue nodes ensured

45% lower processing delay, 36% lower FPR, and 12% lower overhead at the

urban scenario and 44% lower processing delay, 32% lower FPR, and 10% lower

overhead at the highway scenario compared to the existing techniques [36,37,38].
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2. Sybil Attack: A novel FSDV framework has been proposed in Chapter 3 to

detect rogue nodes responsible for Sybil attacks based on dynamic threshold and

location information broadcasted in beacon messages using the fog computing

technique. FSDV has the ability to detect the rogue nodes and their generated

Sybil nodes. Extensive simulations were performed based on the highway and

urban scenarios to evaluate the FSDV framework’s performance and compare

the results with the existing approaches [37, 61, 62]. Results showed that the

FSDV framework is scalable, efficient, robust, and performs up to 32% better

than [37, 61, 62] techniques. Moreover, the FSDV framework ensures a 43%

lower processing delay, 34% lower FPR, and 14% lower overhead at high vehicle

densities compared to existing Sybil attack detection schemes.

3. Platoon Control Maneuver Attack: Similar to previous rogue node detec-

tion techniques discussed in Chapters 2 and 3, an intrusion detection technique

(PMCD) has been proposed to detect rogue nodes responsible for causing strong

interference in joining the platoon during the merging maneuver. PMCD en-

sures platoon merge in all possible scenarios, including highly dense vehicle

regions like downtown regions, where the possibility of a rogue node entering

the platoon is high. The performance of the PMCD algorithm and its analytical

expressions have been validated through an extensive simulation. The results

showed that PMCD is scalable, reduces overall PLR by 47%, and accomplishes

platoon merge compared to existing approaches [88, 89], even at high vehicle

densities.

The proposed rogue node detection frameworks and related analysis will help

cybersecurity and software engineers working on cooperative driving build efficient

schemes to detect security attacks and improve quality of service (QoS), such as delay,

throughput, and overhead. Also, the proposed frameworks could be further extended
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in a number of ways. Some of them are listed below:

1. Cross layer-based Intrusion Detection Scheme for Enhancing Security

in VANETs using Fog Computing: Cross layer design provides stability and

scalability to create robust and efficient communication protocols. The main

objective of any cross-layer scheme is to leverage the information between lay-

ers, thus enhancing the performance of attack detection frameworks [99, 100].

Developing a fog-based intrusion detection system for VANETs using a cross-

layer detection technique helps to detect rogue nodes involved in various secu-

rity attacks: message distortion, GPS spoofing, timing, black hole attack, and

wormhole attacks and also improves the QoS of our proposed frameworks.

2. Next generation of VANETs using Fog Computing for 6G and Beyond

Real Time Applications: By leveraging 6G and beyond enabled VANETs,

flexible communication can be achieved among vehicles with ultra-high reliabil-

ity and low latency. Applications in 6G and beyond VANETs rely on sharing

mobile data among vehicles, which is still challenging due to the enormous

data volume and the prohibitive cost of transmitting such data using 6G net-

works [101, 102]. Therefore, it is imperative to investigate and design a frame-

work for efficient cooperative data sharing in fog computing-assisted 6G and

beyond VANETs. Fog computing techniques provide a significant amount of

computing, storage, and resources near 6G and beyond VANETs, which could

be used as a solution to the problems of capacity and latency, supplying vehicles

with computing and storage resources.

3. Novel Deep Learning methods for Internet of Things (IoT): IoT is

a vision for an internetwork of intelligent, communicating objects, which is

on the cusp of transforming human lives. The convergence of technologies like

ubiquitous wireless communications, deep learning, real-time analytics, and em-
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bedded systems has made novel IoT applications possible in a multitude of do-

mains [103]. Deep learning techniques such as convolution neural networks and

long-short-term memory have been widely used in developing security for IoT

applications. Advanced driver assistance applications in autonomous cars are

heavily based on deep learning techniques that perform forward-collision warn-

ing, blind-spot detection, traffic sign recognition, and traffic safety [104, 105].

However, enhancing the performance and efficiency of these deep learning tech-

niques is one of the big challenges for implementing secure real-time applica-

tions. Thus, developing efficient and secure deep-learning models could enhance

the performance of existing IoT applications.

The most direct extension of this work is to extend the proposed methods ac-

cording to coexistence of different heterogeneous networks and analyze the effects of

not only coexistence of the networks but also their heterogeneity levels on the per-

formance. All in all, this research helps the readers along the illuminating journey

to understand the implications of security attacks in VANETs through various rogue

node detection techniques.
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