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Abstract 
 

It has been well-established that females achieve lower cessation rates than 

males in traditional smoking cessation interventions. Research suggests that iron status 

variations (i.e. deficiency) are common in females. Iron status variations are known to 

alter dopamine (DA) pathways and learning ability involved in reward processing and 

addiction. This suggests a mediation model which may partially explain the sex 

differences in cessation rates wherein iron status predicts abstinence directly and 

indirectly via changes to reward processing. The current study enrolled 54 females at 

the onset of smoking cessation intervention and measured cognitive task behavior with 

concurrent electroencephalography (EEG). In addition, assays were run to extract iron 

biomarkers from a blood sample. ERP components known to be sensitive to reward 

learning were extracted from the EEG data. Task behavior was quantified in terms of 

accuracy and/or reaction time. Lastly, blink rates were extracted from the EEG to act as 

a proxy for dopaminergic status. After imputing missing data and using a Bayesian 

variable selection framework to select a final set of mediators, a Generalized Structured 

Component Analysis was employed to test three mediation models. Results revealed 

that iron status, task behavior, dopamine status, and neural components accounted for 

1/3 of the variance in smoking cessation. These outcomes suggest that iron status may 

play a role in success or failure in achieving cessation during a quit attempt. These 

results may have implications for future smoking cessation intervention standards of 

care. 
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Chapter 1 

1.1 Introduction 

Smoking is the leading cause of preventable death in the United States [1], in 

spite of the $320 million from the NIH [2] and $85 million from the CDC [3] spent 

annually, and the roughly $6 billion spent to-date from the Tobacco Master Settlement 

Agreement [4] toward tobacco use prevention and control. Adults who continue to 

smoke despite these public health initiatives come from vulnerable populations who 

have difficulty quitting [1]. For example, it has been found that females are significantly 

less successful at smoking cessation when compared with males [5-8]. Notably, one 

study comparing a contingency management (CM; i.e. financial incentives for 

abstinence) intervention against a standard care (SC) intervention found a significant 

interaction effect such that sex moderated the relationship between treatment group and 

smoking cessation [9]. Specifically, while in SC males achieved abstinence at higher 

rates than females, in CM females achieved abstinence at higher rates than males.  

While some research has attempted to explain the female disadvantage in 

smoking cessation by way of differences in factors such as self-efficacy [10], negative 

affect [11], or others [12; 13], finding sex differences in interventions that include 

financial incentives highlights differences related to reward processing. Although 

nicotine exposure alone is enough to impact reward processing via increased 

dopaminergic activity in structures such as the ventral tegmental area [VTA; 14], the 

results from CM trials suggest that female reward processing has changed beyond what 

is observed in males. These results suggest the need for exploring additional reward-

related neural mechanisms which disproportionally affect females and which could lead 
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to differences in cessation. One such mechanism includes the neural changes resulting 

from variations in iron levels and associated variations in dopaminergic signaling. The 

WHO estimates that 11.8% of females in the US are anemic [15], while other research 

has found rates of iron deficiency without anemia (IDNA) to be 10-30% worldwide [16; 

17]. In addition to having lower average iron levels compared to men, females also have 

more variations in iron across the lifespan [18].  

Research suggests that disruption to iron homeostasis can lead to cognitive and 

neural dysregulation [19]. More specifically, studies show that depleted iron levels lead 

to lower dopamine transporter (DAT) binding [20], increased DA/metabolites [21], and 

decreased D1-like and D2-like receptors in the striatum and nucleus accumbens [NA; 

22]. Erikson et. al. also observed that the changes to the D2-like receptors are markedly 

higher in comparison with D1-like receptors, with D2 receptor density significantly 

related to ferritin levels in the striatum [22]. These results correspond with a net 

decrease in downstream dopaminergic activity. The NA is an important structure role in 

the mesolimbic dopaminergic pathway and the striatum is noted for its role in receiving 

inputs from the cortex and substantia nigra pars compacta (SNc) and sending ensuing 

signals through the direct and indirect pathways of the basal ganglia [23]. The decrease 

of overall dopaminergic activity, particularly via D2-like receptors going into the indirect 

pathway of the basal ganglia, caused by reductions in iron may have significant 

implications for learning, and perhaps more marked effects on negative learning. This 

mechanism could explain why females are not able to achieve abstinence under normal 

circumstances but when provided with financial incentives for abstinence (i.e. 

heightened positive reward) they are significantly more likely to achieve abstinence. 
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Considering the high rates of iron disruption present in females, these findings 

demonstrate that the changes to DA availability and function provide one potential 

mechanism leading to the female disadvantage to smoking cessation.  

1.2 Research question and significance 

This leads to the primary research question of the current proposal: Do variations 

in iron pose an additional burden to a woman who is attempting to quit smoking? 

Answering this question will have notable impacts for the 14.1% of females [1] who 

continue to smoke in the United States. Tobacco use continues to cause nearly 7 million 

death and costs more than $300 billion to the US economy annually (including $170 

billion in medical costs and $156 billion in lost productivity). The results of this effort 

could have long-term clinical implications for standard care smoking cessation 

interventions; recommendations could potentially include blood tests for iron 

biomarkers, making dietary recommendations, or introducing supplementation for 

women relatively low in iron even though they may not be iron deficient.  

1.3 Definition of Terms 

Abstinence: Abstinence will be defined via self-report along with levels of expired 

carbon monoxide (CO). The self-report is in response to the question, “Have you 

smoked, even a puff, during the last 7 days?” (yes/no). Expired CO will be acquired at 

any assessment which the participant attends in-person. Cutoff values for abstinence 

are defined as an expired CO level of ≤10 parts per million (ppm) for the quit date and 

≤6 ppm for any subsequent follow-up assessment [24]. 

Addiction: The DSM-5 includes eleven criteria for the diagnosis of substance use 

disorder including: cravings and urges, withdrawal symptoms in absence of use, 
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continuing use despite adverse effects, and desire yet inability to quit [25]. Addiction 

goes beyond the chronic use or misuse of a drug to additionally involve unsuccessful 

quit attempts or an inability to stop use [26].  

Basal Ganglia: The current study will use the term “basal ganglia” to refer to a group of 

sub-cortical nuclei that are implicated in processing of reward, motivation, learning, and 

movement, including but not limited to: the globus pallidus, striatum (caudate nucleus 

and putamen), and substantia nigra [SN; 23], nucleus accumbens [27; 28], ventral 

tegmental area (VTA) [29], and the subthalamic nucleus (STN) [30]. 

Contingency Management: Providing small, financial incentives for biochemically-

verified smoking abstinence, usually alongside standard care [9; 31]. This type of 

intervention has significant implications for reward-processing due to the financial gain 

component. 

Hemoglobin (Hb): Hb is the oxygen transport pigment of the red blood cells [32], and is 

the only marker of anemia. Interestingly, Hb is altered in smokers depending on the 

amount smoked; [3-7 g/L; 32; 33].  

Iron: This report distinguishes between iron deficiency with anemia (IDA), iron 

deficiency without anemia (IDNA). The term “disruption to iron homeostasis” or similar 

will refer to any level of iron deficiency or toxicity which deviates from normative iron 

sufficiency. Notable biomarkers include ferritin (sFt), hemoglobin (Hb), and serum 

transferrin receptor (sTfR). Iron sufficiency is a state in which Hb is ≥12 g/dL and sFt is 

≥15 µg/L [32; 34]. 

Iron Deficiency with anemia (IDA): IDA is a state in which Hb <12 g/dL and sFt <15 µg/L 

[32; 34].  
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Iron Deficiency without anemia (IDNA): IDNA is a state in which Hb ≥12 g/dL 

accompanied by an sFt <15 µg/L [32; 34].  

National Health and Nutrition Examination Survey (NHANES) Age-, Sex-, and Race-

Adjusted Ferritin Percentile: Ferritin follows a non-normal distribution which creates 

limitations for using raw ferritin in analyses. More importantly, due to the fact that sFt 

levels change with age and vary by race, NHANES data on sFt were used to estimate 

the cumulative density function on levels of sFt which was then used to determine an 

age- and race-adjusted percentile for each participant's measured level of sFt. 

Reward-prediction error: A mechanism of learning is the Reward-Prediction Error, which 

is equal to the given reward minus the expected reward [35]. At onset of learning, when 

the received reward is higher than the expected reward, there will be an increase in 

phasic DA activity as mediated by the D1-like receptors of the direct pathway to code for 

learning from positive feedback. In the case that the received reward is lower than the 

expected reward, there will be a suppression of phasic DA activity throughout the basal 

ganglia as mediated by D2-like receptors to code for learning from negative feedback. 

As learning continues to take place, there will be less difference between reward 

attained and reward expected, and thus there will be a decrease in magnitude of 

dopaminergic activity.  

Serum Ferritin (sFt): sFt reflects storage iron contained in the liver [32] and thus is a 

common measure of iron stores [34]. Iron deficiency first affects sFt before any changes 

are reflected in Hb. In females sFt cutoff values reflected for ages 20-44, 45-64, and 65-

74 to indicate overload are 150, 200, and 300 µg/L [32], while the most recent report 

from the WHO represents normal values between 15-150 µg/L for healthy menstruating 
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females of all ages and 15-200 µg/L for non-menstruating females of all ages [34]. Note 

that median values across all races taken from NHANES data reflect that sFt increases 

throughout the female lifespan, particularly after menopause, and is lowest at ages 14-

18 (i.e. onset of menstruation), pregnancy, and lactation [32]. 

Serum Transferrin Receptor (sTfR): sTfR is responsible for transferrin uptake into cell 

bodies and for transport of iron into the brain. The WHO [34] states that the 

measurement of sTfR reflects the iron supply that is taken into tissues (as opposed to 

circulating). As ID and IDA develop, sTfR levels increase [32].   

Standard Care: This report will use the term “Standard Care” (SC) to refer to standard 

smoking cessation treatments. The current recommendations for standard care includes 

the use of counseling of various modes, nicotine replacement therapies (NRTs; i.e. 

nicotine patch, lozenge, etc.), and other pharmacotherapies such as bupropion or 

varenicline [36]. 

Total Body Iron (TBI): TBI is calculated by taking the ratio between sTfR and sFt; the 

exact equation is as follows: TBI = -[log(sTfR/sFt ratio) - 2.8229]/0.1207 [37].This 

measure accounts for both short-term decrease in sFt as well as the longer-term 

upregulation of sTfR. 

1.4 Summary 

In sum, females’ lack of success in smoking cessation poses a significant public 

health disparity. As such, it is important to identify other potential barriers to success. 

One such plausible mechanism exists in dysfunction of reward-processing due to 

variations in iron status which could lead to decreased rates of cessation and increased 

response toward financial incentives when provided. 
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1.5 Assumptions/Limitations  

The analysis presented here uses an intent-to-treat outcome (i.e. abstinence). As 

noted earlier, abstinence is determined based upon self-report and expired CO. In 

cases for which self-report and CO or CO alone are missing, participants are assumed 

to be smoking. This is a notable limitation in the field of abstinence outcomes.  

A notable limitation of the present analysis includes the indirect measurement of 

dopamine. The present analysis will utilize blink rates and behavioral data from the 

Probabilistic Selection Task, both hypothesized correlates of dopamine levels [38; 39]. 

Additionally, there are generally low rates of smoking cessation outcomes at all time 

points and this will act as a significant limitation for study results. As noted in previous 

research, relapse is one of the most common outcomes when attempting to quit 

tobacco use [40]. 

Lastly, the current study will utilize data from female subjects, lacks a clear 

experimental vs. comparison group, and does not screen or correct for iron status. 

Thus, a necessary limitation in the present analysis is that it employs a non-

experimental, observational design.  
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Chapter 2 

2.1 Nicotine addiction: public health problems/cost 

Lung cancer, which is primarily caused by cigarette smoking, is the leading 

cause of cancer death in the U.S. [41]. Despite prevalence reaching an all-time low 

reflecting a decline in smoking of two-thirds since 1964 [i.e. the first Surgeon General 

report on Smoking and Health; 42], today 34.2 million (13.7%) of U.S. adults continue to 

smoke tobacco products. As tobacco use causes more than 7 million deaths per year it 

is unsurprising that it is still the leading cause of preventable death [1]. Furthermore, 

tobacco use is responsible for causing 20% of all cancers; 30% of all cancer deaths are 

caused by smoking [41].  

The costs and public health burden associated with tobacco use has led to the 

development of empirical and evidence-based smoking cessation interventions. 

Standard smoking cessation interventions have proven effective for many populations 

[36]. However, these programs have also led to the development of disparities in 

cessation rates [42]. Racial minorities, homeless adults, low-SES individuals, and 

females have lower rates of smoking cessation compared to the general population's 

rate of cessation from interventions [1].  

2.2 Sex differences in cessation 

It has been well-established that females are significantly less successful at 

smoking cessation when compared to males [5-8]. Research has attempted to explain 

this difference in cessation in a variety of ways. For example, some research has 

focused on behavioral and emotion-regulation issues such as self-efficacy or negative 

affect [10; 11], finding that females experiencing low self-efficacy or negative affect will 
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relapse at higher rates than males. Other research has suggested that differences in 

gonadal hormones may play a role in cessation [43]. Additionally, many researchers 

focus on sex differences in the hypothalamic-pituitary-adrenal (HPA) axis in response to 

cessation, specifically related to stress and withdrawal symptoms [44].  

Contingency management interventions (CM; i.e. financial incentives for 

abstinence) provide a unique insight into sex differences due to the unique responses to 

money as a reward. Kendzor et. al. compared a CM intervention against a standard 

care (SC) intervention [9]. The financial incentive intervention involved incrementally 

increasing gift cards for time points at which participants achieved biochemically-verified 

abstinence; if participants relapsed, financial incentives would be reset to the base 

value. The primary finding of this study showed that overall, participants given financial 

incentives had significantly higher quit rates than the standard care group. More 

interestingly, there was a significant sex by group interaction effect such that in SC, 

females achieved abstinence at lower rates than males, while in CM, females achieved 

abstinence at higher rates than males. This interaction effect suggests that there are 

differences in reward processing between male and female and female smokers in 

response to money. 

2.3 Implications for understanding reward processing 

Finding sex differences in interventions that include financial incentives highlights 

potential sex differences related to reward processing. Although nicotine exposure 

alone is enough to impact reward processing by way of increased dopaminergic activity 

in structures such as the ventral tegmental area [VTA; 14], the results from CM trials 

suggest that female reward processing has changed beyond what is observed in males. 
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These results suggest the need for exploring additional reward-related neural 

mechanisms which disproportionally affect females and which could lead to differences 

in cessation. One possible mechanism is the neural changes resulting from variations in 

iron levels and associated variations in dopaminergic signaling. The WHO estimates 

that 11.8% of females in the US are anemic [15], while other research has found rates 

of iron deficiency without anemia (IDNA) to be 10-30% worldwide [16; 17]. These rates 

of ID in females are higher compared to rates of ID in adult males, which are found to 

be as low as 2% [45]. In addition to having lower average iron levels compared to men, 

females also have more variations in iron across the lifespan [18]. 

2.4 Iron in the brain  

Iron plays four critical roles in the brain including oxygen transport, myelination, 

neurogenesis, and notably, iron’s functions in neurotransmitter synthesis and regulation 

[46]. There are notable implications of early life iron deficiency on neural functions [47]. 

However, neural changes and/or dysfunction as a result of iron deficiency can occur at 

any time during a woman's reproductive years [48; 49]. Because of the importance of 

maintaining iron homeostasis, there are tightly regulated systems for the uptake of iron 

from the bloodstream into the brain [19]. 

Iron is primarily contained in subcortical structures. White matter in the brain has 

some of the highest iron concentrations, and studies show that high concentrations of 

iron exist in the basal ganglia [50; 51]. More specifically, the globus pallidus, caudate 

nucleus, putamen, and substantia nigra are those identified as having the highest 

concentrations of iron [50], and it has been established that the globus pallidus contains 

a higher concentration of the brain’s iron [51] than other structures. The brain has about 
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1/3 of the ferritin found in the liver, and about 1/3 of the iron present in brain structures 

is present as ferritin [51].  

This is functionally important for many reasons. Because of iron’s significant 

roles noted above, and because of its high distribution in brain structures implicated in 

reward, learning, and memory, any disruptions to iron homeostasis will have functional 

implications for reward processing and learning. 

2.4.1 ID effect on dopamine in the basal ganglia 

The structures of the basal ganglia---those that are differentially dependent on 

iron---are implicated heavily in reward, learning, and memory, as well as movement. 

Both the direct and indirect pathways of the basal ganglia (see Figure 1) receive input 

from the cortex and the substantia nigra pars compacta (SNc) into the striatum. The 

direct pathway is thought to result in excitation going to the cortex (i.e. beginning or 

continuing a behavior), while the indirect pathway is thought to result in inhibition going 

to the cortex (i.e. termination of a behavior). The direct and indirect pathways 

collaborate to result in the net cortical output [28]. 

The current view of reward processing in the basal ganglia is the reward 

prediction error hypothesis [RPE; 29; 35]. When reward received is more than that 

which is expected, there will be a rapid increase in phasic firing of dopamine, leading to 

a feeling of pleasure. When reward received is less than that which is expected, 

dopaminergic activity will be suppressed leading to a feeling of lack of pleasure. 

Because the direct pathway is in charge of “starting” or “doing” behaviors, it is thought 

that positive reward (i.e. pleasure) is mediated through the direct pathway of the basal 

ganglia. On the other hand, because the indirect pathway is in charge of “stopping” or 
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“not doing”, it is thought that negative reward (i.e. lack of pleasure) is mediated through 

the indirect pathway.  

There are five dopaminergic receptors (D1, D2, D3, D4, and D5) which are sub-

classified into D1-like receptors (D1, D5; D1-Rs) and D2-like receptors [D2, D3, D4; D2-

Rs; 52]. These receptors input into the basal ganglia and act on cyclic adenosine 

monophosphate (cAMP) which then activates protein kinase-A (PKA) which then 

executes a reaction; in this case, excitatory signals through the downstream basal 

ganglia. D1-like receptors are primarily responsible for inputs into the direct pathway, 

and they modulate reward/reinforcement by initiating cAMP and thus PKA production 

when they are stimulated; this will then stimulate more excitatory signals downstream 

through the pathway [52]. On the other hand, D2-like receptors, primarily responsible for 

inputs into the indirect pathway and modulating aversion [28], do not result in formation 

of cAMP/PKA and so result in downstream inhibition. In other words, increased activity 

of the direct pathway (i.e. D1-like receptors) will correspond to integrating positive 

feedback (i.e. positive learning), while increased activity of the indirect pathway (i.e. D2-

like receptors) will correspond to integrating negative feedback (i.e. negative learning). 

2.5 Iron deficiency effects on DA in reward-related structures 

There are data showing that ID results in changes to dopaminergic systems that 

have implications for positive and negative learning. Burhans et. al. [20] fed rats iron 

deficient or iron sufficient diets from weaning through adulthood. Thin sections of rat 

brain were isolated, and binding capacity of the dopamine transporter (DAT) was 

measured. These researchers found that iron deficient rats had significantly lower DAT 

binding in the striatum and the substantia nigra. Decreased DAT binding indicates that 
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there is less DA activity because the transporter is more active in the reuptake of DA. 

Thus, DA spends less time in the synaptic cleft and the overall synaptic transmission of 

DA is reduced. Notably, these results implicate the striatum and the SN, which are two 

early structures in the basal ganglia pathways; these results will have an impact on 

downstream basal ganglia activity which will then affect learning both from positive and 

negative feedback. 

Erickson et. al. [22] similarly fed female and male rats iron deficient or iron 

sufficient diet from weaning for 6 weeks. Sections and regions of rat brain were isolated, 

and D1-R and D2-R concentrations in a number of brain regions were compared. These 

researchers found that ID rats had fewer D1-Rs in the striatum in both males and 

females, while only males had decreased D1-Rs in the NA. Interestingly, there were 

small increases in D1-Rs in the PFC and VTA. More notably, this study also found a 

decrease of D2-Rs in the striatum and changes to in the NA depending on sex (i.e. 

females had significant increases of D2-Rs, while males had significant decreases of 

D2Rs) in the iron deficiency condition. Decreases in the D1-Rs and D2-Rs in the 

striatum would indicate overall less activity in both indirect and direct pathways. 

However, the researchers additionally found a significantly positive correlation between 

striatal iron content and D2-R density (r = 0.91), indicating that the magnitude of change 

to the D2 receptors was markedly higher than the change to D1-Rs, as a function of iron 

content. These results suggest that iron deficiency may lead to decreased learning from 

negative environmental feedback, while learning from positive environmental feedback 

may remain unchanged. 

2.6 Iron deficiency effect on learning and addiction 
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ID is associated with deficits to attention, memory, and learning in humans. 

Falkingham et. al. [53] published a systemic review and meta-analysis on the effects of 

supplementing adults with iron, and concluded that iron supplementation can improve 

behavioral outcomes. Though these results are positive, Beard et. al.’s foundational 

report analyzing iron concentrations in multiple brain regions in rats with iron deficiency 

or sufficiency showed that despite iron repletion, the group of rats made ID at young 

age still had 20% lower brain iron concentrations compared to control rats after a period 

of iron repletion [50]. This suggests that there are neural deficits that cannot be fully 

restored despite repletion, but that functional deficits may be rescued. 

Studies show behavioral and/or cognitive deficits as a function of iron deficiency. 

Murray-Kolb and Beard [54] compared human females on baseline iron status along a 

range of cognitive domains. In this analysis, participants with IDA had lower accuracy 

and slower speed in tasks related to attention, memory, and learning. Furthermore, 

Blanton et. al. [55] enrolled healthy, non-anemic females, assessed iron levels with Fe 

and sTfR, and assessed cognition with the Tower of London task. This task requires 

participants to move an object from an initial position to a goal position within a defined 

number of moves (2, 3, 4, or 5 moves), which required participants to plan the sequence 

before beginning execution. Time of task execution was measured using a stopwatch. 

Results from this study showed that Fe was significantly negatively related to time to 

complete the task such that lower iron levels corresponded to more time to plan, 

particularly whenever more moves were defined (i.e. 4 and 5 moves). Research 

protocols involving rats corroborate these findings. Jenney et. al. [56] compared iron 

deficient rats against control rats in a learning paradigm. In this protocol, rats were 
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provided with an active lever supplying cocaine and an inactive lever supplying no 

reward. Results from this study showed that ID rats did not differ in their responses to 

rewarded and non-rewarded lever responses, but their non-rewarded lever responses 

were significantly more frequent compared to the IS rats. These results illustrate a 

dysfunction in negative learning in the ID rats. 

Recent work by Baker et al. [57] provides evidence that learning, particularly 

changes to positive and negative learning, could have implications for abstinence and 

relapse in smoking cessation. These researchers enrolled current smokers and asked 

them to complete the probabilistic selection task (PST), a task noted for sensitivity to 

reinforcement learning from both positive and negative learning, under three smoking 

conditions: smoking as normal, 24-hour period of abstinence, and resuming smoking 

after the abstinent period. The researchers found that when participants were abstinent, 

positive learning decreased while negative learning increased. In a period of relapse, 

the opposite happens: positive learning increased and negative learning decreased. 

This would indicate that whenever participants attempt to quit smoking, the negative 

symptoms are heeded while positive symptoms are discounted – and the opposite is 

true whenever participants relapse. Considering these results in the context of the data 

about ID, this may suggest that ID subjects would result in disruptions to learning during 

abstinence attempts which would make it even harder to quit smoking.    

2.7 Low iron related to cognition 

While research analyzing iron’s relationship to cognitive and behavioral 

outcomes is frequently limited to participants with iron deficiency, there is some 

evidence to suggest that low iron corresponds to poor cognitive/behavioral outcomes. 
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Scott and Murray-Kolb [58] analyzed the relationship between iron and cognition on a 

continuous scale in human participants. Participants completed varying tasks including 

Attentional Network Task (ANT), Go/No Go Task (GNG), and Sternberg memory search 

(SMS); biomarkers of iron gathered included Fe, Hgb, sTfR, and TBI. Significant 

associations were found between accuracy and reaction time on multiple tasks and 

various biomarkers, which indicates that iron is significantly related to cognition at 

various levels (i.e. including before ferritin reaches deficiency).  

2.8 Restatement of the central hypothesis 

The findings presented in this chapter provide evidence that ID leads to 

disruptions in dopaminergic signaling, and may have more significant impacts on D2-

Rs. Changes to D2-Rs suggests that negative learning will be differentially affected. 

Additionally, there is evidence that reliance on negative learning increases during a 

smoking cessation quit attempt. Compromised negative learning could represent an 

additional challenge to successful smoking cessation by females who are low in iron. 
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Chapter 3 

3.1 Data Collection, Setting, Timeline 

 The OUVNL established a collaboration with the Tobacco Settlement 

Endowment Trust (TSET) Health Promotion Research Center (HPRC; 

https://healthpromotionresearch.org) of OU Health Sciences Center. Their clinic offers a 

free cessation intervention program called the Tobacco Treatment Research Program 

(TTRP; https://healthpromotionresearch.org/Free-Help-to-Quit) from which the current 

protocol will be recruiting participants. Recruitment began in December 2018 and ended 

in October 2021.   

 When participants are enrolled for the TTRP, they are scheduled for a baseline 

appointment (referred to as “TTRP baseline”). When they come to the TTRP baseline 

appointment, participants are scheduled for a target quit date and for visits at 1-4, 12, 

and 26 weeks post-quit date. At TTRP baseline, participants fill out a number of surveys 

related to their sociodemographic characteristics and tobacco use and history. At this 

appointment, clinical staff screen and enroll participants to optional additional research 

studies, including the current protocol. Participants will be scheduled for their first 

appointment of the current protocol (i.e. “the appointment” or similar) after the TTRP 

baseline and before their TTRP quit date. 

3.2 Research Design, hypotheses 

 At their appointment, participants will be asked to complete surveys related to 

their dietary habits, physical activity, socioeconomic status, and medical and menstrual 

health. Upon completion, they will be fit for an electroencephalogram (EEG) cap 

system. After EEG cap system configuration, participants will be fit into a chair and 
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chinrest (both adjustable for height) approximately 62 centimeters away from the 

computer monitor with which they will be interacting. Upon completion of the task 

protocol, participants will be asked to complete a quick blood draw and will then be 

provided with a gift-card. 

Participants were initially provided $50 gift card at the conclusion of each visit. 

With the onset of COVID-19, participants were facing more difficulty with in-person 

participation and as such, gift cards were increased to $100 at baseline and $150 at the 

two follow-up appointments. 

3.3 Participants 

 Participants are eligible to participate if they are 19-70 years old, are not 

pregnant or lactating, have normal or corrected-to-normal vision, have no neurological 

injuries or deficits, and have a BMI between 18-35. Additionally, anybody who has 

received treatment for cancer within the past 6 months will be ineligible. Lastly, 

participants with a diagnosis of chronic obstructive pulmonary disease (COPD) will be 

ineligible due to the movement and noise related to excessive coughing during EEG 

sessions. 

3.4 Cognitive Tasks  

All cognitive tasks will be programmed using Psychtoolbox-3 [59-61] running in 

Matlab R2017b [62]. The tasks will be presented on a Windows computer with a Dell 

monitor (model# 1907FPt) which has a 19-inch display size with a resolution of 1280 x 

1024 pixels and a 75 Hz refresh rate. 
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3.4.1 Resting State 

EEG and video will be recorded during a 5-minute resting state protocol. 

Participants will be instructed to be still and silent, keep their chin in the chinrest and 

eyes open for a period of 5 minutes. Eye video recording (via the laptop’s webcam) and 

EEG recordings will be initiated and terminated simultaneously. The resting state data 

will be collected for the analysis of spontaneous blink rate. The eye video will be 

recorded in order to provide ability to assess blink rate manually in cases of EEG file 

error or otherwise. After the resting state protocol is completed, the following four tasks 

will be administered in random order per participant. 

3.4.2 Probabilistic Selection Task (PST) 

 The PST assesses positive and negative learning [39; 57]. Previous research 

has established that the PST is sensitive to dopamine status [30; 39; 63; 64].  The task 

has two phases: training and testing. Participants are shown two symbols (black 

Japanese Kanji characters on a gray background) that appear on the screen. During the 

training phase, participants are shown three stimulus pairs (denoted AB, CD, and EF) 

which have different probabilities of being correct. The AB pair is 80% correct for A and 

20% correct for B. The participant should learn to approach stimulus A and avoid 

stimulus B. The CD pair is 70% correct for C and 30% correct for D. The EF pair is 60% 

correct for E and 40% correct for F. At the beginning of each trial, participants are 

shown a square in the center of the screen and must press the space bar to see the 

stimulus pair. Upon pressing the space bar, they are shown a fixation cross for a 

random interval between 500-1500 ms. When the pair is shown on the screen, the 

participant will select the right stimulus by pressing the letter “M” or the left stimulus by 
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pressing the letter “C.” The assignment of character to side of the display will be 

determined randomly on each trial. After a random interval of 300-500 ms, participants 

are shown feedback about their choice which will read “Correct!” or “Incorrect!” for a 

period of 2000 ms.  

The training phase will be made up of up to three blocks of 60 trials each. In each 

block there will be 20 trials for each stimulus pair. Ideally, participants will only move to 

the testing phase after they reach an accuracy criteria defined as 65% correct A 

selections, 60% correct C selections, and 50% correct E selections [63]. Participants will 

move to the test phase after the block in which they reach these criteria, or until 3 

blocks of 60 trials are completed (i.e. 180 trials).  

There is one final block for the testing phase, consisting of 60 trials. In this block, 

feedback is no longer provided after each response. Additionally, each trial will consist 

of novel stimulus pairs exclusively (i.e. AC, AD, etc.). Accuracy and latency of 

responses during this block will indicate the extent of positive learning (i.e. approach A) 

and negative learning (i.e. avoid B).  

3.4.3 Iowa Gambling Task (IGT)  

The IGT assesses the extent of learning with uncertainty [65]. Participants will 

press a button (space bar) to initiate each trial. Participants will then be presented with a 

fixation cross in the middle of the screen for a random duration of 500-1500ms, after 

which the stimulus is shown. The stimulus for every trial is four decks of cards, arranged 

symmetrically around the center of the screen. The participant must select which deck 

to play on each trial. Feedback about their choice is presented after a random delay of 

300-500ms in the form of monetary gain or loss. The four decks represent one of four 
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conditions: four high gains + 1 higher loss; four low gains + 1 higher loss; four high loss 

+ 1 higher gain; and four low loss + 1 higher gain; conditions were randomized to decks 

per participant. Participants will not be instructed on the deck conditions at the start of 

the task, rather they must use the feedback provided to optimize their gains and 

minimize their losses. Participants start the task with $2,000, and they will be 

additionally incentivized by being provided with one piece of fun-sized candy per $100 

over the initial amount that they end with.  

3.4.4 Serial Reaction Time (SRT) 

Beyond providing reaction time data, the SRT assesses implicit learning [66]. In 

this task, there is a fixation cross in the center of the screen with two blue vertical lines 

to the left and two blue vertical lines to the right of the cross. Each trial consists of one 

line turning red, at which point participants indicate which line is red by pressing a 

button on the keyboard corresponding to that line. The next trial will not initiate until the 

correct response is provided. Participants use the four fingers of their dominant hand to 

provide responses; right-handed participants use (n m , .) while left-handed participants 

use (z x c v).  

 The task has 456 trials in total, consisting of 38 blocks of 12-trial sequences. 

There is one repeating sequence (i.e. 1-4-2-3-4-4-3-1-2-3-4-2) which is presented 

interleaved with random sequences (i.e. randomly generated each time). Of the 38-

blocks, 30 blocks are of the repeating sequence and 8 blocks are of the random 

sequence. The order of blocks is as such: two random blocks, then five repeating and 

one random block repeat until the 38 blocks are completed. 
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3.4.5 Paired Associates Learning (PAL) 

 The PAL cues into episodic memory, utilizing visual patterns (i.e. sketched 

drawings of objects) at various locations around the screen [67]. With varying levels of 

difficulty corresponding to the number of visual patterns to remember the location of 

(lesser value of patterns is easier). Participants will be shown either four or six objects 

at one of six specified locations around the screen. Once all objects are shown, 

participants must press a button to initiate the recall portion of the task. At this point, 

participants will be shown each of the objects in the center of the screen; they will then 

press a button on the keyboard corresponding to the location of the screen in which the 

object was originally shown. They will not be provided with feedback about their 

responses. There are 12 blocks in total, six blocks with six objects and six blocks with 

four objects. 

3.5 Blood measures: 

At the end of the appointment, participants will undergo a simple blood draw. The 

blood draw will either occur on-site by IRB-approved personnel or at the OU Children’s 

Hospital phlebotomy lab by staff phlebotomists. In the case of on-site blood draws, a 

serum separator tube and a purple EDTA tube will be collected in that order. Both tubes 

will be inverted gently 5-10 times and serum separator tubes will be set aside until a clot 

has formed. Serum separator tubes will then be centrifuged at 1200 x g for 10 minutes 

until they are separated into whole blood components, then both tubes will be 

transported in an insulated bag with an ice pack to OU Children’s hospital for assays. 

Phlebotomists at OU Children’s will follow similar instructions. 
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The assays which will be run on the blood sample include indices of iron status: 

ferritin, complete blood count (including hemoglobin, hematocrit, etc.), and serum 

transferrin receptor. Additionally, c-reactive protein (CRP) will be assayed; CRP is an 

indicator of inflammation, and inflammation corresponds to artificially upregulated 

ferritin; therefore, this assay may be needed to correct ferritin levels if inflammation is 

detected. 

3.6 EEG data collection and preparation 

The electroencephalogram (EEG) will be digitized at 500 Hz, high-pass filtered at 

0.5 Hz, low-pass filtered at 100 Hz, and notch filtered between 58-62 Hz. The data will 

be recorded with BrainVision Recorder version 1.21.0303 [68] with a gel-based 32-

channel BrainVision actiCAP [69] compatible with the actiCHamp [70] amplifier [71; 72]. 

Impedances will be checked at the start of recording and between each task; ideally, 

impedances will be 30 kΩ throughout the recording session but instances of exception 

were made. EEG data will be processed using EEGLAB 2021.1 [73] for Matlab R2020a 

[74]. 

Data will be plotted to visually identify artifacts and noise such as coughs, muscle 

movements, and occasional ocular events. Time points during which these unwanted 

artifacts exist will be removed. At this stage unacceptable channels will also be visually 

identified and interpolated. Next, independent component analysis will be applied to the 

data [73]. Once this step completed, the components identified will be plotted. Those 

with more noise than signal or that correspond to identifiable artifacts (e.g., eye 

movements, muscle, cardiac activity) will be removed while the components with more 

signal than noise will be retained. Once these steps have been completed and a final 
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series of checks have been done (epoch the data, plot ERP images, plot the final 

continuous EEG) to determine that the final data is sufficiently cleaned and retains 

sufficient enough brain data, the data will be prepared for further analysis. 

3.7 Data Analysis Plan 

To test the hypothesized pathways through which iron deficiency affects 

cessation, the final analysis plan will be based on three hypothesized mediation models: 

mediation by dopaminergic variations, by learning variations, and by brain dynamics. 

See Figures 2-4 for representations of the proposed mediation models. Because the 

focal interest of the current study is to determine the predicted direct and indirect effects 

of iron on abstinence, the causal variables will be the iron status biomarkers and the 

outcome variable will be smoking abstinence in all three models. The three models 

differ only in the suggested pathway through which iron’s effects on abstinence are 

mediated. Note that the three models are not intended to be mutually exclusive 

hypotheses. Rather, they each serve as heuristics for understanding the direct and 

indirect effects of variations in iron status on abstinence.  

3.7.1 Mediation Analyses 

Mediation analyses will be conducted to test the effect of either dopaminergic 

activity, learning, or brain dynamics as mediators of the relationship between iron level 

and smoking cessation. All mediation analyses will be fit in SAS 9.4 [75] using the 

maximum likelihood estimator. In all models, two parameters will be estimated: the 

direct effect (i.e. the variance in smoking cessation explained by iron level not mediated 

by any of the three) and the indirect effect (i.e. the variance in smoking cessation 

explained by iron level mediated by the three respective constructs). As standard, the 
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total effect will be computed as the sum of the direct and indirect effects, and the 

proportion of the mediation effects will be computed as (indirect effects/total effect)*100.  

3.7.2 Model 1 

The first model proposes DA as the mediating path (see Figure 2). To test this, 

the following indirect measures of dopamine will be utilized: spontaneous blink rate 

(BR), task-related BR, and PST behavioral data (i.e. response frequencies and 

latencies for choose A/avoid B and high and low conflict choices). It is suggested that 

BR serves as an indirect measure of dopamine status [39]. Previous research has 

utilized spontaneous BR [39], however, the present analysis will additionally explore the 

utility of task-related BR (i.e. BR during cognitive engagement in all four tasks). BR will 

be extracted in one of two ways. The primary method will be to extract the blinks from 

the continuous EEG data using the BLINKER plugin [76]. However, there are some rare 

instances for which the BLINKER plugin does not work (i.e. low-amplitude blink signal, 

etc.); for these instances, and as a secondary method, the eye video recording will be 

reviewed by study staff and blinks will be manually recorded. In addition to utilizing BR 

for measures of DA, it has been shown that sensitivity to positive/negative learning 

behavior on the PST is sensitive to DA [30; 39; 64]. For this reason, the accuracy and 

latency from choice behavior during testing phase of the PST will be utilized as 

mediators.  

3.7.3 Model 2 

The second model proposes learning outcomes as the mediating path. Learning 

will be represented by the behavioral data from the four cognitive tasks included in the 

protocol.  



26 
 

3.7.3.1 PST 

Evans and Hampson demonstrated that when the training phase of the PST 

expires after a set number of trials regardless of reaching appropriate criteria, only 78% 

of participants reached criteria [77]. Notably, their protocol defined test criteria only with 

respect to the threshold for AB test pairs (i.e. choose A in ≥70% of AB trials during 

training), and maximum training phase trials were 480 (compared to 180 in the current 

study). Reaching criteria is indicative of adequate learning to prefer A over all other 

stimuli and prefer any other stimuli over B (i.e. positive and negative learning). For this 

reason, having reached criterion (yes vs. no) will be an important marker of learning to 

be used in the mediation models. Accuracy will be defined as choosing A and avoiding 

B in respective testing phase trials [30]. Reaction times of these trials will be equally 

important in accessing relative brain processing in contrasting these trial types. 

Frank et. al. [30] demonstrated that dopamine dysfunction characterized by 

Parkinsonism conditions (including on/off medication and on/off deep brain stimulation) 

led to changes in reaction time in a conflict-modulated manner. High-conflict trials are 

defined as test trials in which the two choice stimuli have similar reinforcement values 

(i.e. AC = 90% and 80%). Low-conflict trials are defined as test trials in which the two 

choice stimuli have “easily discriminable values” (i.e. BD = 20% and 30%). Frank et. al. 

found that when receiving deep brain stimulation, participants RTs for high-conflict trials 

was lower than RTs low-conflict trials, while the normal pattern of action would be the 

opposite (i.e. higher RT in high-conflict trials compared with low-conflict trials). The 

increased reaction times corresponded to higher frequency of error trials. Consequently, 
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both choice frequencies and latencies in the high and low conflict trials will serve as 

another indicator of learning in the mediation analyses.  

3.7.3.2 IGT 

The four deck conditions represent advantageous (four high loss + 1 higher gain; 

four low loss + 1 higher gain) and disadvantageous (four high gains + 1 higher loss; four 

low gains + 1 higher loss) conditions. Mapelli et. al. [78] analyzed differences in learning 

characterized by frequency of selecting an advantageous deck minus frequency of 

selecting a disadvantageous deck in each 20-trial block (10 blocks for the current 

protocol); a positive trajectory over the blocks would indicate learning is taking place 

while a neutral or negative slope would indicate the opposite. These researchers found 

that most participants with Parkinson’s preferred disadvantageous decks, while most 

control participants preferred advantageous decks; they additionally found that learning 

(i.e. trajectory over time) occurred slower in Parkinson’s patients compared with 

controls. Thus, it will be important to use both indices (learning overall and trajectory of 

learning over time) in our mediation models. 

3.7.3.3 SRT 

Robertson [66] provides a detailed view into analyzing behavioral data from the 

SRT. If implicit learning has taken place, it is expected that the RT of the last repeating 

block trials will be faster (i.e. less than) the RT of the random block. To analyze this, we 

will take the median RT on the last random block minus the median RT on the last 

repeating block. Positive values will indicate that implicit learning has taken place while 

negative values will indicate that there is disruption to implicit learning. The magnitude 

of the learning or disruption will be indicated by the value of RT change. Lastly, another 
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way to categorize implicit learning is to analyze the trajectory of median RT over each 

sequential block (i.e. 30 blocks total). The overall trajectory can inform the speed of 

implicit learning (or lack thereof). Both the magnitude of the RT difference between the 

random and repeating block, and the rate of change in RT over sequential repeating 

blocks will be important in characterizing learning.  

3.7.3.4 PAL  

 Two indices of learning will be used for the PAL: accuracy and median RT on the 

final 6-trial block minus accuracy and median RT on the first 6-trial block. Accuracy will 

be defined as the number of trials answered correctly divided by the number of trials 

attempted (i.e. maximum of 6 per block). RT will be defined as the latency to respond of 

trials for which the first response is the correct response. A final accuracy score with a 

positive value and RT score with a negative value will indicate that learning has taken 

place.  

3.7.4 Model 3 

The third model proposes brain dynamics as the mediating path. For this 

analysis, ERP components of interest were isolated based on those which can be 

interpreted as indices of learning on feedback-dependent learning paradigms. This is 

only possible for EEG data from the PST and IGT tasks, and as such EEG data from 

only these two tasks will be used. 
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Chapter 4 

4.1 Participants 

4.1.1 Timeline and COVID-19 Impacts 

Recruitment began in December 2018 and was completed in October 2021. 

Participants initially received a $50 gift card for participation. Due to COVID-19, data 

collection was paused in March 2020 and began again in June 2020. The last 

participant seen before COVID-19 occurred on 3-10-2020, and the first participant seen 

after COVID-19 closures occurred on 8-3-2020. When recruitment began again after 

COVID-19 closures (June 2020), for the ensuing seven months, only four participants 

were enrolled, of which two were lost to attrition. Consequently, financial incentives for 

participation were increased to $100 beginning January 2021 in order to improve 

enrollment and retention. The remaining 25 participants were consented and scheduled 

between January and October 2021.  

4.1.2 Pre-Screening Limitations 

Additionally, recruitment initiatives and procedures, as well as methods of record 

keeping, changed over the duration of the study due to low recruitment and impacts of 

COVID-19. One of these changes was implementing pre-screening at the initial phone 

call to determine whether a participant would be able to attend the baseline appointment 

in-person in order to have full-screening done at that time. In many cases, participants 

were pre-screened but then not fully screened due to limitations in the baseline 

appointment (i.e. if remote, or otherwise). There were many instances of participants 

who were screened at the baseline appointment, but were never pre-screened during 

the phone call. Due to the inconsistencies and limitations in recording for both pre-
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screen and screening, it will not be possible to report on individuals preceding the full 

screener administered at the baseline appointment. 

There were a number of individuals were marked ineligible at the pre-screen, but 

were not shown as ever having been asked pre-screen or screener questions. This can 

only be attributed to staff error. Because it is impossible to know whether these 

individuals were ever screened and why exactly they were marked ineligible, it is 

assumed that these instances were marked ineligible due to staff error, and they will not 

be included in individuals screened. 

Additionally, there were some instances of staff error in record keeping in 

screening and eligibility. For example, there are individuals who answered at least one 

screening question, but were not marked as eligible or ineligible (n=11). These 

individuals may or may not have been provided the opportunity to participate in the 

current study, and thus will not be included in the final count of individuals screened.  

4.1.3 Screening  

See Figure 5 for the CONSORT diagram for the flow of participants. There were 

416 individuals screened for eligibility 429 times; 11 individuals were screened two 

times and one individual was screened three times. Of the 429, 280 individuals were 

ineligible. The 280 is further reduced to 267 individuals (due to duplicate screenings). Of 

the 267 ineligible individuals, 88 were ineligible due to meeting  at least one exclusion 

criterion, 75 due to BMI > 35, 71 individuals due to a COPD diagnosis, 14 were 

ineligible due to having abnormal vision, 11 due to having neurological injuries or 

deficits, four individuals due to having a current cancer diagnosis, two individuals were 

ineligible due to current pregnancy/lactation, and two due to having had cancer 
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treatment within six months. The CONSORT diagram reflects the number of individuals 

who endorsed each reason (including those who endorsed more than one reason).  

The questions “Do you have a current diagnosis of cancer (are you not cancer 

free)?” & “Have you received cancer treatment (e.g., chemotherapy, radiation, surgery, 

medications, or other treatments) in the past six months?” were added shortly after 

recruitment began, and 14 of those screened were missing responses for these 

questions. The question “Do you have any neurological injuries or deficits that may 

affect memory, cognition, or perception?” was added much later in screening, and 130 

of those screened were missing responses for this question. No participant had missing 

responses to all of the screening questions.  

4.1.4 Eligible Individuals 

Of the remaining 149 individuals who were eligible, 77 declined participation and 

72 were enrolled. Reasons for declining were not provided. These 72 individuals signed 

informed consents and were scheduled for their appointment into the current study. Of 

these, 54 individuals (75%) were present at their appointment (i.e. 18 or 25% lost to 

attrition). Note: three out of the 54 individuals declined EEG participation upon arrival to 

their appointment; therefore, only 51 participants provided EEG data. 

Sociodemographic and smoking behavior comparisons (i.e. age, race/ethnicity, 

income, marital status, education, cigarettes smoked per day, years of smoking, 

heaviness of smoking index score at baseline, and depression; see section 4.2.1 for 

details on how variables were operationalized) were conducted between those who 

declined and those who enrolled. No significant differences were found between the two 

groups. Additionally, these same comparisons were made between those who were lost 
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to attrition and those who completed their appointment. No significant differences were 

found between these two groups. 

4.2 Sociodemographic Characteristics 

4.2.1 Methodology 

The following sociodemographic variables were assessed: age, race/ethnicity, 

income, marital status, education, cigarettes smoked per day, years of smoking, 

heaviness of smoking index score at baseline, depression, body mass index (BMI), and 

menopause status. Age and years of smoking were measured in years and treated as 

continuous self-report variables.  

Race and ethnicity were assessed by asking the two questions, “Are you 

Hispanic or Latino?” and “How would you best describe your race?” Answers for the two 

questions were collapsed into one variable such that if participant reported ethnicity as 

Hispanic, they were categorized as Hispanic; otherwise, participant was characterized 

by race. Final categories were defined as: White, Black or African American, Asian, 

Native Hawaiian or Other Pacific Islander, American Indian / Alaska Native, More than 

one race, or Hispanic/Latino. Due to the low numbers, participants were then collapsed 

into three total categories for race: White, Black/African American, or Other.  

Income was assessed by asking “Which of these categories best describes your 

total combined family income for the past 12 months?” Response options were 

categorical in nature: $0 to $10,999, $11,000 to $20,999, $21,000 to $30,999, $31,000 

to $40,999, $41,000 to $50,999, $51,000 to $60,999, $61,000 to $70,999, $71,000 to 

$80,999, $81,000 to $90,999, $91,000 to 100,000, $100,000 or greater, or Refuse to 
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Answer. Of the enrolled participants, no responses were missing, and only two 

endorsed “Refuse to Answer.”  

Participants were additionally asked “What is your present marital status?” with 

answer choices of: single, married, divorced, widowed, living with significant other, or 

separated. There were no missing responses. 

To assess education, participants were asked “How many years of education 

have you COMPLETED?” Answer options were categorical and included: zero (no 

formal schooling), one thru 12 years (selecting 12 years refers to GED or High School 

diploma attained), 13 years (Some college/technical school), 14 years (Associates 

Degree), 16 (Bachelor Degree), 17 (Some Post-graduate School), 18 (Master Degree), 

and 20 (Post-graduate Degree: M.D., Ph.D., etc.). Responses were not transformed or 

collapsed in any way. 

To assess depression, participants were asked to completed a modified version 

of the Patient Health Questionnaire (PHQ)-9 for Major Depressive Disorder or Other 

Depressive Syndromes [79], which asked all questions listed in Appendix A. The 

questions ask about the frequency of depression symptoms over the past two weeks; 

the question assessing suicidal ideation was omitted because clinical setting was not 

equipped for responses (i.e. emergency mental health services). Responses were 

summed for a total score of zero to eight, reflecting the number of symptoms 

experienced on more than half of days over the past two weeks (i.e. the number of 

items out of 8 possible for which participants endorsed response option 2 or 3). 

Participants who endorsed questions 1 and/or 2 and had a total score greater than four 
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were classified as depressed; otherwise participants were classified as not depressed. 

Depression classification was not used as exclusionary criterion. 

Participants completed the two-item Heaviness of Smoking Index [80] to assess 

smoking dependence. The questions ask “How soon after you wake do (or did) you 

smoke your first cigarette or cigarillo?” (with response options: 3 = within 5 minutes | 2 = 

5-30 minutes | 1 = 31-60 minutes | 0 = after 60 minutes) and “On days when you 

smoke(d), how many cigarettes or cigarillos do (or did) you usually smoke per day?” 

(with response options: 0 = 0, 1 = 1-5, 2 = 6-10, …, 7 = 31 or more). Responses were 

summed to a total score ranging from 0-6. Scores of 0-1 indicate low dependence, 2-4 

indicate moderate dependence, and 5-6 indicate high dependence [81; 82].  

Cigarettes smoked per day (CPD) was assessed by asking “On average, how 

many cigarettes do you smoke a day?” Participants were allowed to enter any value 

between 0-100. However, there was a high level of missingness for this response (~20-

25%). Almost all participants who were missing responses for CPD had answered 

another question which asks, “On days when you smoke(d), how many cigarettes or 

cigarillos do (or did) you usually smoke per day?” which required categorical responses. 

A second version of this variable was created based on CPD (if available) or the second 

question (if CPD missing). Therefore, this second CPD variable has categorical 

responses only, with few instances of missing (~ 0-3%).  

Anthropomorphic measures were gathered at the baseline TTRP visit. 

Participants’ height (in inches) and weight (in pounds) was measured, and body mass 

index (BMI) was calculated with the following equation: (Weight / Height2) * 703. 
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Lastly, menopause status was assessed at their EEG appointment with the 

question, “How would you describe your current menstrual status?” Participants were 

able to select from three answer options: 1) Premenopause (before having menopause; 

having regular periods); 2) Perimenopause/menopause transition (changes in periods, 

but have not gone 12 months in a row without a period); or 3) Postmenopause (after 

menopause).  

4.2.2 Results  

Participants (n=54) were all female, primarily of White (51.9%, n=28) or Black 

(27.8%, n=15) race, and single (66.7%, n = 36). Additionally, participants were on 

average 51 years of age and had 13 years of education; most participants had attained 

a high school diploma or greater (90.7%, n = 49). The majority of participants reported 

current menopause status as either peri- (11.5%, n=6) or post-menopause (59.6%, 

n=31). Only 9% of participants (n=5) were classified as depressed based on responses 

to the PHQ. See Table 1 for full sociodemographic characteristics. 

4.3 Iron Biomarkers 

4.3.1 Laboratory Analysis 

Whole blood samples were collected at the conclusion of every session in 

lavender-top EDTA Vacutainer® brand tubes for analysis of complete blood count 

(including Hb). A second gold-top Vacutainer® brand serum separator tube (SST) was 

collected and centrifuged to separate serum for analysis of sFt, soluble transferrin 

receptor (sTfR), and C-reactive protein (CRP). Both tubes were collected by a trained 

phlebotomist, packed into a bio-hazard bag on ice, and transported to the OU Medical 

Pathology Laboratory for analysis.  
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4.3.2 Methodology 

Of the 54 participants, one participant refused to receive a blood draw and two 

other samples were lost by OU Medical Pathology. Two additional participants’ results 

for CBC were missing and two results for sTfR were missing. For this reason, all blood 

results represent 51 participants excepting Hb (n=49) and sTfR (n=49).  

Hb is known to be affected by smoking status, and criteria have been defined to 

adjust for amount of cigarettes smoked per day [32; 83; 84]. As Sullivan et. al. suggest, 

Hb will be reduced by a range of 0.3 to 0.7 depending on number of cigarettes smoked 

per day. Both adjusted and unadjusted Hb will be reported. 

Additionally, CRP, a biomarker of inflammation, was relatively high in the present 

sample (M=6.99; SD=13.68; Median = 3). One outlier was identified (CRP = 88.10) and 

was subsequently removed. The final CRP variable (n=50) still reported high levels of 

inflammation (M=5.37; SD=7.35; Median = 3). Of the 50 participants with remaining 

CRP values, 29 had values outside the norm (i.e. met diagnostic criteria for 

inflammation; 58.0%). For this reason, ferritin values were adjusted to account for 

inflammation [85; 86]. Both raw serum ferritin (sFt) and CRP-adjusted ferritin (asFt) are 

reported in Table 2 and subsequently used in Cook’s equation to calculate TBI [37]. 

Lastly, because ferritin is known to be affected by sex, age, and race, ferritin 

percentile rank (sFtP) was calculated with both sFt and asFt. This was done using the 

National Health and Nutrition Examination Survey (NHANES) data (i.e. a national 

sample): a cumulative distribution function was used to transform the data into a 

percentile value. In this way, each participants’ sFtP reflects the percentage of their age 

and race groups’ sFt equal to or below their sFt (females only). 
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4.3.3 Results  

See Table 2 for full report of the iron biomarkers. The average raw Hb was 14.04 

g/dl (SD = 1.47). Surprisingly, CPD-adjusted Hb varied minimally from raw Hb at 13.82 

g/dl (SD = 1.46). Few participants were classified as anemic using either raw Hb (4%, 

n=2) or CPD-adjusted Hb (n=3, 6.1%).  

The average raw sFt was 103.12 (SD = 97.88; median = 75.70), which is 

perhaps unsurprising considering the high rates of reported peri- and post-menopause 

in the sample. Inflammation-adjusted ferritin (asFt) was considerably lower than raw sFt, 

with an average of 76.14 (SD = 68.66; median = 52.07). Of the total sample, a handful 

of participants met the criteria for iron toxicity using both sFt (n=11; 21.6%) and asFt 

(n=6; 11.8%).  

Average sFtP was 46.3 (SD = 28.9; median = 43.6). Consistently, asFtP was 

lower with an average of 39.8 (SD = 26.7; median = 36.4). This means that the sample 

was generally representative of the average level of sFt in the population.  

Lastly, average sTfR was 18.24 (SD = 7.31; median = 16.50). These values were 

used alongside sFt and asFt to calculate TBI. Using sFt, average TBI was 28.03 mg/kg 

(SD = 4.57; median = 28.67); using asFt, average TBI was a bit lower at 27.12 (SD = 

4.38; median = 27.42).  

4.4 Smoking Outcomes 

4.4.1 Methodology 

See Table 3 (Abstinence Frequency Follow-ups) for full details. Smoking 

outcomes included biochemically-verified abstinence, self-reported abstinence, and 

expired carbon monoxide levels and difference score, alternative tobacco product (ATP) 
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use, and marijuana smoking. Smoking cessation outcome variables were gathered from 

the parent study called the Tobacco Treatment Research Program (TTRP). The TTRP 

financially incentivizes in-person participation (and thus, providing carbon monoxide 

[CO] breath sample) at weeks 4, 12, and 26. However, weeks 1-3 are not incentivized 

and, thus, many participate in those appointments remotely; no breath sample is 

provided. Additionally, due to impacts from COVID-19, many appointments that would 

normally have been in-person became remote; many participants were not able to or 

otherwise did not provide a breath sample in order to corroborate self-reported 

abstinence. For this reason, both biochemically-verified abstinence and self-reported 

abstinence will be reported.  

Self-reported abstinence was assessed with the question, “Have you smoked, 

even a puff, during the last 7 days?” (yes vs. no). Participants then provided a breath 

sample and a CO level of ≤6 parts per million [ppm; 24] was used as threshold for 

abstinence. Participants who reported no smoking within past 7 days and had an 

expired CO ≤ 6 ppm were considered abstinent. In cases of missing both self-report and 

CO or CO only, participants were considered to be smoking.   

Self-reported abstinence only considers responses to the question asked above. 

Participants were either characterized as smoking (self-report smoking or missing) or 

abstinent (self-report abstinent). 

An additional smoking cessation descriptive is raw CO reading. Higher levels 

indicate more smoking. Raw CO and change in CO from baseline (i.e. index of 

magnitude of reduction) are included in Table 3.  
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ATP and e-cigarette (EC) use are important indices for cigarette-abstinent 

nicotine use. Because the current study is interested in recovery from nicotine addiction, 

both ATP and EC use will be described at baseline and follow-up appointments. To 

assess for ATP, participants were asked the question, “In the last seven days, have you 

used any other form of tobacco (e.g., cigar, pipe, chewing tobacco, or snuff)?” (yes vs. 

no). To assess e-cigarette use, participants were asked the question, “In the last seven 

days, have you used any electronic cigarette or nicotine delivery device (e.g., vaping, 

JUULING)?” (yes vs. no).  

Lastly, because smoking marijuana/cannabis will contribute to elevated CO 

levels, frequency of marijuana use will be described. Participants were asked the 

question, “During the past seven days, on how many days did you use 

marijuana/cannabis for medical or recreational purposes” (0-7). Participants were 

classified as marijuana users if their response was one or more. These participants 

were then asked “When you used marijuana in the past seven days, what was the 

method of delivery?” Response options to this question were: 1) I smoked it, for 

example, in a joint, bong, pipe, or blunt; 2)  I ate it, for example, in brownies, cakes, 

cookies, or candy; 3) I drank it, for example, in tea, cola, or alcohol; 4) I vaporized 

(vaped) it, for example, in an e-cigarette-like vaporizer or another vaporizing device; 5) I 

dabbed it, for example, using waxes or concentrates; 6) I dissolved it in my mouth, for 

example tablets, oils, or strips; 7) I applied it to my skin, for example lotions, oils, or 

patches; 8) I used it some other way. Only participants who were classified as 

marijuana users and endorsed “smoking” as method of delivery were considered 

marijuana smokers. Marijuana smoking is described in Table 3.  
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4.4.2 Statistical Analysis 

To compare the mean differences in expired CO across time points, ANOVA 

methodology was employed. ANCOVA, including iron as a covariate, was considered. 

However, the results did not differ meaningfully, and thus the simpler ANOVA was 

selected as the final model. Upon significant findings, paired samples t-tests were 

employed for the pairwise comparisons in order to find which time points were 

significantly different. Because the pairwise analysis had six comparisons in total, 

Benjamini & Hochberg’s methodology was utilized to control for a false discovery rate 

(FDR) [87]. Note: all other comparisons made used FDR to control for all comparisons 

within a task and measure (i.e. PST behavioral comparisons corrected for four 

analyses, etc.).  

4.4.3 Results 

Generally, abstinence rates for weeks 1-3 were low (7.4%, 9.3%, and 13.0% 

respectively). When considering self-reported abstinence, rates improved slightly 

(24.1%, 20.4%, and 22.2% respectively). Note that participants were not financially 

incentivized to attend in-person appointments during these weeks, thus, there are high 

rates of remote participation or no-shows.  

ATP and EC use at all follow up appointments tended to be quite low (0-7.4% 

and 1.9-7.4% of the sample, respectively). While the rate of marijuana smoking was not 

high, it was higher than use of ATP and ECs (5.6-13.0%). Note that marijuana smoking 

will impact expired carbon monoxide levels, and could at least partially explain the 

difference between self-reported abstinence and biochemically-verified abstinence. 
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At week 4, abstinence frequency was 24.1% (n=13) while self-reported 

abstinence was 31.5% (n=17). Biochemically-verified abstinence rates at weeks 12 and 

26 were much lower than that of week 4 (20.4% and 13.0% respectively). See Figure 6 

for abstinence frequencies and Figure 7 for changes in expired CO.  

With respect to expired CO, a repeated measures ANOVA found significant 

differences in CO across time points (F(3, 39) = 5.68; p = 0.003). Follow-up pairwise t-

test (controlling for six analyses) showed two significant differences: the difference from 

baseline to 4-weeks post quit (t(33) = 6.66; p < 0.0001; p-adjust < 0.0001) and the 

difference from baseline to 12-weeks post-quit (t(21) = 3.37; p = 0.003; p-adjust = 

0.009).  

4.5 Indices of Dopamine  

4.5.1 PST Accuracy (choose A/avoid B) & Conflict Latency 

See section 4.6.1.1 and 4.6.1.2 for PST methodology, data cleaning, and results. 

Choose A & Avoid B accuracy & conflict latency will be used as indices of DA.  

4.5.2 Blink Rates 

4.5.2.1 Methods 

For all files, the BLINKER plugin Version number [88] was used on the raw EEG 

data collected. This plugin first filters out EEG occurring <1 and >20 Hz. Then, the 

program isolates the best candidate signal which is determined by a threshold of 

number of blinks a signal must have in order to be considered the signal. At this point, 

potential blinks are identified as intervals during which signal amplitude measures > 1.5 

standard deviations above its mean. For each blink, the best linear fit for the inner 80% 

of the blink curve is computed. Blinks and good blinks are defined according to the R2 
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value of the correlation between the computed blink trajectory with the actual blink itself. 

A ”blink” is defined as any potential blink, and a “good blink” is defined as R2 > 0.90.  To 

clarify, a good blink is a blink which meets additional goodness-of-fit criteria. 

For any datafile which provided an error (i.e. low amplitude blinks, no EEG data 

recorded), data were manually plotted and counted. The resting state data was 

recorded alongside eye video recordings (video recorded by laptop webcam at data 

collection). Thus, manual viewing of the eye recording provided the number of blinks for 

this task. For the remaining tasks, EEG and behavior data alone was recorded. For 

these tasks, EEG data was filtered to retain 1:100 Hz activity. The EEG data was 

plotted.  

In order to extract blink rate, total number of blinks was divided by total time of 

the file. Time of the file was defined as the length from first stimulus until the last 

stimulus. Importantly, the PST task periods were separated into training phase and 

testing phase. Thus, PST provides two task-related BR values, while the other tasks 

provide one each (i.e. total of six BR indices). 

4.5.2.2 Results  

On average, spontaneous BR was 6.4 blinks per minute (BPM) while task-related 

BR was 5.5, 9.2, 10.4, 10.4, and 11.1 respectively during the SRT, IGT, PST Test, PST 

Train, and PAL tasks, respectively. It is possible that BR was highest during the PAL 

task due to the increased complexity of interaction with keyboard for responses and 

confirmation of responses.  

4.6 Indices of Learning 
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Trials with RTs outside of lower/upper boundaries were discarded. The lower 

bound was defined as 200 ms, such that trials with RT < 200ms were discarded from all 

behavioral tasks. The upper bounds were defined as the mean RT + three standard 

deviations for each task. See Table 5 for all behavioral task outcomes. 

4.6.1 PST  

4.6.1.1 Methods 

Of all 54 participants, one participant did not complete the behavioral PST task, 

and two participants began the task but did not complete due to computer error. Thus, 

data from 51 participants were included in the behavioral analysis. Additionally, four 

individuals had 100% accuracy on A trials, thus, only 47 individuals’ RT data was 

available for incorrect A trials. 

Beyond removing trials with RT < 200ms, the upper bound was defined as 

10,243ms. From training phase, 12 trials were removed due to RT being below lower 

threshold, and 714 trials were removed due to RT being above upper threshold. From 

testing phase, 20 trials were removed due to RT being below lower threshold and 679 

trials were removed due to RT being above upper threshold. Thus, 2,334 trials were 

included in total for the last training phase (mean of 45.8 trials/participant) and 2,361 

trials were included in total for the testing phase (mean of 46.3 trials/participant). 

4.6.1.2 Results  

Reached criteria 

Of the 51 participants with data, only 21 (41.2%) reached the criteria to move on 

to the test phase. However, 33 participants (64.7%) reached criteria respective to just 

the AB pairs.  
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Accuracy and latency in choose A/avoid B 

On average, participants had a mean accuracy of 64.1% (Median = 65; SD = 

21.9) on A trials and 44.8% (Median = 45; SD = 17.3%) on B trials. A paired samples t-

test show that the difference in learning to choose A and learning to avoid B was 

significant (t(50) = 5.40; p < 0.0001; p-adjust = 0.08). This indicates that most 

participants learned from positive feedback but not negative feedback. Average RT for 

choose A trials was 1210 ms when correct (Median = 1132; SD = 653) and 1328 ms 

when incorrect (Median = 1152; SD = 841). Average RT for avoid B trials was 1309 ms 

when correct (Median = 1110; SD = 697) and 1375 ms when incorrect (Median = 1157; 

SD = 940). See Figure 8.  

Latency in High vs. Low Conflict Trials 

On average, RT on high conflict trials (Mean = 1369; Median = 1247; SD = 680) 

was higher than in low conflict trials (Mean = 1311; Median = 1117; SD = 767). Follow-

up paired samples t-test showed that this difference was not statistically significant for 

choose A trials (t(46) = -1.96; p = 0.06; p-adjust = 0.08) nor avoid B trials (t(50) = -0.11; 

p = 0.91; p-adjust = 0.91).  

4.6.2 IGT 

4.6.2.1 Methods 

Data from one participant was lost due to software error; this participant did not 

complete the task and her behavioral data was not included in final analyses. All 

behavioral analyses for IGT included 53 participants. Beyond removing trials with RT < 

200ms, 8724 ms was identified as the upper bound. Of the 10,600 trials in the dataset, 

285 trials were removed due to RT being below lower threshold and 71 trials were 
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removed due to RT being above upper threshold. In total, there were 10,244 trials 

(mean of 193.3 trials per participant).  

Indices of learning during the IGT task include reaction times, learning score, and 

trajectory of learning. First, each trial's response was classified as playing from 

advantageous or disadvantageous decks. Median reaction time was calculated per 

participant per deck type (i.e. median reaction time for advantageous trials vs. 

disadvantageous trials). 

Next, learning score was calculated per participant for all 200 trials. This was 

operationalized as the frequency participant played from an advantageous deck minus 

frequency they played from a disadvantageous deck [78]. For example, scores could 

range from -200 (i.e. if participants played exclusively from disadvantageous decks) to 

200 (i.e. if participants played exclusively from advantageous decks).  

Additionally, learning score was calculated per trial block (i.e. 10 blocks). Each 

block has a possible learning score ranging from -20 to 20, as each block includes 20 

trials. Trajectory of learning over time was calculated as the slope of a linear regression 

equation for which learning score was regressed onto block. In this way, each 

participant has a unique slope calculated. The magnitude of the slope will provide 

information toward rate of learning; values of greater magnitude indicate greater rate of 

learning. 

4.6.2.2 Results  

Advantageous vs. Disadvantageous Frequency & RT 

On average, the frequency of playing from advantageous decks was 91.3 (SD = 

20.7; range = 46-149) while the frequency of playing from disadvantageous decks was 
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108.8 (SD = 20.7; range = 51-154). Paired samples t-test showed that there was a 

significant difference in frequency played from advantageous and disadvantageous 

decks (t(52) = -3.10; p = 0.003; p-adjust = 0.03). See Figure 9 for frequency of deck play 

over blocks. Interestingly, the average RTs were similar in both play conditions; average 

advantageous deck RT was 862 (SD = 392; Median = 794) while average 

disadvantageous deck RT was 866 (SD = 397; median = 754). The small difference did 

not reach statistical significance (t(52) = -0.11; p = 0.90; p-adjust = 0.90). 

Learning Score and Slope 

The average learning score (advantageous frequency minus disadvantageous 

frequency) was -17.5 (SD = 41.3; range = -108, 98).  Slope of learning score over the 

10-blocks was 0.21 (SD = 0.91; range = -1.66, 2.82). Following Mapelli et. al., [78] an 

ANOVA used to compute the effect of block (i.e. time) on learn score found no 

significance (F(5.44, 277.22) = 1.31; p = 0.255), meaning that the trajectory of learn 

score throughout the duration of the task did not change significantly (despite the low 

magnitude decrease in selecting from disadvantageous decks depicted in Figure 9). 

This implies a dysfunction to learning during the IGT task. 

4.6.3 SRT 

4.6.3.1 Methods 

Of the total 54 participants, data for SRT was not collected from two due to 

declining further participation. As such, all behavioral analyses from the SRT is based 

on data from 52 participants.  

Because the SRT task does not proceed to the next trial until the correct 

response is provided (i.e. unlimited responses per trial), any trial for which the first 
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response was not the correct response was eliminated from analysis. Beyond removing 

trials with RT < 200ms, 4153 ms was identified as the upper bound. Of the total 23,712 

trials in baseline sessions (456 trials per 52 participants), 1014 were eliminated due to 

incorrect first response. Of the remaining 22,698 trials, 51 trials were removed due to 

RT being below lower threshold and 112 trials were removed due to RT being above 

upper threshold. The final dataset included 22,531 trials (mean of 433.3 trials per 

participant).  

Indices of learning include both learning score and trajectory of RT. The overall 

learning score was calculated as the median RT on the last random block minus the 

median reaction time on the last repeated block [66]. Positive values indicate that 

implicit learning took place overall (i.e. if difference reaches statistical significance). 

Trajectory was calculated similar to procedure for the IGT task (i.e. slope). Negative 

slope values of RT indicate implicit learning is occurring over time (i.e. taking less time 

on trial n+1 than on trial n). 

4.6.3.2 Results 

The mean reaction time in the last repeated sequence was 568 ms (SD = 165; 

median = 549). The mean reaction time in the last random sequence was 616 ms (SD = 

170; median = 578). Although the difference score (RT on the last random sequence 

minus the RT on the last repeated sequence) ranged from -306 to 415, the participant 

average was 48 (SD = 119; median = 50). This difference reached the criteria for 

statistical significance (t(51) = -2.90; p = < 0.01). The difference in RT indicates implicit 

learning did take place overall.  



48 
 

Lastly, the slope of RT over the 30 blocks (see Figure 10) was an average of -1.6 

(SD = 7.84), meaning that RT during the 30 blocks trended toward reduction. Despite 

this downward trajectory, an ANOVA modelling the effect of block (i.e. time) on reaction 

time was not statistically significant (F(3.57,181.82) = 2.315; p = 0.07).  

4.6.4 PAL  

4.6.4.1 Methods 

Beyond removing trials with RT < 200ms, 10,304ms was identified as the upper 

bound. Of the 3,180 trials included, 16 trials were removed due to RT being below lower 

threshold and 66 trials were removed due to RT being above upper threshold. A total of 

3,098 trials remained (mean of 58.5 trials per participant). The first 6-trial block and last 

6-trial block were isolated. Accuracy and RT were calculated for each block.  

4.6.4.2 Results 

The average accuracy (range 0-6) for block 1 was 4.3 (SD = 1.6; median = 5). 

Average block 2 accuracy was 4.87 (SD = 1.4; median = 5). RT for block 1 was 3087 

ms (Median = 2804; SD = 1283), while the RT for block 2 was 2458 ms (Median = 2157; 

SD = 981). This difference was statistically significant (t(52) = -3.98; p < 0.001). While 

this could indicate that participants learned over the task, there was no feedback or 

repetitions occurring throughout. Thus, reduced RT may be reflective of practice effect 

(i.e. improving interaction with computer).  

4.7 Indices of Neural Activity 

Standard in the field, many EEG recordings were unusable due to high levels of 

noise. Noteworthy, being a smoker has been identified as a predictor of noisy neural 
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data collection [89]. Thus, it can be expected that a number of data files must be 

discarded due to noise.  

For the PST, EEG data from five participants were not recorded (three refused 

EEG recording, two did not complete PST at all). Of the remainder, two files were lost 

due equipment error and eight files were removed due to high levels of noise. 

Therefore, final analyses of the PST EEG data included data from 39 participants. 

For the IGT, EEG data from four participants was not recorded (three refused 

EEG recording, one did not complete IGT). Of the remainder, three files were lost due to 

equipment error and seven files were removed due to high levels of noise. Therefore, 

final analysis of the IGT EEG data included data from 40 participants. See Table 6 for 

details.  

ERP methodology 

The signal was filtered at 40 Hz, then epoched around feedback or response 

(respectively), at the time windows identified for the component, and averaged across 

the selected electrodes (frontocentral [FC] = Fz, FC1, FC2, C3, and C4; centroparietal 

[CP] = Pz, CP1, and CP2). Minimum trial count was 25 trials per trial condition per 

participant; any that contained less than this were eliminated from analyses. With 

respect to trial-matching, response-locked IGT showed a significant difference in trial 

count between trial types, while the remaining tasks and trial-types did not. Trial-

matching did not alter results for the response-locked IGT, therefore, none of the 

analyses reported herein employed trial-matching in order to maintain congruency. 
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Feedback-Related Negativity (FRN) 

Following Frank et. al., [63], trials for extracting FRN were epoched from 100 ms 

before feedback onset through 1000 ms after feedback onset. Baseline correction was 

applied with respect to the 100 ms pre-event period (-100 – 0 ms). The feedback related 

negativity was extracted by averaging across frontocentral electrodes, and according to 

Frank et. al. [63], was identified as the difference between the first negative peak (within 

the time window of 190-300ms) and the preceding positive peak. The preceding positive 

peak to the peak FRN itself was defined on the 150-190 ms time window. The FRN was 

event-locked separately to correct (FRN-cor) and incorrect (FRN-inc) feedback; or win 

money (FRN-win) vs. lose money (FRN-loss) in the case of IGT task. The same 

electrodes, time window, and definition were used to assess error-related negativity 

[63].  

Error-Related Negativity (ERN) 

Frank et. al. [63] state that error-negativity is informative with respect to a 

decrease in dopaminergic activity following incorrect responses and error feedback. 

Thus, to thoroughly examine negativity in the ERPs from the IGT and PST, both 

response-locked negativity and the feedback-locked negativity were examined. Trials 

were separated according to positive and negative (or win/loss) feedbacks and 

(advantageous/disadvantageous) correct and incorrect responses, respectively.  

Following Frank et. al., [63], trials for extracting ERN and CRN were epoched 

from 800 ms before feedback onset through 2000 ms after feedback onset. Baseline 

correction was applied with respect to the first 100ms period (-800 to -700 ms). The 

feedback related negativity was extracted by averaging across frontocentral electrodes, 
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and according to Frank et. al. [63], should be identified as the difference between the 

first negative peak (within the time window of 50-130ms) and the preceding positive 

peak. The preceding positive peak to the peak FRN itself was defined on the 30-70ms 

time window. 

P300 

 Polich [90] states that the current understanding of the P300 component is that it 

“reflects an information-processing cascade” composed of attentional, memory, and 

inhibitory processes. He also states that P300 is hypothesized to be guided by 

“neuroinhibition” [90]. Mapelli et. al. analyze the IGT’s P300 between 350-450ms after 

feedback-onset [78] and West et. al. analyze the PST’s P300 in a similar way [91]. 

Mapelli et. al. consider electrodes Fz, Cz, and Pz (separately) while West et. al. 

consider electrodes FCz, Fz, FC1, and FC2 for what they call P3a and Pz, CPz, P1, and 

P2 for what they call P3b (all separately rather than averaged). To integrate the 

methods here, both the PST and IGT data, feedback-locked trials averaged both 

frontocentral electrodes and centroparietal electrodes separately, during the time 

windows 350-450 ms after feedback onset. 

P200 

The feedback-locked P200 component was identified from the IGT task. Mapelli 

et. al. identify the P200 component as the average amplitude during the time window 

150-250ms after feedback onset [78]. The P300 was also event-locked separately to 

correct (P300-cor) and incorrect (P300-inc) feedback. The P200 was extracted in both 

frontocentral and centroparietal electrodes.  
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4.7.1 PST Results 

Correct and Error-related negativity 

The average ERN amplitude was -0.52 µV (± 0.30) while the average CRN 

amplitude was -0.49 µV (± 0.25); see Figure 11. Latency to ERN was 66 ms (± 21) and 

latency to CRN was 65 ms (± 21). Paired t-tests showed that there were no significant 

differences between CRN and ERN amplitude (t(38) = 0.60; p = 0.55; p-adjust = 0.63) 

nor latency (t(38) = -0.33; p = 0.74; p-adjust = 0.74). 

Feedback-related negativity  

The mean amplitude for FRN on correct trials -2.12 µV (± 1.52), while the mean 

amplitude for FRN on incorrect trials was -2.90 µV (± 1.76); see Figure 12. The latency 

to FRN on correct trials was 245 ms (± 33) and the latency to FRN on incorrect trials 

was 256 ms (± 2). Paired t-tests show that there was a significant difference between 

correct and incorrect amplitudes (t(36) = 4.03; p < 0.001; p-adjust = 0.03), but not 

latencies (t(36) = -1.49; p = 0.15; p-adjust = 0.24). 

P300 

In the fronto-central region, the average correct P300 amplitude was 0.77 µV 

(±1.21), while the average incorrect P300 amplitude was 1.53 µV (± 1.69); see Figure 

13. In the centro-parietal region, the average correct P300 amplitude was 2.59 µV 

(±1.82), while the average incorrect P300 amplitude was 2.29 µV (±2.29); see Figure 

14. Paired t-tests show that there was a significant difference between correct and 

incorrect P300 amplitudes in the fronto-central region (t(38) = -5.25; p < 0.0001; p-

adjust = 0.03), but not centro-parietal (t(38) = 1.38; p = 0.18; p-adjust = 0.24). 
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4.7.2 IGT Results 

Error-related negativity 

The average ERN amplitude was -0.48 µV (±0.31), while the average CRN 

amplitude was -0.50 µV (±0.34); see Figure 15. Latency to ERN was 64 ms (±20), while 

latency to CRN was 60 ms (±16). Paired t-tests show that there was no significant 

difference between ERN and CRN amplitudes (t(37) = -0.05; p = 0.96; p-adjust = 0.96) 

or latencies (t(37) = -1.17; p = 0.25; p-adjust = 0.56). 

Feedback-related negativity 

One additional dataset was unable to be analyzed for FRN due to erroneous 

triggers in the file. Thus, the FRN analyses included data from 43 participants.  

The average FRN for wins (i.e. win money) amplitude was -3.02 µV (±1.74), 

while for FRN for losses (i.e. lose money) amplitude was -3.33 µV (±1.76); see Figure 

16. Latency to FRN for wins was 287 ms (± 22) and FRN for losses was 287 ms (±23). 

Paired samples t-tests show that there was a significant difference between FRN for 

wins and FRN for losses amplitudes (t(38) = -2.44; p = 0.02; p-adjust = 0.06) but not for  

latencies (t(38) = -0.24; p = 0.81; p-adjust = 0.96).  

P300 

In the fronto-central region, the average win P300 amplitude was 0.70 µV 

(±0.97), while the average loss P300 amplitude was 0.95 µV (± 1.24); see Figure 17. In 

the centro-parietal region, the average win P300 amplitude was 3.54 µV (±2.10), while 

the average loss P300 amplitude was 3.43 µV (±2.13); see Figure 18. Paired t-tests 

show that there was a significant difference between win P300 and loss P300 amplitude 
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in the fronto-central region (t(39) = -2.72; p < 0.01; p-adjust = 0.06), but not the centro-

parietal region (t(39) = 0.74; p = 0.47; p-adjust = 0.74). 

P200 

In the fronto-central region, the average win P200 amplitude was 2.36 µV 

(±1.26), while the average loss P200 amplitude was 2.50µV (± 1.43); see Figure 19. In 

the centro-parietal region, the average win P200 amplitude was 0.88 µV (±1.53), while 

the average loss P200 amplitude was 0.82 µV (±1.47); see Figure 20. Paired t-tests 

show that there was a significant difference between win and loss P200 amplitude in the 

fronto-central region (t(39) = -2.35; p = 0.02; p-adjust = 0.06), but not the centro-parietal 

region (t(39) = 0.69; p = 0.49; p-adjust = 0.74). 

4.8 Bayesian Variable Selection 

Rationale 

The current analysis tested the three mediation models identified in chapter 3. 

However, it must be acknowledged that the number of variables identified as mediators 

is high (i.e. 51). Eventually, these mediators will be indicators of a common factor (i.e. 

learning, dopamine, neural activity). However, due to limitations in sample size of our 

current data, the current analysis aims to reduce the number of variables/indicators 

going into the final mediation analysis.  

For this reason, the EMPub approach [92] was applied to the data to select the 

most influential variables in the data. EMPub is a useful tool for Bayesian variable 

selection; it is particularly meant for guiding selection of causal mediators in a data-

driven and exploratory way (i.e. when theory is lacking). This approach quantifies each 

potential mediator’s influence between predictor(s) and outcome variable(s). Each 
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mediator is defined as providing a chance probability of mediation. The probability of 

mediation is updated through iterations of a Markov Chain Monte Carlo (MCMC), 

resulting in posterior probabilities which are bound between 0-1 and provide information 

which can be used to make inferences about each mediator. Posteriors close to 1 

indicate high performance in explaining the relation between the predictor and outcome. 

Additionally, this method contains one parameter which informs the number of 

mediators recommended to select using a data-driven approach. 

Due to the exploratory nature of the analysis, four predictors (Ferritin, Ferritin 

Percentile, Hgb, and TBI) and 2 outcomes (Change in CO at 4 weeks and 12 weeks) 

were selected. Additionally, because the outcomes contained significant missing data, 3 

approaches were selected in handling these. First, missing values remained missing 

(i.e. the EMPub model is able to handle this). Second, because the intent-to-treat 

paradigm assumes that participants missing their TTRP appointment are smoking, this 

assumption was extended to CO values: missing assumed no change from baseline 

(i.e. values replaced with 0). Third, missing values were imputed using predictive mean 

matching (see below). All three versions of the outcomes were modeled to ensure 

similar results regardless of how missingness was treated. In total, 24 iterations of the 

EMPub model were analyzed (4 predictors X 2 outcomes X 3 missing outcome 

strategies).  

Missing Data Imputation 

The EMPub model cannot handle missing data in the predictors or mediators. 

Therefore, missing values were imputed in the dataset containing the final predictors, 

mediators, and outcomes. Typical imputation methodology includes regression 
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imputation (i.e. replacing missing values with their estimated values based on other 

predictor variables). However, there are notable limitations relevant to the current 

dataset when using regression as the imputation strategy: 1) binary or categorical 

variables cannot be imputed, 2) estimations are imprecise when sample size is small, 

and 3) there are limitations in handling datasets wherein variables have different 

variances. To account for the limitations, instead of regression, the current study 

employed predictive mean matching imputation using the “MICE” package built for R 

version 4.0.5 [93-95]. MICE uses its algorithm (implementing Fully Conditional 

Specification) [94] to model missing data for each variable individually, and it can handle 

most types of variables for imputation (i.e. continuous, categorical, binary). It is 

anticipated that imputations resulting from PMM will be similar to multiple imputation 

Results  

The 24 total versions of the models recommended selecting 40-45 variables in 

total (Mean = 43; Median = 43).  

A conservative and a liberal approach were undertaken, and final variable 

selection was an average of the two. In the conservative approach, only variables that 

were identified as useful in all 24 models (n=32) were selected. In the less conservative 

approach, and particularly because the all models recommended selecting 43 mediators 

on average, each model’s recommended variable retention was combined into one 

dataset, and each variable was counted and listed in order from identified in all to 

identified in the fewest of models. The difference was 11 variables. Of the 11 variables, 

a few of them were theoretically important while others were identified as least 
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influential in a number of EMPub models. Therefore, the first half of the 11 (i.e. six) were 

retained as final mediators. In total, 38 mediators were selected.  

Final Mediators 

The final mediators indicating dopamine were RT on low conflict PST trials, RT 

on high conflict PST trials, spontaneous BR and task-related BR. The final mediators 

indicating learning were having met criteria at end of training phase (yes/no), percent 

accuracy on A trials during PST test, percent accuracy on B trials during PST test, RT in 

A-trials when participant chose favorably, RT in A trials when participant chose 

unfavorably, and RT in B trials when participant chose unfavorably. There was a total of 

23 mediators selected to indicate neural activity. In the interest of reducing these even 

further, only those which were considered theoretically interesting were selected. The 

final mediators indicating neural activity were: correct and incorrect FRN amplitudes 

(both IGT and PST), correct and incorrect P200 amplitudes for IGT (FC region), 

incorrect P300 amplitudes for PST (FC region). 

4.9 Generalized Structural Component Analysis 

Rationale 

The current data is limited in its ability to test mediation models. A traditional 

SEM model cannot be employed (i.e. small sample size, etc.). For this reason, 

Generalized Structural Component Analysis (GSCA) framework was selected to test the 

three mediation models [96] as it is specifically able to handle small sample size SEM. 

By using GSCA to run three structural models, the current analysis will avoid biased 

estimates due to inflated Type I error. Additionally, the GSCA methodology does not 
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make distributional assumptions, and therefore, can handle categorical or dichotomous 

predictor and/or outcome variables.  

Measurement and Structural Models 

The measurement model is entirely exploratory in nature. The indicators that 

were used for each other three latent factors in our model was informed by the results 

from the EMPub analysis.  

Additionally, the current analysis amended the structural models defined in 

chapter 3 (see Figures 2, 3, and 4). The paths between DA and abstinence as well as 

the paths between iron and abstinence must be two-way paths. It has been well-

established that cigarette smoking will impact DA systems, causing a 

hyperdopaminergic state in relevant reward/addiction pathways [14]. Additionally, as 

noted in 4.3.1, evidence has shown that cigarette smoking will impact iron levels, 

particularly Hb and Ferritin [33]. See Figures 21-26 for final structural and measurement 

model specification. 

Outlier Removal 

Note that the predictive mean matching imputation was applied to the data to 

remove missingness. Outliers were identified both visually and using the well-

established inter-quartile range criteria (IQR). In this method, the IQR is defined as 3rd 

Quartile minus the 1st Quartile; any data points identified at greater than or less than 1.5 

times the IQR are deemed outliers. Those identified for removal using IQR were 

accepted with visual inspection. After removal, missing data points were again imputed 

using the “MICE” package built for R version 4.0.5 [93-95].  
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Results 

Model Fit Indices:  

See Table 8 for a summary of model fit indices, and Tables 9-14 for correlation 

matrices. FIT indicates variance in outcome accounted for by the model structure. AFIT 

is complexity-adjusted FIT index; it cannot be interpreted with respect to variance in 

outcome, though it can be used to compare competing models. An acceptable 

Goodness-of-Fit-Index (GFI) is any ≥ 0.89, while an acceptable Standardized Root 

Mean Squared Residual (SRMR) is  0.09.  

In the current analyses, models had FIT = 0.34-0.37, indicating that they 

accounted for about 34-37% of the variance in abstinence at 4- and 12-weeks post-quit. 

The GFI and SRMR indices indicate a borderline acceptable fit for models in which DA 

or learning are mediators; these indices for models in which neural activity is the 

mediator are less acceptable. Because these models are exploratory in nature, one can 

conclude that the predictor and mediators account for an interesting and not 

insignificant amount of variance in abstinence outcomes.  

Factor Loadings 

The factor loadings (see Tables 15, 16, and 17) are consistent between the 

multiple models. Noteworthy results are detailed here.  

Only three factors loaded significantly onto iron: RBC (β = 0.864), HCT (β = 

0.878), and Hb (β = 0.967). Interestingly, neither sTfR nor ferritin percentile loaded 

significantly onto iron. In alternative models in which raw ferritin and/or TBI were 

included, neither were significant. This seems to suggest that, in these particular 

models, RBC, HCT, and Hb were the most significant markers of iron.  
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Only task-related BR loaded significantly onto dopamine. Spontaneous BR did 

not load significantly, although the confidence interval may be suggestive (95% CI = -

0.066, 0.682). RT for both low-conflict and high-conflict trials during the PST testing 

phase were not significant. 

Path Coefficients 

See Table 16 for all path coefficients (or Figures 30-35). Even with the low 

sample size, the path from iron to learning reaches significance when the outcome is 4-

week abstinence and 12-week abstinence (β = -0.331 and β = -0.338), indicating that 

iron status has a significant negative impact on learning such that as iron increases, 

learning decreases. Though this finding is contrary to our hypothesis, it could be guided 

by the limitations of our sample (i.e. 11-21% of sample characterized by iron toxicity). 

Not entirely unexpected due to small sample size, the remaining paths do not reach 

significance. However, the direction of relation for some path coefficients is worth 

mentioning. 

The paths from iron to abstinence at four weeks and abstinence at four weeks to 

iron were positive, indicating that higher iron status allows for abstinence, while those 

who are abstinent have a higher iron level. Paths between iron and abstinence at 12 

weeks were much closer to 0, indicating that the relationship may be less causal for 

longer-term smoking cessation outcomes. In contrast, iron and abstinence at four weeks 

are related at a higher magnitude (though, as mentioned, still not significantly so). 

The paths between DA and abstinence at 4 weeks are negative, while those 

between DA and abstinence at 12 weeks are positive. This interesting tradeoff may hint 

at a paradigm wherein more DA availability at baseline leads to less likelihood of 
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quitting when the quit date was more recent (i.e. just four weeks ago) and when 

participant has quit there was less DA availability at baseline. Conversely, at 12-weeks 

post-quit, those who were abstinent had higher DA availability at baseline, and higher 

DA at baseline led to increased likelihood of quitting.  

Lastly, the path between learning and abstinence at four weeks follow the 

hypothesized directionality (i.e. higher learning scores lead to increased likelihood of 

abstinence). 
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Chapter 5 

5.1 Sample Characteristics 
 
The present analysis aimed to analyze impacts of variations to iron status on 

smoking cessation, indirectly by way of learning changes, changes to indicators of 

neural activation, and dopaminergic changes.  

The present study was developed as a preliminary, observational study. As such, 

the sample recruited was limited in several notable ways. Namely, participants in the 

sample were, on average, middle-aged. As iron levels increase with age [18], the 

average ferritin was reported as >100 µg (almost median percentile compared to 

nationally-representative data). It is also worth mentioning that most participants were 

either peri- or post-menopausal (72%), which also corresponds to higher iron levels [97; 

98]. Not only were the participants generally high in iron, but additionally, a significant 

amount of the sample was deemed iron toxic (22%), meaning that about one-quarter of 

the sample were considered to have excessive iron. Excessive iron likewise has a poor 

impact on health, particularly neurodegeneration and similar diseases [99; 100]. Thus, it 

is possible that the results found may reflect a sample with heightened iron status rather 

than low iron status. Follow-up analyses split the sample into low iron (CRP-adjusted 

ferritin  15; n = 9), normal iron (150 > CRP-adjusted ferritin > 15; n = 36), and high iron 

(CRP-adjusted ferritin > 150; n = 9). In employing a one-way analysis of variance 

(ANOVA) to analyze differences in group means, no significant differences were found 

in the following outcome variables: learning outcomes (SRT Total Score, Frequency 

Played from Advantageous Deck, Frequency Played from Disadvantageous Deck, 

Median RT on Advantageous Trials, Median RT on Disadvantageous Trials, IGT Learn 
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Score, Accuracy and RT in A trials, Accuracy and RT in B trials), ERP components 

(CRN, ERN, Correct and Error FRN, and frontocentral Correct and Error P300 

Amplitudes during both IGT and PST, as well as frontocentral Correct and Error P200 

Amplitudes during IGT only), nor dopamine status (spontaneous and task-related BR). 

Lack of significance may indicate that the analyses were not powered to pick up on 

these differences.    

The last notable limitation in our sample is the low prevalence of smoking 

cessation. The current rates of abstinence were comparable to previous studies of 

similar interventions (24% abstinent at 4-weeks post-quit in the current study compared 

to 20% in the parent sample from which participants were drawn) [101]. However, with 

such a low sample size, only 13 individuals achieved abstinence. Follow-up t-tests 

comparing abstinent individuals against non-abstinent individuals revealed that there 

were no significant differences in the same outcomes noted above (i.e. learning 

outcomes, ERP components, and dopamine status), as well as iron biomarkers (CRP-

adjusted ferritin, CRP-adjusted ferritin percentile, sTfR, Hb, TBI, HCT). 

5.2 Implication of learning outcomes on dopaminergic state 
 
As previously stated, the basal ganglia and dopaminergic pathways are included 

in systems which process environmental feedback to integrate into future decision-

making (i.e. learning) [102-104]. In review, the nucleus accumbens (NA) and striatum 

receive cortical inputs and send signals through the direct and indirect pathways of the 

basal ganglia [23]. The outputs of the basal ganglia, the thalamus and cortex, guide 

future behavior based on the inputs received and integrated previously. Notably, DA is 

the crucial neurotransmitter which aids in projecting cortical inputs to the NA and 
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striatum. Thus, dopaminergic status and learning ability are dependent on one another. 

Crucially, dysfunctional dopaminergic status can have significant implications on the 

ability to learn. Likewise, abnormalities in learning outcomes can be used to make 

inferences about dopaminergic dysfunction.  

In the current sample, a minority of participants reached criteria to move from the 

learning to the test phase of the PST. This creates difficulty in interpretation of results 

from the PST. For example, Frank et. al., studied a sample with dopaminergic 

dysfunction (i.e. Parkinson’s disease, which is known to have a hyperdopaminergic 

state in basal ganglia structures; PD); they found that in the PD group, RT during high-

conflict testing trials were lower than low-conflict testing trials, while the control sample 

had higher RT in high-conflict trials vs. low-conflict trials. The current sample showed no 

significant difference in RT for high- vs. low-conflict trials, thus these low rates of 

meeting training criteria could be indicative of lack of learning during training phase. 

Most participants learned from positive feedback but not negative feedback as 

exhibited by accuracy in PST and IGT outcomes. Evens et. al. conducted a meta-

analysis (25 articles in total) of behavioral performance on the IGT in PD (established as 

hypodopaminergic state) both on and off medications; those off medications 

discontinued medication for period of a few days. These researchers concluded that on 

average, PD groups both on medication (β = -8.27, CI = [-11.27, -5.27]) and off 

medication (β = -16.27, CI = [-29.75, -2.79]) have lower accuracy and chose 

disadvantageous decks more frequently when compared with healthy controls [105]. 

Thus, participants in a hypodopaminergic state, with or without treatment, had poorer 

outcomes reflecting poor learning from negative feedback. These findings support our 
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hypothesis that this sample had disrupted learning; the particular pattern of disruption 

seems to prefer positive feedback integration, while negative feedback does not seem 

to be integrated. Individuals with disrupted integration of negative feedback while they 

are smoking may find that the positive effects of smoking (e.g. [106] demonstrates that 

smoking leads to phasic dopamine bursts which feels pleasurable) could outweigh the 

negative effects (i.e. financial cost, health impacts, social pressure, etc.), leading to 

lower quit rates. 

Interestingly, the markers from the SRT (i.e. RT during last repeated vs. random 

sequence) show that implicit learning remained intact. Uddén et. al. conducted a review 

about the neural mechanisms guiding implicit learning [107]. They concluded that 

implicit learning is a dopamine-dependent function such that even “moderate” 

depletions of dopamine would lead to impaired implicit learning. While reward learning 

implicates dopaminergic function in the four major dopaminergic pathways and the 

direct and indirect pathways of the basal ganglia, Uddén et. al. concluded that neural 

mechanisms implicated in implicit learning are those which overlap between 

dopaminergic and serotonergic systems (i.e. serotonin-dependent dopamine release, 

dopamine/serotonin mutual impact on acetylcholine release, and DA and acetylcholine 

co-function in the striatum).  

Evidence from the current sample shows that implicit learning remains intact (i.e. 

RT on repeated sequence decreased compared to random sequence), but reward 

learning is compromised (i.e. via IGT/PST). This could imply that the unique dysfunction 

of this sample is limited to neural mechanisms guiding reinforcement learning alone (i.e. 

does not spread to additional systems and functions such as serotonergic or 
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acetylcholine interactions). Although these results are in line with what could be 

expected from low iron states, which can mimic a PD-like hypodopaminergic state, 

previous research does not evaluate cognitive outcomes (i.e. reward and/or implicit 

learning) in high iron samples. However, and quite interestingly, it has been found that 

the gene responsible for high iron states (i.e. hemochromatosis) is a significant risk 

factor for the development of PD [108]. This data may suggest that both low and high 

iron disruptions have similar effects on learning. 

5.3 Relation between iron and learning 
 
Despite the low power, the path from iron status significantly predicted learning. 

The hypothesized relationship was positive (i.e. higher iron predicts higher learning 

scores), however the opposite was found here; the current study found that higher iron 

status reflected less learning. Chen et. al. detail the pathways through which an excess 

of iron can impact neuronal function [109]. An excess of iron can lead to oxidative stress 

and/or mitochondrial dysfunction (i.e. causing less energy production). Additionally, 

excessive iron states are associated with Parkinson’s and Alzheimer’s Diseases, among 

others (note: both excessive and depleted iron can be hallmarks of PD due to their 

cause of oxidative stress and hypodopaminergic states, respectively [110]).  

The learning outcomes found in the current study are similar to those found in 

studies of Parkinson’s samples [63; 78; 105]. Additionally, it is important to note that 

previous literature analyzing learning outcomes in relation to iron status show significant 

positive relations [56; 111]. On the other hand, Adreeva et. al. analyzed the relation 

between serum iron and markers of cognition during midlife (i.e. considering that higher 

age corresponds to higher iron status) found significant negative relations [112]. Other 
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research shows evidence that higher brain iron is associated with poorer cognition in an 

older age group [113-115]. Results from the current study paired alongside previous 

research provides evidence in support of an inverse-U (i.e. curvilinear) relationship 

between iron and cognition (including reward learning), such that individuals with iron 

status outside normative values may have compromised learning.  

5.4 Implications of ERP patterns 
 
Interestingly, the ERN and CRN amplitudes and latencies were similar in both 

PST and IGT tasks. The ERN component (locked to either error response or correct 

response), though debated in literature due to varying methodologies, can be said to be 

reflective of error awareness [116]. Because there were no significant differences in the 

signals, the implication is that participants (on average) were not aware of their error 

responses. For this reason, this result could be reflective of a lack of learning.  

In the following frontocentral ERP components, the incorrect-locked or loss-

locked trial activity was of significantly higher magnitude compared with correct-locked 

or win-locked trials: FRN, P300, and P200.  

The present study found that the FRN had a higher magnitude amplitude (i.e. 

more negativity) when participants saw incorrect feedback compared to correct 

feedback. Initially, it was difficult to explain this neural pattern, as participants integrated 

positive feedback more accurately into future selections. Pfabigan et. al. studied 

amplitude differences in healthy controls locked to expected vs. unexpected feedback of 

differing valence (positive or negative) [117]. They found that the FRN amplitude was 

significantly higher in magnitude for ‘unexpected’ feedback conditions – irrespective of 

valence (i.e. whether positive or negative). Thus, it was concluded that the FRN 
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indicates the reward prediction error (i.e. higher when feedback is different). Other 

research, including Huang and Yu’s study [118], Walsh and Anderson’s review paper 

[119], and others [120; 121], confirm Pfabigan et. al.’s conclusion that the FRN reflects 

the difference between the actual and expected value of reward. Thus, the results from 

viewing incorrect feedback that elicited higher amplitude FRN amplitude suggest that 

this feedback elicited a greater difference between the expected and received feedback 

(compared with correct feedback). Thus, it can be concluded that negative feedback 

was not integrated at a level of expectation (i.e. learning did not take place). The results 

from behavioral analyses (i.e. low accuracy in negative-feedback trials) corroborate this 

conclusion. 

With respect to the P300 during the IGT and PST tasks, there was significantly 

higher average amplitude when viewing negative feedback compared with positive 

feedback. A study conducted by Liu and Huo studied various ERPs during PST 

performance in a sample of healthy adults [122]. These researchers studied the relation 

between external feedback vs. internal monitoring (error-signaling) changes during the 

task, and found that there was a tradeoff in reliance of these two systems. Additionally, 

they found that the P300 amplitude increased over the duration of the task, a reliance 

on internal monitoring increased, and reliance on external feedback processing 

decreased. The conclusion of this study was that the P300 acted as an indicator of 

error-signaling. The results from the current study indicate that participants’ internal 

monitoring was substantially higher when viewing negative feedback. If reliance on 

error-signaling increases, but learning has not taken place, one can conclude that 
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accuracy from negative feedback will not improve throughout the duration of the task. 

Such was the case in the current sample.  

With respect to the P200 during the IGT, there was significantly higher average 

amplitude when viewing negative feedback compared with positive feedback. Mapelli et. 

al. compared feedback-evoked response in frontocentral regions during IGT in a 

Parkinson’s disease group (PD; i.e. a hypodopaminergic state) against that of a control 

group. They found that healthy controls exhibited significantly higher neural amplitude in 

P200 components when participants won money compared to when they lost money; 

interestingly, the PD participants had no significant differences in P200 amplitude 

compared in win vs. loss conditions. Interestingly, and contrarily, Martínez-Selva et. al. 

studied a sample of 25 healthy females aged 20-21 years old performing the IGT task; 

they found that the P200 exhibited higher mean amplitude in loss trials compared to win 

trials [123].  

Due to the inconsistency of previous literature, is not clear exactly how to 

interpret the results from the current study. For example, as this sample exhibits the 

“opposite” pattern as seen in PD, perhaps this sample mimics the “opposite” 

dopaminergic problem (i.e. a hyperdopaminergic state). However, literature analyzing 

participants with schizophrenia has found delayed and depleted P200 compared to 

healthy controls [124-126]. Thus, it cannot be suggested that the current sample’s ERP 

activation necessarily mimics hyperdopaminergic state.  

Notably, follow-up analyses again used ANOVA design to analyze iron group (i.e. 

low, normal, and high) differences in amplitudes between correct vs. incorrect trials; it 

was found that there were no significant differences in amplitude between groups. 
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However, when the samples were split into separate t-tests, the high and normal iron 

groups had no significant differences in P300 amplitude during IGT task, while the low 

iron group had a significantly higher P300 amplitude for incorrect trials compared to 

correct trials. This pattern was not found for P200 nor FRN components of IGT nor PST. 

As an alternate explanation, this pattern of P200 activation was observed in 

another female-only sample [123]. Previous research has shown that there are high 

rates of iron deficiency among college-age females [16; 17]. Plausibly, because the 

current sample exhibits some iron disruption, the unique ERP pattern observed here 

could be driven by the changes to dopamine associated with iron disruption rather than 

changes to dopamine associated with nicotine use. However, this explanation cannot be 

concluded with certainty. To date, no studies compare differences in FRN, P300, or 

P200 activation during reward-feedback paradigms such as the PST or IGT in a sample 

of smokers vs. non-smokers or in a sample of iron deficient vs. sufficient vs. toxic.  

In sum, evidence arising from the ERP components extracted in the current study 

support the conclusion that negative learning was impaired in the sample of middle-

aged, female, adult smokers. This disruption may be, in part, caused by disruptions to 

iron. 

5.5 Relation between DA and abstinence 
 
A noteworthy finding of the present study is the indicators of DA. In both models 

with DA as a mediator, eight variables were included as potential indicators: 

spontaneous BR, five task-related BRs, and RT during high- vs. low-conflict PST trials. 

Interestingly, only the five task-related BRs loaded onto DA significantly, and all factor 

loadings were positive. Thus, it can be concluded that task-related blink rate can be 
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used as meaningful indirect measures of dopaminergic status in this sample (i.e. 

middle-aged, female smokers, with moderate frequency of iron disruption). Notably, 

previous research has established that BR is not significantly related to dopaminergic 

status in healthy adults without dopaminergic dysfunction [127], but has been shown to 

correspond to dopamine levels in samples with dopaminergic dysfunction [38; 39]. 

Because the five task-related BR indicators loaded significantly onto DA (see below for 

discussion on DA relation to abstinence), this acts as further support for dopaminergic 

dysfunction in the present sample. 

Although the path between DA and 4-week abstinence was not statistically 

significant, the confidence intervals were suggestive (i.e. [-0.42, 0.09] and [-0.40, 0.10] 

respectively). It has been well-established that smoking will impact dopaminergic 

neurons [14] and dopaminergic release [i.e. phasic bursts of dopaminergic activity; 128; 

129], thus this may be one explanation for the near-significant paths. Numerous 

research studies detail the significant impact of dopaminergic dysfunction, resulting from 

drug use, will reinforce continued use of the drug [130-133]. Drug use is one well-

established pathway that can explain the onset of dopaminergic disruption.  

However, previous research shows that iron disruption leads to disrupted 

dopaminergic state as well [20; 22; 50; 134]. In fact, one early study from Ben-Shachar 

et. al. goes as far as to show that iron chelators selectively inhibited binding of D2 

receptors in some neural structures [135]. Another study from Murray-Kolb et. al. shows 

that iron supplementation improves behavioral function in a manner suggesting 

correction of dopaminergic disfunction [54]. These studies together show that iron 

disruptions have a significant impact on dopaminergic function, and it can be concluded 
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that it may lead to dopamine dysfunction. As it is established that dopaminergic 

dysfunction can impact recovery from addiction, this evidence suggests that iron 

disruption could play an additional role in continued drug use and increased difficulty in 

cessation.   

5.6 Conclusion: Is there evidence that disrupted iron status negatively impact 
smoking cessation attempt? Principles to guide future research. 

 
In this sample of female adults who are currently smoking, both neural and 

behavioral evidence shows a dysfunctional learning mechanism, and that this 

dysfunction is particularly compromising negative learning. Despite a limited sample, 

analyses conducted in the current study show preliminary evidence suggesting that iron 

can partially explain the differences in smoking cessation up to 4-weeks post-quit. More 

specifically, any disruption to normal iron status can have a negative impact on 

attempted smoking cessation. 

If future studies can support this very preliminary evidence, current evidence-

based standards of smoking cessation interventions [36] ignore a highly significant 

pathway to recovery (i.e. the impact of micronutrient [iron] status on ability to recover 

from addiction from nicotine). Continuing to ignore this significant biological pathway to 

recovery means that the females attempting smoking cessation will continue to face a 

significant neurobiological barrier to success. Thus, efforts should be made to continue 

this path of research.  

Future studies should aim to extend the current methodology to a sample of iron 

deficient, iron sufficient, and iron toxic groups to compare outcomes (i.e. screen based 

on iron status). Eventually, randomized control trials (RCTs) can be employed to test an 

evidence-based smoking cessation intervention alongside an iron treatment protocol; 
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those who are iron deficient should be given supplements [136], while those who are 

toxic should be given iron chelators [137].  

With respect to cognitive tasks and procedures, because the current sample 

failed to learn in the allotted number of trials in the PST, task procedures should be 

extended to include more trials and/or blocks. Some versions of the PST require that 

participants continue in the training phase until criteria is met, then move to testing 

phase [63]; similar pattern can and should be used in similar samples. Further, although 

the current study employed a version of the IGT which had double the trial number 

compared to similar studies [78; 105]; future studies should aim to test longer-trial tasks 

to determine whether similar samples do not learn (i.e. learn poorly) such as what was 

concluded herein, or whether they do learn eventually, just more slowly as compared 

with healthy controls. Lastly, the evidence of implicit learning during SRT indicates that 

the task procedures were robust for the current sample; no changes are suggested for 

this task.   
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Table 1: Baseline Sociodemographic Characteristics 
CHARACTERISTIC MEAN MEDIAN SD RANGE N 

Age (years) 51 54 12 20-70 54 

Education (years) 13 13 2 8-20 54 

Body Mass Index (BMI) 27.84 28 4.43 18.4-34.8 54 

Years Smoking 27 26 14 4-50 52 

Cigarettes per day (CPD) 16.34 15 11.32 2-60 41 

CHARACTERISTIC PERCENT FREQUENCY N 
  

Race 
  

54 
  

White 51.85 28 
   

Black 27.78 15 
   

Hispanic 9.26 5 
   

More than one race 5.56 3 
   

American Indian/Alaska 
Native 

3.70 2 
   

Native Hawaiian or Other 
Pacific Islander 

1.85 1 
   

Asian 0.00 0 
   

Participated in Clinical 
Trial (% yes) 

22.22 12 54 
  

Education (≥HS) 90.74 49 54 
  

Income 
  

52 
  

0$ TO 10,999$ 25.00 13 
   

11,000 $ TO 20,9999 $ 28.85 15 
   

21,000 $ TO 30,999 $ 9.62 5 
   

31,000 $ TO 40,999 $ 7.69 4 
   

41,000 $ TO 5,999 $ 9.62 5 
   

61,000 $ TO 70,999 $ 7.69 4 
   

71,000 $ TO 80,999 $ 3.85 2 
   

91,000 $ TO 100,000 $ 1.92 1 
   

≥ 100,000 $ 5.77 3 
   

Marital Status 
  

54 
  

Single 35.19 19 
   

Married 29.63 16 
   

Divorced 22.22 12 
   

Separated 5.56 3 
   

Living with Significant 
Other 

3.70 2 
   

Widowed 3.70 2 
   

Depression, % yes 9.26 5 54 
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Table 1: Continued 
CHARACTERISTIC PERCENT FREQUENCY N 

  

Menopause Status 
  

52 
  

Pre-menopause 29.00 15 
   

Peri-menopause 12.00 6 
   

Post-menopause 60.00 31 
   

CPD (Categorical) 
  

54 
  

1-5 20.37 11 
   

6-10 18.52 10 
   

11-15 16.67 9 
   

16-20 27.78 15 
   

21-25 7.41 4 
   

26-30 3.70 2 
   

≥31 5.56 3 
   

HSI  
  

52 
  

0 5.77 3 
   

1 9.62 5 
   

2 19.23 10 
   

3 26.92 14 
   

4 23.08 12 
   

5 9.62 5 
   

6 5.77 3 
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Table 2: Baseline Biomarker Characteristics 
Biomarker Mean SD Median RANGE N 

Ferritin 103.12 97.88 75.70 5.0-524.0 51 

CRP 6.99 13.68 3.00 0.1-88.1 51 

CRP- outlier removed 5.37 7.35 3.00 0.1-30.6 50 

CRP-Adjusted Ferritin 76.14 68.66 52.07 3.3-340.6 51 

Ferritin Percentile 46.33 28.92 43.60 0.5-93.4 51 

CRP-Adjusted Ferritin 
Percentile 

39.84 26.72 36.40 0.4-93.8 51 

sTfR 18.24 7.31 16.50 9.3-51.8 49 

Hb 14.04 1.47 14.00 8.4-17.0 49 

Cigarettes per Day 
Adjusted Hb 1* 

13.82 1.46 13.80 8.4-16.5 49 

Cigarettes per Day 
Adjusted Hb 2** 

13.76 1.47 13.90 8.4-16.0 37 

Total Body Ironǂ 28.03 4.57 28.67 15.0- 35.6 49 

Total Body Ironǂǂ 27.12 4.38 27.42 13.4-34.1 49 

Thresholds FREQUENCY PERCENT       

Inflammation 29 58.00 
   

Iron Toxicityǂ 11 21.57 
   

Iron Toxicityǂǂ 6 11.76 
   

Iron Deficiency Anemia 2 4.08 
   

Iron Deficiency Anemia* 3 6.12 
   

Iron Deficiency Anemia** 3 8.11 
   

sTfR = Serum Transferrin Receptor; Hb = Hemoglobin 
*Use categorical CPD (which necessitated estimation for correction). 
**Used raw CPD (which had high levels of missingness). 
ǂ Used raw Ferritin in calculation 
ǂǂ Used CRP-adjusted Ferritin in calculation 
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Table 3: Follow-Up Smoking Behavior 

  Baseline Quit Day Week1 Week2 

  M ± SD MED M ± SD MED M ± SD MED M ± SD MED 

Expired 
CO 

22.15 ± 
14.46 

20 
11.71 ± 

8.18 
9.5 

7.7 ± 
9.88 

4 
8.47 ± 
12.16 

6 

  FREQ % FREQ % FREQ % FREQ % 

Abstinence  -- -- 22 40.7 4 7.41 5 9.26 

SR 
Abstinence 

-- -- 17 31.5 13 24.07 11 20.37 

 Alternative Tobacco or Smoking Product Use (SR Only)     

SR ATP 
Use 

17 31.48 4 8.89 2 6.06 0 0 

SR EC Use 9 16.6 4 8.89 3 9.09 1 3.33 

SR 
Cannabis 

0 0 7 13 6 11.11 4 7.41 

No-Show -- -- 12 22.22 18 33.33 19 35.19 

SR = self-reported 
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Table 3: Continued 

  Week3 Week4 Week12 Week26 

  M ± SD MED M ± SD MED M ± SD MED M ± SD MED 

Expired 
CO 

8.16 ± 
8.91 

5 
9.33 ± 
10.08 

6 
10.17 ± 
11.22 

6 
13.33 ± 
11.46 

10 

  FREQ % FREQ % FREQ % FREQ % 

Abstinence  7 12.96 13 24.07 11 20.37 7 12.96 

SR 
Abstinence 

12 22.22 17 31.48 16 29.63 11 20.37 

 Alternative Tobacco or Smoking Product Use (SR Only) 

SR ATP 
Use 

1 3.23 3 6.98 2 6.25 1 3.45 

SR EC Use 2 6.45 2 4.65 3 13.04 1 4.35 

SR 
Cannabis 

4 7.41 5 9.26 4 7.41 3 5.56 

No-Show 17 31.48 10 18.52 22 40.74 25 46.3 

SR = self-reported 
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Table 4: Description of Blink Rates (BR; blinks per minute) during Cognitive 
Tasks 
Task  Mean Median SD Range N 

Spontaneous BR (Rest) 6.41 4.8 5.86 0.4 30.8 49 

Task-related BR (PST Test) 10.39 8.03 7.96 0.45 29.37 43 

Task-related BR (PST Train) 10.37 8.55 8.17 0.66 33.14 45 

Task-related BR (IGT) 9.23 8.05 6.98 0.29 32.51 46 

Task-related BR (SRT) 5.55 3.42 5.06 0.25 20.73 45 

Task-related BR (PAL) 11.12 8.02 10.04 0.75 42.71 48 
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Table 5: Behavior Outcomes from all Cognitive Tasks 

Outcome Mean Median SD Range 

PAL Behavior Outcomes 

Accuracy Block1 4.30 5 1.56 1 6 

Accuracy Block6 4.87 5 1.41 0 6 

RT - Block1 3087 2804 1283 1057 6726 

RT - Block6 2458 2157 981 929 5605 

Difference Score -0.57 0 1.83 -4 2 

SRT Behavior Outcomes 

Last Repeat Sequence Median RT 568 549 165 319 1078 

Last Random Sequence Median RT 616 578 170 374 1129 

SRT Total Score 48.28 49.75 118.98 -306 415 

SRT Slope -1.39 -1.30 6.15 -33.94 15.53 

IGT Behavior Outcomes 

Played from Advantageous Deck 91.25 91 20.67 46 149 

Played from Disadvantageous Deck 108.75 109 20.67 51 154 

Median RT - Advantageous Trials 862 794 392 370 2168 

Median RT - Disadvantageous Trials 866 754 397 397 2114 

IGT Learn Score -17.51 -18 41.34 
-

108.00 98.00 

IGT Learning Slope (10 Blocks) 0.21 0.11 0.91 -1.66 2.82 

PST Behavior Outcomes 

A pairs 
     

Accuracy 64.14 65 21.86 15 100 

RT - Incorrect 1328 1152 841 380 5266 

RT - Correct 1210 1132 653 395 3889 

B pairs 
     

Accuracy 44.78 45 17.31 20 90 

RT - Incorrect 1375 1157 940 314 5887 

RT - Correct 1309 1110 697 289 3290 

Conflict 
     

High Conflict RT 1369 1247 680 300 4162 

Low Conflict RT 1311 1117 767 321 4718 

PST Criteria Thresholds Frequency Percent 

Reached criteria 
  

AB only 33 64.71 

CD only 30 58.82 

EF only 40 78.43 

All pair 21 41.18 
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Table 6: ERP Components Descriptive Statistics for EEG Data 
ERP Component Mean Median SD Range 

PST 

Correct  
     

CRN Amplitude -0.49 -0.45 0.25 -1.09 -0.09 

Latency to CRN 65 52 22 50 128 

FRN Amplitude -2.12 -2.01 1.52 -6.32 0.00 

FRN Amplitude 
(Outliers Removed) 

-2.23 -2.14 1.47 -6.32 -0.05 

Latency to FRN 245 240 33 190 300 

Latency to FRN 
(Outliers Removed) 

248 242 31 190 300 

FC P300 Amplitude 0.77 0.88 1.21 -2.16 3.60 

CP P300 Amplitude 2.59 1.93 1.82 0.09 6.19 

Incorrect 
     

ERN Amplitude -0.52 -0.46 0.30 -1.36 -0.07 

Latency to ERN 66 58 21 50 126 

FRN Amplitude -2.90 -2.75 1.76 -8.33 -0.42 

Latency to FRN 256 252 30 192 300 

FC P300 Amplitude 1.53 1.35 1.69 -2.59 5.40 

CP P300 Amplitude 2.29 2.43 2.29 -1.77 7.69 

IGT 

Advantageous 
     

CRN Amplitude -0.5 -0.38 0.34 -1.61 -0.08 

Latency to CRN 60 50 16 50 116 

FRN Amplitude -3.02 -2.85 1.74 -8.16 0.00 

Latency to FRN 287 298 22 190 300 

SPN -0.15 -0.14 0.13 -0.43 0.16 

Fronto-central 
     

P300 Amplitude 0.70 0.62 0.97 -0.97 3.11 

P200 Amplitude 2.36 2.34 1.26 0.11 6.09 

Centro-parietal 
     

P300 Amplitude 3.54 3.61 2.10 0.58 8.87 

P200 Amplitude 0.88 1.02 1.53 -3.70 3.42 

Disadvantageous 
     

ERN Amplitude -0.48 -0.42 0.31 -1.38 -0.06 

Latency to ERN 64 5 20 50 126 

FRN Amplitude -3.33 -3.18 1.76 -8.20 -0.62 

Latency to FRN 287 296 23 194 300 
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Table 7: Smoking, Behavioral, and Neural Comparisons 

Comparison 
t-

value 
DF 95% CI p p-adjust 

Post-hoc Smoking Outcomes (CO)   

Week 0 - Week 4 6.66 33 

-- 

< .0001 < .0001 

Week 0 - Week 12 3.37 21 0.003 0.009 

Week 0 - Week 26 1.11 19 0.28 0.42 

Week 4 - Week 12 -0.65 23 0.52 0.53 

Week 4 - Week 26 -2.13 20 0.05 0.09 

Week 12 - Week 26 -0.64 15 0.53 0.53 

PST 

High vs. Low conflict RTs -2.14 50 -95.41 -3.08 0.04 0.08 

A vs. B Accuracy 5.40 50 13.02 28.57 < .0001 0.04 

Cor vs. Inc RT - A -1.96 46 -148.61 2.07 0.06 0.08 

Cor vs. Inc RT - B -0.11 50 -81.01 72.64 0.91 0.91 

SRT 

Last Repeated vs. Random RT -2.90 51 -81.40 -15.15 0.01 - 

IGT 

Adv vs. Disadv Frequency -3.10 
52 

-28.90 -6.12 0.003 0.03 

Adv vs. Disadv RT -0.11 -58.22 51.93 0.90 0.90 

PST Neural Data 

CRN vs. ERN Amplitude 0.60 38 -0.08 0.14 0.55 0.63 

CRN vs. ERN Latency -0.33 38 -7.60 5.44 0.74 0.74 

Cor vs. Inc FRN Amplitude 4.32 38 0.41 1.14 <0.001 0.03 

Cor vs. Inc FRN Amplitude - Outliers 
Removed 

4.03 
36 0.38 1.14 

<0.001 0.03 

Cor vs. Inc FRN Latency -1.89 38 -23.71 0.84 0.07 0.14 

Cor vs. Inc FRN Latency - Outliers 
Removed -1.49 36 -21.58 3.31 

0.15 0.24 

Cor vs. Inc FC P300 Amplitude -5.25 38 -1.05 -0.46 <0.0001 0.03 

Cor vs. Inc CP P300 Amplitude 1.38 38 -0.14 0.75 0.18 0.24 

IGT Neural Data 

CRN vs. ERN Amplitude -0.05 37 -0.12 0.12 0.96 0.96 

CRN vs. ERN Latency -1.17 37 -11.35 3.03 0.25 0.56 

Adv vs. Disadv FRN Amplitude -2.44 38 -0.55 -0.05 0.02 0.06 

Adv vs. Disadv FRN Latency -0.24 38 -11.12 8.76 0.81 0.96 

Adv vs. Disadv FC P300 Amplitude -2.72 39 -0.43 -0.06 <0.01 0.06 

Adv vs. Disadv CP P300 Amplitude 0.74 39 -0.20 0.42 0.47 0.74 

Adv vs. Disadv FC P200 Amplitude -2.35 39 -0.27 -0.02 0.02 0.06 

Adv vs. Disadv CP P200 Amplitude 0.69 39 -0.12 0.25 0.49 0.74 

Adv vs. Disadv SPN Amplitude -0.16 39 -0.04 0.03 0.87 0.96 

Cor = Correct; Inc = Incorrect; Adv = Advantageous; Disadv = Disadvantageous  



93 
 

Table 8: Indices of GSCA Model Fit 

 MODEL FIT AFIT GFI SRMR 

 4-week         

Model1 Dopamine 0.342 0.313 0.913 0.098 

Model2 Learn 0.369 0.342 0.932 0.091 

Model3 Neural Activity 0.344 0.316 0.863 0.129 

 12-week         

Model4 Dopamine 0.346 0.317 0.915 0.097 

Model5 Learn 0.367 0.34 0.928 0.094 

Model6 Neural Activity 0.344 0.316 0.864 0.128 

FIT = total variance of all variables accounted for by model 
AFIT = Adjusted FIT (controls for model complexity) 
GFI = Goodness-of-Fit-Index 
SRMR = Standardized Root Mean Squared Residual 
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Table 9: Correlation Matrix for Model in which Dopamine mediates the Relation 
between Iron and Abstinence at 4-weeks post-quit 

  sTfR RBC HCT MCV MCHC RDW 
Ferritin 

Percentile 
Hb 

sTfR 1               

RBC -0.07 1             

HCT -0.13 0.83 1           

MCV -0.02 -0.40 0.09 1         

MCHC -0.25 -0.06 -0.11 -0.23 1       

RDW 0.31 0.02 -0.05 -0.06 -0.49 1     

Ferritin Percentile -0.17 -0.17 -0.15 0.05 0.38 -0.30 1   

Hb -0.32 0.77 0.86 -0.08 0.36 -0.27 0.05 1 

RT Low-Conflict (PST) 0.11 -0.29 -0.04 0.31 -0.12 -0.06 0.07 -0.19 

RT High-Conflict (PST) 0.10 -0.22 -0.03 0.30 -0.17 0.00 0.04 -0.18 

Resting State BR 0.08 -0.19 -0.27 -0.13 0.12 -0.21 0.27 -0.21 

PAL BR -0.03 -0.24 -0.12 0.15 0.14 -0.18 0.32 -0.04 

IGT BR 0.05 0.04 -0.03 -0.17 0.04 -0.02 0.13 0.00 

SRT BR 0.32 -0.04 0.05 0.08 -0.13 -0.04 0.03 -0.01 

PST BR (Training) 0.21 -0.07 -0.08 -0.07 0.07 0.02 0.12 0.02 

PST BR (Testing) 0.10 0.03 -0.02 -0.19 0.00 0.09 0.21 -0.02 

4-wk Abs -0.18 -0.04 0.09 0.13 0.02 -0.09 0.05 0.08 

Abbreviations in Tables 9-14: 
sTfr = serum transferrin receptor; RBC = red blood cells 
HCT = hematocrit; MCV = mean corpuscular volume 
MCHC = mean corpuscular hemoglobin concentration 
RDW = Red cell distribution width 
Ferritin Percentile = CRP-adjusted Ferritin Percentile Rank 
Hb = hemoglobin; 4-wk Abs = Abstinence at 4-week post-quit 
Cor = Correct; Inc = Incorrect 
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Table 9: Continued 

  
RT Low-
Conflict 
(PST) 

RT High-
Conflict 
(PST) 

Resting 
State BR 

PAL 
BR 

IGT 
BR 

SRT 
BR 

PST 
BR 

(Train) 

PST 
BR 

(Test) 

4-
wk 
Abs 

sTfR                   

RBC                   

HCT                   

MCV                   

MCHC                   

RDW                   

Ferritin 
Percentile 

                  

Hb                   

RT Low-
Conflict 
(PST) 

1                 

RT High-
Conflict 
(PST) 

0.83 1               

Resting 
State BR 

0.12 0.07 1             

PAL BR 0.05 -0.06 0.38 1           

IGT BR 0.02 0.04 0.43 0.59 1         

SRT BR -0.06 -0.06 0.19 0.41 0.48 1       

PST BR 
(Training) 

-0.05 -0.06 0.13 0.39 0.55 0.66 1     

PST BR 
(Testing) 

-0.15 -0.16 0.07 0.07 0.30 0.56 0.53 1   

4-wk Abs 0.06 0.08 -0.03 
-

0.08 
0.04 

-
0.18 

-0.13 -0.17 1 



96 
 

Table 10: Correlation Matrix for Model in which Learning mediates the Relation 
between Iron and Abstinence at 4 weeks 
  sTfR RBC HCT MCV MCHC RDW Ferritin 

Percentile 
Hb 

sTfR 1               

RBC -0.07 1             

HCT -0.13 0.83 1           

MCV -0.02 -0.40 0.09 1         

MCHC -0.25 -0.06 -0.11 -0.23 1       

RDW 0.31 0.02 -0.05 -0.06 -0.49 1     

Ferritin 
Percentile 

-0.17 -0.17 -0.15 0.05 0.38 -0.30 1   

Hb -0.32 0.77 0.86 -0.08 0.36 -0.27 0.05 1 

RT for A trials 
(Inc) 

0.13 -0.26 -0.08 0.22 -0.24 0.05 -0.10 -0.23 

RT for A trials 
(Cor) 

0.07 -0.35 -0.06 0.40 -0.10 -0.03 0.07 -0.22 

RT for B trials 
(Inc) 

0.09 -0.33 -0.13 0.22 -0.11 0.03 0.03 -0.25 

Percent 
Accuracy (A 
trials) 

-0.01 -0.24 -0.20 -0.06 -0.06 0.14 -0.08 -0.24 

Percent 
Accuracy (B 
trials) 

0.21 0.03 -0.05 -0.16 -0.27 0.46 -0.11 -0.17 

Met Criteria 
(yes/no) 

-0.16 -0.17 -0.06 0.19 0.04 0.16 0.13 -0.06 

4-wk Abs -0.18 -0.04 0.09 0.13 0.02 -0.09 0.05 0.08 
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Table 10: Continued 

  
RT for A 

trials (Inc) 

RT for 
A trials 
(Cor) 

RT for 
B trials 
(Inc) 

Percent 
Accuracy 
(A trials) 

Percent 
Accuracy 
(B trials) 

Met 
Criteria 
(yes/no) 

4-wk 
Abs 

sTfR               

RBC               

HCT               

MCV               

MCHC               

RDW               

Ferritin Percentile               

Hb               

RT for A trials (Inc) 1             

RT for A trials (Cor) 0.75 1           

RT for B trials (Inc) 0.78 0.79 1         

Percent Accuracy 
(A trials) 

0.29 0.18 0.36 1       

Percent Accuracy 
(B trials) 

-0.11 -0.15 -0.14 0.05 1     

Met Criteria 
(yes/no) 

0.05 0.12 0.01 0.28 0.02 1   

4-wk Abs 0.11 0.10 0.14 0.17 -0.01 0.06 1 
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Table 11: Correlation Matrix for Model in which Neural Activation mediates the 
Relation between Iron and Abstinence at 4 weeks 
  Inc P200 

(IGT; fc) 
Cor 
FRN 
(IGT) 

Inc 
FRN 
(IGT) 

Cor 
P200 
(IGT; 

fc) 

Cor 
FRN 
(PST) 

Inc FRN 
(PST) 

Inc 
P300 
(PST; 

fc) 

Inc P200 (IGT; fc) 1 
      

Cor FRN (IGT) -0.43 1 
     

Inc FRN (IGT) -0.47 0.73 1 
    

Cor P200 (IGT; fc) 0.79 -0.24 -0.23 1 
   

Cor FRN (PST) -0.28 0.33 0.35 -0.20 1 
  

Inc FRN (PST) 0.06 0.04 -0.06 -0.01 0.57 1 
 

Inc P300 (PST; fc) -0.09 0.19 0.09 0.18 0.21 -0.06 1 

sTfR -0.34 0.43 0.34 -0.24 -0.10 -0.25 -0.17 

RBC 0.14 -0.13 0.18 0.17 -0.06 -0.16 -0.02 

HCT -0.05 -0.04 0.26 0.08 0.02 -0.19 -0.06 

MCV -0.39 0.25 0.18 -0.19 0.22 -0.12 0.06 

MCHC 0.31 -0.47 -0.60 0.14 -0.10 0.12 0.03 

RDW -0.11 0.25 0.24 -0.07 -0.16 -0.18 0.07 

Ferritin Percentile -0.08 0.13 -0.23 0.02 0.21 0.18 0.35 

Hb 0.12 -0.27 -0.09 0.12 -0.06 -0.14 -0.04 

4-wk Abs 0.06 -0.07 0.03 0.09 0.07 0.22 -0.15 
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Table 11: Continued 
  sTfR RBC HCT MCV MCHC RDW Ferritin 

Percentile 
Hb 4-

wk 
Abs 

Inc P200 (IGT; fc)                   

Cor FRN (IGT)                   

Inc FRN (IGT)                   

Cor P200 (IGT; fc)                   

Cor FRN (PST)                   

Inc FRN (PST)                   

Inc P300 (PST; fc)                   

sTfR 1                 

RBC -0.07 1               

HCT -0.13 0.83 1             

MCV -0.02 -0.40 0.09 1           

MCHC -0.25 -0.06 -0.11 -0.23 1         

RDW 0.31 0.02 -0.05 -0.06 -0.49 1       

Ferritin Percentile -0.17 -0.17 -0.15 0.05 0.38 -0.30 1     

Hb -0.32 0.77 0.86 -0.08 0.36 -0.27 0.05 1   

4-wk Abs -0.18 -0.04 0.09 0.13 0.02 -0.09 0.05 0.08 1 
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Table 12: Correlation Matrix for Model in which Dopamine mediates the Relation 
between Iron and Abstinence- at 12 weeks 
  sTfR RBC HCT MCV MCHC RDW Ferritin 

Percentile 
Hb 

sTfR 1               

RBC -0.07 1             

HCT -0.13 0.83 1           

MCV -0.02 -0.40 0.09 1         

MCHC -0.25 -0.06 -0.11 -0.23 1       

RDW 0.31 0.02 -0.05 -0.06 -0.49 1     

Ferritin Percentile -0.17 -0.17 -0.15 0.05 0.38 -0.30 1   

Hb -0.32 0.77 0.86 -0.08 0.36 -0.27 0.05 1 

RT Low-Conflict 
(PST) 

0.11 -0.29 -0.04 0.31 -0.12 -0.06 0.07 -0.19 

RT High-Conflict 
(PST) 

0.10 -0.22 -0.03 0.30 -0.17 0.00 0.04 -0.18 

Resting State BR 0.08 -0.19 -0.27 -0.13 0.12 -0.21 0.27 -0.21 

PAL BR -0.03 -0.24 -0.12 0.15 0.14 -0.18 0.32 -0.04 

IGT BR 0.05 0.04 -0.03 -0.17 0.04 -0.02 0.13 0.00 

SRT BR 0.32 -0.04 0.05 0.08 -0.13 -0.04 0.03 -0.01 

PST BR (Training) 0.21 -0.07 -0.08 -0.07 0.07 0.02 0.12 0.02 

PST BR (Testing) 0.10 0.03 -0.02 -0.19 0.00 0.09 0.21 -0.02 

12-wk Abs -0.19 -0.12 -0.04 0.02 0.10 0.06 0.02 0.05 
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Table 12: Continued 
  RT 

Low-
Conflict 
(PST) 

RT 
High-

Conflict 
(PST) 

Resting 
State 
BR 

PAL 
BR 

IGT 
BR 

SRT 
BR 

PST 
BR 

(Train) 

PST 
BR 

(Test) 

12-wk 
Abs 

sTfR 
         

RBC 
         

HCT 
         

MCV 
         

MCHC 
         

RDW 
         

Ferritin 
Percentile 

         

Hb 
         

RT Low-
Conflict 
(PST) 

1 
        

RT High-
Conflict 
(PST) 

0.83 1 
       

Resting State 
BR 

0.12 0.07 1 
      

PAL BR 0.05 -0.06 0.38 1 
     

IGT BR 0.02 0.04 0.43 0.59 1 
    

SRT BR -0.06 -0.06 0.19 0.41 0.48 1 
   

PST BR 
(Training) 

-0.05 -0.06 0.13 0.39 0.55 0.66 1 
  

PST BR 
(Testing) 

-0.15 -0.16 0.07 0.07 0.30 0.56 0.53 1 
 

12-wk Abs -0.07 0.03 0.01 0.16 0.15 0.19 0.26 0.21 1 
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Table 13: Correlation Matrix for Model in which Learning mediates the Relation 
between Iron and Abstinence at 12 weeks 
  sTfR RBC HCT MCV MCHC RDW Ferritin 

Percentile 
Hb 

sTfR 1 
       

RBC -0.07 1 
      

HCT -0.13 0.83 1 
     

MCV -0.02 -0.40 0.09 1 
    

MCHC -0.25 -0.06 -0.11 -0.23 1 
   

RDW 0.31 0.02 -0.05 -0.06 -0.49 1 
  

Ferritin Percentile -0.17 -0.17 -0.15 0.05 0.38 -0.30 1 
 

Hb -0.32 0.77 0.86 -0.08 0.36 -0.27 0.05 1 

RT for A trials (Inc) 0.13 -0.26 -0.08 0.22 -0.24 0.05 -0.10 -0.23 

RT for A trials (Cor) 0.07 -0.35 -0.06 0.40 -0.10 -0.03 0.07 -0.22 

RT for B trials (Inc) 0.09 -0.33 -0.13 0.22 -0.11 0.03 0.03 -0.25 

Percent Accuracy (A 
trials) 

-0.01 -0.24 -0.20 -0.06 -0.06 0.14 -0.08 -0.24 

Percent Accuracy (B 
trials) 

0.21 0.03 -0.05 -0.16 -0.27 0.46 -0.11 -0.17 

Met Criteria (yes/no) -0.16 -0.17 -0.06 0.19 0.04 0.16 0.13 -0.06 

12-wk Abs -0.19 -0.12 -0.04 0.02 0.10 0.06 0.02 0.05 

 
  



103 
 

Table 13: Continued 
  RT for 

A trials 
(Inc) 

RT for 
A trials 
(Cor) 

RT for B 
trials 
(Inc) 

Percent 
Accuracy 
(A trials) 

Percent 
Accuracy 
(B trials) 

Met 
Criteria 
(yes/no) 

12-wk 
Abs 

sTfR 
       

RBC 
       

HCT 
       

MCV 
       

MCHC 
       

RDW 
       

Ferritin Percentile 
       

Hb 
       

RT for A trials (Inc) 1 
      

RT for A trials (Cor) 0.75 1 
     

RT for B trials (Inc) 0.78 0.79 1 
    

Percent Accuracy 
(A trials) 

0.29 0.18 0.36 1 
   

Percent Accuracy 
(B trials) 

-0.11 -0.15 -0.14 0.05 1 
  

Met Criteria 
(yes/no) 

0.05 0.12 0.01 0.28 0.02 1 
 

12-wk Abs 0.01 0.06 0.00 0.04 0.14 0.24 1 
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Table 14: Correlation Matrix for Model in which Neural Activation mediates the 
Relation between Iron and Abstinence at 12 weeks 
  Inc 

P200 
(IGT; 

fc) 

Cor 
FRN 
(IGT) 

Inc 
FRN 
(IGT) 

Cor 
P200 
(IGT; 

fc) 

Cor 
FRN 

(PST) 

Inc 
FRN 

(PST) 

Inc 
P300 
(PST; 

fc) 

sTfR 

Inc P200 (IGT; 
fc) 

1 
       

Cor FRN (IGT) -0.43 1 
      

Inc FRN (IGT) -0.47 0.73 1 
     

Cor P200 (IGT; 
fc) 

0.79 -0.24 -0.23 1 
    

Cor FRN (PST) -0.28 0.33 0.35 -0.20 1 
   

Inc FRN (PST) 0.06 0.04 -0.06 -0.01 0.57 1 
  

Inc P300 (PST; 
fc) 

-0.09 0.19 0.09 0.18 0.21 -0.06 1 
 

sTfR -0.34 0.43 0.34 -0.24 -0.10 -0.25 -0.17 1 

RBC 0.14 -0.13 0.18 0.17 -0.06 -0.16 -0.02 -0.07 

HCT -0.05 -0.04 0.26 0.08 0.02 -0.19 -0.06 -0.13 

MCV -0.39 0.25 0.18 -0.19 0.22 -0.12 0.06 -0.02 

MCHC 0.31 -0.47 -0.60 0.14 -0.10 0.12 0.03 -0.25 

RDW -0.11 0.25 0.24 -0.07 -0.16 -0.18 0.07 0.31 

Ferritin 
Percentile 

-0.08 0.13 -0.23 0.02 0.21 0.18 0.35 -0.17 

Hb 0.12 -0.27 -0.09 0.12 -0.06 -0.14 -0.04 -0.32 

12-wk Abs 0.05 -0.13 -0.20 -0.06 0.05 -0.08 0.15 -0.19 
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Table 14: Continued 
  RBC HCT MCV MCHC RDW Ferritin 

Percentile 
Hb 12-wk 

Abs 

Inc P200 (IGT; fc)                 

Cor FRN (IGT)                 

Inc FRN (IGT)                 

Cor P200 (IGT; fc)                 

Cor FRN (PST)                 

Inc FRN (PST)                 

Inc P300 (PST; fc)                 

sTfR                 

RBC 1               

HCT 0.83 1             

MCV -0.40 0.09 1           

MCHC -0.06 -0.11 -0.23 1         

RDW 0.02 -0.05 -0.06 -0.49 1       

Ferritin Percentile -0.17 -0.15 0.05 0.38 -0.30 1     

Hb 0.77 0.86 -0.08 0.36 -0.27 0.05 1   

12-wk Abs -0.12 -0.04 0.02 0.10 0.06 0.02 0.05 1 
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Table 15: Factor Loadings in GSCA Models (DA) 
4-Week Abstinence Estimate SE 95%CI 

IRON 
    

sTfR -0.366 0.21 -0.64 0.21 

RBC 0.864 0.11 0.489 0.97 

HCT 0.878 0.09 0.612 0.96 

MCV -0.198 0.23 -0.6 0.31 

MCHC 0.267 0.29 -0.37 0.69 

RDW -0.294 0.27 -0.66 0.36 

Ferritin Percentile 0.005 0.31 -0.55 0.51 

Hb 0.967 0.06 0.732 0.98 

DA  
    

RT Low-Conflict (PST) -0.093 0.33 -0.64 0.57 

RT High-Conflict (PST) -0.125 0.34 -0.6 0.63 

Resting State BR 0.437 0.2 -0.07 0.68 

PAL BR 0.664 0.16 0.218 0.81 

IGT BR 0.78 0.12 0.449 0.88 

SRT BR 0.823 0.05 0.708 0.89 

PST BR (Training) 0.817 0.06 0.67 0.89 

PST BR (Testing) 0.631 0.12 0.32 0.8 

ABSTINENCE 
    

4-Week Abstinence 1 0 1 1 

12-Week Abstinence Estimate SE 95%CI 

IRON 
    

sTfR -0.353 0.26 -0.67 0.24 

RBC 0.874 0.11 0.484 0.96 

HCT 0.88 0.12 0.4 0.97 

MCV -0.209 0.26 -0.59 0.37 

MCHC 0.259 0.33 -0.56 0.75 

RDW -0.28 0.27 -0.66 0.42 

Ferritin Percentile -0.007 0.31 -0.62 0.57 

Hb 0.966 0.13 0.597 0.98 

DA  
    

RT Low-Conflict (PST) -0.088 0.33 -0.63 0.55 

RT High-Conflict (PST) -0.099 0.34 -0.75 0.53 

Resting State BR 0.423 0.18 -0.13 0.7 

PAL BR 0.665 0.14 0.146 0.81 

IGT BR 0.788 0.11 0.47 0.9 

SRT BR 0.815 0.07 0.633 0.88 

PST BR (Training) 0.826 0.08 0.605 0.9 

PST BR (Testing) 0.631 0.13 0.344 0.83 

ABSTINENCE 
    

12-Week Abstinence 1 0 1 1 

Note: Bold cells indicate significant factor loadings. 
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Table 16: Factor Loadings in GSCA Models (Learning) 
4-Week Abstinence Estimate SE 95%CI 

IRON 
    

sTfR -0.359 0.25 -0.64 0.3 

RBC 0.876 0.1 0.64 0.98 

HCT 0.852 0.09 0.64 0.97 

MCV -0.244 0.22 -0.62 0.17 

MCHC 0.286 0.32 -0.56 0.65 

RDW -0.291 0.29 -0.7 0.43 

Ferritin Percentile 0.015 0.29 -0.6 0.46 

Hb 0.963 0.08 0.61 0.98 

Learning 
    

RT for A trials (Incorrect; PST) 0.892 0.03 0.82 0.93 

RT for A trials (Correct; PST) 0.884 0.04 0.79 0.93 

RT for B trials (Incorrect; PST) 0.924 0.03 0.86 0.96 

Percent Accuracy (A trials; PST) 0.487 0.11 0.26 0.67 

Percent Accuracy (B trials; PST) -0.145 0.19 -0.49 0.25 

Met Criteria (yes/no; PST) 0.184 0.18 -0.23 0.48 

ABSTINENCE 
    

4-Week Abstinence 1 0 1 1 

12-Week Abstinence Estimate SE 95%CI 

IRON 
    

sTfR -0.337 0.23 -0.63 0.26 

RBC 0.889 0.09 0.63 0.98 

HCT 0.854 0.09 0.6 0.96 

MCV -0.259 0.22 -0.61 0.24 

MCHC 0.276 0.29 -0.42 0.64 

RDW -0.276 0.26 -0.65 0.32 

Ferritin Percentile 0.002 0.29 -0.57 0.55 

Hb 0.959 0.07 0.78 0.98 

Learning 
    

RT for A trials (Incorrect; PST) 0.894 0.03 0.83 0.93 

RT for A trials (Correct; PST) 0.888 0.04 0.79 0.94 

RT for B trials (Incorrect; PST) 0.923 0.02 0.87 0.96 

Percent Accuracy (A trials; PST) 0.476 0.15 0.07 0.69 

Percent Accuracy (B trials; PST) -0.147 0.17 -0.46 0.25 

Met Criteria (yes/no; PST) 0.185 0.22 -0.3 0.51 

ABSTINENCE 
    

12-Week Abstinence 1 0 1 1 

Note: Bold cells indicate significant factor loadings. 
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Table 17: Factor Loadings in GSCA Models (Neural Activity) 
4-Week Abstinence Estimate SE 95%CI 

IRON 
    

sTfR -0.42 0.27 -0.68 0.39 

RBC 0.826 0.13 0.45 0.96 

HCT 0.818 0.14 0.34 0.96 

MCV -0.246 0.27 -0.65 0.4 

MCHC 0.363 0.34 -0.61 0.79 

RDW -0.346 0.29 -0.69 0.43 

Ferritin Percentile 0.039 0.29 -0.49 0.53 

Hb 0.961 0.1 0.54 0.98 

Neural Activity 
    

Incorrect P200 (IGT; fc) -0.819 0.08 -0.92 -0.6 

Correct FRN (IGT) 0.786 0.06 0.64 0.88 

Incorrect FRN (IGT) 0.762 0.09 0.55 0.9 

Correct P200 (IGT; fc) -0.655 0.18 -0.83 -0.1 

Correct FRN (PST) 0.579 0.19 0.12 0.86 

Incorrect FRN (PST) 0.159 0.3 -0.37 0.67 

Incorrect P300 (PST; fc) 0.163 0.17 -0.21 0.44 

ABSTINENCE 
    

4-Week Abstinence 1 0 1 1 

12-Week Abstinence Estimate SE 95%CI 

IRON 
    

sTfR -0.403 0.25 -0.78 0.37 

RBC 0.839 0.16 0.23 0.96 

HCT 0.82 0.19 0.27 0.96 

MCV -0.261 0.22 -0.64 0.16 

MCHC 0.358 0.36 -0.55 0.79 

RDW -0.335 0.29 -0.73 0.36 

Ferritin Percentile 0.03 0.32 -0.59 0.56 

Hb 0.96 0.11 0.59 0.98 

Neural Activity 
    

Incorrect P200 (IGT; fc) -0.817 0.08 -0.9 -0.6 

Correct FRN (IGT) 0.788 0.07 0.6 0.91 

Incorrect FRN (IGT) 0.768 0.09 0.55 0.91 

Correct P200 (IGT; fc) -0.649 0.18 -0.88 -0.2 

Correct FRN (PST) 0.577 0.2 -0.03 0.82 

Incorrect FRN (PST) 0.165 0.31 -0.49 0.6 

Incorrect P300 (PST; fc) 0.154 0.18 -0.27 0.44 

ABSTINENCE 
    

12-Week Abstinence 1 0 1 1 

 
  



109 
 

Table 18: Path Coefficients from GSCA Models 

Model Estimate SE 95%CI 

4-week abstinence outcomes 

Dopamine     

4-Week Abstinence → Iron 0.077 0.151 -0.171 0.363 

Iron → DA  -0.062 0.201 -0.433 0.377 

4-Week Abstinence → DA  -0.138 0.137 -0.404 0.100 

Iron → 4-Week Abstinence 0.067 0.173 -0.283 0.357 

DA → 4-Week Abstinence -0.138 0.14 -0.421 0.094 

Learning      

4-Week Abstinence → Iron 0.06 0.166 -0.249 0.435 

Iron → Learning  -0.331 0.147 -0.583 -0.017 

Iron → 4-Week Abstinence 0.124 0.175 -0.191 0.486 

Learning → 4-Week Abstinence 0.194 0.152 -0.115 0.497 

Neural Activity     

4-Week Abstinence → Iron 0.079 0.154 -0.178 0.455 

Iron → Neural Activity  -0.283 0.292 -0.648 0.494 

Iron → 4-Week Abstinence 0.074 0.18 -0.235 0.505 

Neural Activity → 4-Week Abstinence -0.016 0.192 -0.402 0.319 

12-week abstinence outcomes 

Dopamine    

12-Week Abstinence → Iron -0.009 0.172 -0.349 0.341 

Iron → DA  -0.072 0.196 -0.407 0.346 

12-Week Abstinence → DA  0.255 0.178 -0.155 0.568 

Iron → 12-Week Abstinence 0.01 0.184 -0.405 0.335 

DA→ 12-Week Abstinence 0.257 0.177 -0.156 0.559 

Learning     

12-Week Abstinence → Iron -0.018 0.171 -0.346 0.298 

Iron → Learning  -0.338 0.143 -0.603 -0.050 

Iron → 12-Week Abstinence -0.003 0.187 -0.397 0.345 

Learning → 12-Week Abstinence 0.044 0.15 -0.252 0.316 

Neural Activity     

12-Week Abstinence → Iron 0.005 0.201 -0.329 0.447 

Iron → Neural Activity  -0.283 0.282 -0.721 0.420 

Iron → 12-Week Abstinence -0.021 0.242 -0.387 0.504 

Neural Activity → 12-Week Abstinence -0.094 0.189 -0.415 0.310 
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Figure 1: Direct & Indirect Pathways of the Basal Ganglia; adapted from 
Blumenfeld (2010 [138]). 
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Figure 2: Proposed mediation models between iron and abstinence by way of DA. 
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Figure 3: Proposed mediation models between iron and abstinence by learning. 
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Figure 4: Proposed mediation models between iron and abstinence via brain 
dynamics. 
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Figure 5: CONSORT Diagram 

 
* 429 instances of screening occurred of 416 individuals; 11 individuals were screened 
twice; 1 individual was screened 3 times.  
** Many participants who were ineligible endorsed more than one reason for ineligibility 
(n = 88). 
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Figure 6: Frequency of Abstinence at Follow-Up 
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Figure 7: Mean Expired CO Comparisons from Baseline to 26-Weeks Post-Quit 
 
  

 
 
  

p 
= 0.009 

p 
< 0.0001 
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Figure 8: Average Reaction Time for Trial Type by Accuracy Interaction during 
PST 
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Figure 9: Frequency of Playing from Each Deck Type over 10 Blocks during IGT 
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Figure 10: RT during 30 Blocks of SRT 
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Figure 11: Response-locked ERN and CRN during PST test phase 

 
Reference lines illustrate time periods during which component was isolated 
(ERN/CRN: 50-130ms). 
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Figure 12: Feedback-locked FRN by feedback type (correct vs. incorrect) during 
PST training phase 
 

 
Reference lines illustrate time periods during which component was isolated (FRN: 190-
300ms). 
  



122 
 

Figure 13: Feedback-locked P300 by feedback type (correct vs. incorrect) during 
PST training phase (fronto-central region) 

 
Reference lines illustrate time periods during which component was isolated (P300: 
350-450). 
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Figure 14: Feedback-locked P300 by feedback type (correct vs. incorrect) during 
PST training phase (centro-parietal region) 

 
Reference lines illustrate time periods during which component was isolated (P300: 
350-450). 
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Figure 15: Response-locked ERN and CRN during IGT 

 

Reference lines illustrate time periods during which component was isolated 
(ERN/CRN: 50-130ms).  
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Figure 16: Feedback-locked FRN by feedback type (win vs. loss) during IGT 

 

Reference lines illustrate time periods during which component was isolated (FRN: 190-
300ms).  
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Figure 17: Feedback-locked P300 by feedback type (win vs. loss) during IGT 
(fronto-central region) 

 

Reference lines illustrate time periods during which component was isolated (P300: 
350-450). 
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Figure 18: Feedback-locked P300 by feedback type (win vs. loss) during IGT 
(centro-parietal region) 

 

Reference lines illustrate time periods during which component was isolated (P300: 
350-450).  
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Figure 19: Feedback-locked P200 by feedback type (win vs. loss) during IGT 
(fronto-central region) 

 

Reference lines illustrate time periods during which component was isolated (P200: 
150-250). 
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Figure 20: Feedback-locked P200 by feedback type (win vs. loss) during IGT 
(centro-parietal region) 

 

Reference lines illustrate time periods during which component was isolated (P200: 
150-250).  
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Figure 21: Path Diagram in which Dopamine mediates the Relation between Iron 
and Abstinence at 4 weeks 
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Figure 22: Path Diagram in which Learning mediates the Relation between Iron 
and Abstinence at 4 weeks 
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Figure 23: Path Diagram in which Neural Activation mediates the Relation 
between Iron and Abstinence at 4 weeks 
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Figure 24: Path Diagram in which Dopamine mediates the Relation between Iron 
and Abstinence at 12 weeks 
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Figure 25: Path Diagram in which Learning mediates the Relation between Iron 
and Abstinence at 12 weeks 
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Figure 26: Path Diagram in which Neural Activation mediates the Relation 
between Iron and Abstinence at 12 weeks 
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APPENDIX A: PHQ Depression Questionnaire 
 
Question Asks 

Over the last 2 weeks, how often have you been bothered by any of the following problems? 

1 Little interest or pleasure in doing things 

2 Feeling down, depressed, or hopeless 

3 Trouble falling or staying asleep, or sleeping too much 

4 Feeling tired or having little energy 

5 Poor appetite or overeating 

6 Feeling bad about yourself-or that you are a failure or have let yourself or 
your family down 

7 Trouble concentrating on things, such as reading the newspaper or watching 
television 

8 Moving or speaking so slowly that other people could have noticed? Or the 
opposite-being so fidgety or restless that you have been moving around a lot 
more than usual 

Response options for all questions: 0 = Not at all | 1 = Several days | 2 = More than half 
the days | 3 = Nearly every day 
 

 


