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ABSTRACT 

Thermal conductivity obtained via thermal response test (TRT) is one of the essential parameters for the design of shallow geothermal systems, especially a 

borehole heat exchanger (BHE). During TRT analysis, several factors (e.g., start time of analysis and test duration) could influence the estimated thermal 

conductivity. In addition, the influence of the factors may be different depending on the characteristics of the borehole and ground. This study investigated the 

effects of the start time and test duration through numerically generated TRT data under a diversity of environment and BHE information such as the 

thermal conductivity of grouting and ground. The generated numerical data were analyzed with three analytical approaches having different assumptions 

about the heat source to interpret the sensitivity of factors in the TRT analysis. By conducting the analytical sensitivity analysis, the importance of determining 

the appropriate start time and test duration could be emphasized when designing the test. 

INTRODUCTION 

Thermal conductivity is one of the essential parameters when designing the shallow geothermal system (Marcotte and 

Pasquier, 2008). A thermal response test (TRT), first presented by Mogensen (1989), has been used to determine the in-

situ thermal conductivity, called an effective thermal conductivity. When estimating the effective thermal conductivity 

using analytical models, it is important to consider a start time and a test duration. Since the response signal is initially 

influenced by the BHE properties, the start time is intended to ignore the data at the beginning of the test (Stauffer et 

al., 2013). Gehlin (2002) suggested that the dimensionless time related to the borehole radius, thermal diffusivity, and 

start time should be greater than 5 for the maximum error to be within 10%. On the other hand, the test duration could 

affect the cost and accuracy of the test (Raymond et al., 2011). To suggest the appropriate test duration, Beier and Smith 

(2003) developed a quick method to determine the minimum testing time, and Signorelli et al. (2007) used a numerical 

simulation to see the effect of test duration according to the ground thermal conductivity. There have been many studies 

to investigate the influence of the start time and test duration on the effective thermal conductivity. However, although 

their influences may be different depending on the properties of BHE and ground, few studies have investigated the 

relationship between the two factors and the experimental environment. 

The purpose of this study is to investigate the effect of the start time and the test duration on effective thermal 

conductivity under various BHE and ground characteristics. First, numerical simulations were performed and the 

numerically generated data were analyzed using two analytical models having different boundary conditions. Then, the 

effective thermal conductivity was estimated with varying the start time and test duration. Through the comparison with 

the thermal conductivity used for the numerical simulation, we investigated how the effective thermal conductivity 

changed depending on the start time and test duration. 
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METHODOLOGY 

Numerical simulation 

Numerical simulations were performed using TOUGH3 (Lawrence Berkeley National Laboratory, Berkeley, CA, USA), 

which was developed for multi-dimensional fluid and heat flows of multiphase, multicomponent fluid mixtures in 

porous and fractured media (Jung et al., 2018). The general form of the basic energy balance equations in a porous 

medium used in TOUGH3 is expressed as follows (Pruess et al., 1999): 

 
𝑑

𝑑𝑡
∫ 𝑀𝑑𝑉𝑛 = ∫ 𝐹 ∙ 𝑛𝑑Γ𝑛 + ∫ 𝑞𝑑𝑉𝑛𝑉𝑛Γ𝑛𝑉𝑛

 (1) 

The heat accumulation term M, defined as the energy per unit volume, can be rewritten as follows: 

 𝑀 =  𝜌𝑅𝑐𝑅𝑇 (2) 

The conductive heat flux (F) is estimated as follows: 

 𝐹 =  −𝜆∇𝑇 (3) 

Figure 1 shows 2D top view of the model domain. The entire 3D model had a size of 20 m ×  20 m ×  80 m (length ×  

width ×  depth) in consideration of the BHE length. The mesh to discretize the model domain was generated using an 

adaptive gridding technique called a centroidal Voronoi tessellation (CVT) developed by Kim et al. (2015). The mesh 

generated by the CVT always satisfies the orthogonal shape grid of TOUGH3. The fluid flow was not considered in 

the simulations. An annual average groundwater temperature of the study site corresponding to 13.0 ℃ was set as the 

boundary condition for the entire domain. The basal heat flow of 59.62 mW/m2 was estimated from the ground thermal 

conductivity of 2.00 W/m/K and the thermal gradient. Table 1 shows the parameters for the numerical simulation such 

as the physical properties of BHE and the ground and the experimental conditions. The parameters in Table 1, except 

for water using the reference value, were derived from actual experimental information. This experiment was conducted 

according to the guideline (MOTIE, 2019), and the simulation was performed based on this experimental data. We 

conducted numerical simulations with a time step of 5 minutes. 

 

Figure 1 2D top view of the model domain. The domain size is 20 m ×  20 m ×  80 m (length ×  width ×  depth). There are 
8,755 elements and 32,814 connections. 
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Table 1.   Model input parameters 

Parameters (unit) Value 

Borehole heat exchanger 
Borehole depth (m) 

Borehole diameter (m) 

 
76 

0.152 
U-tube: Polyethylene 

Outer diameter (m) 
Inner diameter (m) 

 
0.040 
0.036 

Grout 
Thermal conductivity (W/m/K) 

Specific heat (kJ/kg/K) 

 
0.79 
2.00 

Heat carrier fluid: Water 
Thermal conductivity (W/m/K) 

Specific heat (kJ/kg/K) 

 
0.58 
4.20 

Ground 
Thermal conductivity (W/m/K) 

Volumetric heat capacity (MJ/m3/K) 

 
2.00 
3.55 

Experimental conditions 
Heat flow rate per unit length of borehole (W/m) 

Average flow rate of the fluid (L/min) 

Initial temperature (℃) 

Average temperature difference (℃) 

 
62.66 
17.05 
13.45 
4.01 

 

In order to consider the influence of λground and λgrout, we generated several numerical data under various conditions 

(Table 2). λgrout values were additionally assigned as 1.35 (used in Brettmann et al. (2011)), 1.73, and 2.10 W/m/K (used 

in Choi et al. (2011)), respectively. Considering that the thermal conductivity may vary depending on the ground, λground 

values were set to 1, 2, 3, and 4 W/m/K. Figure 2 shows the mean fluid temperature between the inlet and outlet of 

BHE in the simulation results. 

 

Table 2.   Conditions for data generation under various thermal conductivity of 

ground and grouting material 

Factor 
Thermal conductivity of ground 

(W/m/K) 
Thermal conductivity of grouting 

material (W/m/K) 

Ground thermal conductivity 

1.00 
2.00 
3.00 
4.00 

0.79 

Grout thermal conductivity 2.00 

0.79 
1.35 (used in Brettmann et al. (2011)) 

1.73 
2.10 (used in Choi et al. (2011)) 
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Figure 2 Simulated mean fluid temperature for (a) Ground thermal conductivity and (b) Grout thermal conductivity. 

Analytical models 

In this study, two analytical models with different assumptions of the heat source were used to estimate the thermal 

conductivity. Numerically generated data were analyzed by an infinite line source (ILS) model expressed in Equation 4 

(Carslaw and Jaeger, 1959).  

 𝑇𝑓(𝑡) =
𝑞𝑡𝑏

4𝜋𝜆𝑒𝑓𝑓
ln(𝑡) + 𝑞𝑡𝑏 [𝑅𝑏 +

1

4𝜋𝜆𝑒𝑓𝑓
(ln (

4𝛼𝑡

𝑟𝑏
2) − 𝛾)] + 𝑇0 (4) 

The logarithmic approximation of the ILS model can be expressed as a linear regression function as follows (Eklöf and 

Gehlin, 1996):  

 
𝑑𝑇𝑓

𝑑(ln (𝑡))
=

𝑞𝑡𝑏

4𝜋𝜆𝑒𝑓𝑓
 (5) 

λeff can be determined using Equation 5, and the obtained λeff is referred to as λILS-lin in this study. 

 𝜆𝐼𝐿𝑆−𝑙𝑖𝑛 =
𝑞𝑡𝑏

4𝜋
(

𝑑𝑇𝑓

𝑑(ln(𝑡))
)

−1

 (6) 

An infinite cylindrical source (ICS) model that extends a line source to a cylindrical source with radius r was also used 

to analyze the numerically generated data. The ICS model can be expressed in Equation 7 (Ingersoll et al., 1954).  

 𝑇𝑓(𝑡) = 𝑇0 +
𝑞𝑡𝑏

𝜋2𝜆𝑒𝑓𝑓
∫

𝑒−β2Fo−1

𝐽1
2(𝛽)+𝑌1

2(𝛽)
× [𝐽0(𝑅𝛽)𝑌1(𝛽) − 𝐽1(𝛽)𝑌0(𝑅𝛽)]

𝑑𝛽

𝛽2

∞

0
+ 𝑞𝑡𝑏𝑅𝑏 (7) 

Parameter estimation approach. When using the ILS model, the measured temperature data can be fitted by a linear 

regression method in Equations 5 and 6 or a parameter estimation method (Stauffer et al., 2013). The parameter 

estimation method was used not only in ILS but also in ICS, which cannot be represented by the linear regression. To 

estimate thermal parameters, two variables (thermal conductivity and borehole thermal resistance) were obtained when 

the root mean squared error (RMSE) was the minimum. RMSE was calculated by changing the variables within the 

established reference range. Thermal parameters having the minimum RMSE were determined at each step. The RMSE 

between the observed and modeled values was given by the following formula: 

 𝑅𝑀𝑆𝐸 = √𝛴𝑖=1
𝑁 (𝑇𝑓,𝑚𝑜𝑑𝑒𝑙(𝑡𝑖)−𝑇𝑓,𝑚𝑒𝑎𝑠(𝑡𝑖))

2

𝑁
 (8) 

89



Tf,model can be obtained by using ILS and ICS (Equations 4 and 7). λILS-par and λICS were used as λeff estimated by each 

model. 

RESULTS 

Analytical sensitivity analysis 

We set a comparison criterion to quantitatively compare the effect of factors. Kavanaugh (2000) stated that 10% change 

in thermal conductivity could lead to 4.5–5.8% error of the borehole length, which could lead to a 1% change in cooling 

capacity and 0.7% change in heating capacity. Based on the results in Kavanaugh (2000), an acceptable change was 

defined as within 10% in this study. 

Effect of start time. To conduct the analytical sensitivity analysis of the start time for the thermal conductivity 

estimation, the start time was ranged from 0 to 1,000 minutes in 100 minutes’ increments. The test duration was fixed 

at 4,320 minutes. Figure 3 shows the change of the estimated thermal conductivity with the start time. Figure 3a shows 

the change in λeff with the start time in the case of λground. When comparing λeff with λnum, the largest differences were 

shown in the order of λICS (-37.50%), λILS-par (-34.50%), and λILS-lin (-30.49%). These results were obtained when λground 

was the highest at the minimum start time within the analysis range. As the start time increased, the difference between 

λeff and λnum decreased. The start time for the difference to reach within 10% increased with increasing λground. In these 

results, the start time had to be at least 600 minutes to have an acceptable difference within 10%. 

In the case of λgrout (Figure 3b), the largest differences were also shown in the order of λICS (-24.00%), λILS-par (-19.00%), 

and λILS-lin (-17.48%). As with the results of λground, the difference between λeff and λnum decreased with increasing the 

start time. The difference between λILS-lin and λnum was the largest when λgrout was 2.10 W/m/K. On the other hand, the 

differences of λILS-par and λICS were more than 10% as the maximum when λgrout was 0.79 W/m/K. Considering λgrout of 

0.79 W/m/K with the largest change according to the start time, the start time showed a difference within 10% after 

300 minutes. 

Comparing the results of λground (Figure 3a) and λgrout (Figure 3b), λeff was estimated significantly different from λnum in 

the early part of the two analysis results. λground had a greater effect on the results of start time than λgrout. In our results, 

the change of λeff within the analysis range was the greatest having the highest λground and the lowest λgrout. 
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Figure 3 The change in estimated thermal conductivity when the start time is changed from 0 to 1,000 minutes in cases 
of (a) Ground thermal conductivity and (b) Grout thermal conductivity. The gray area means the section within 
the acceptable difference of 10%. 

Effect of test duration. In the process of the sensitivity analysis, the test duration was changed from 2,880 to 4,320 

minutes in 60 minutes’ increments. During this analysis, the start time was set at 720 minutes according to MOTIE 

(2019), and other factors were not changed. Figure 4 shows the change in estimated thermal conductivities according 

to the test duration. 

In case of λground (Figure 4a), the maximum difference between λILS-lin and λnum was shown in the order of λICS (-10.50%), 

λILS-par (-10.00%), and λILS-lin (8.13%). The largest differences of λICS and λILS-par were greater than 10% when λground was 

3 or 4 W/m/K. At the case of λground of 3 W/m/K, the largest difference was calculated in the initial part of the analysis 
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range, and it was determined in the middle part when λground was 4 W/m/K. With a few exceptions, the estimates were 

generally within the acceptable range. Figure 4b shows the change of λeff according to the test duration in the case of 

λground. Except for λILS-lin (10.55%), the largest differences of λILS-par and λICS were smaller than the comparison criterion 

of 10%. Considering the specific test duration that exceeded 10%, it was confirmed that the longer the test duration, 

the better. 

As shown in Figure 4, the estimated thermal conductivities are relatively constant compared to the results of start time 

(Figure 3). That is, even if the test duration was increased, the difference from λnum did not change significantly. 

Therefore, it seems difficult to mention that there was a noticeable change in the estimated thermal conductivity 

according to the test duration within the analysis range in this study.  
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Figure 4 The change in estimated thermal conductivity when the test duration is ranged from 2,880 to 4,320 minutes in 
cases of (a) Ground thermal conductivity and (b) Grout thermal conductivity. The gray area means the section 
within the acceptable difference of 10%. 

CONCLUSION 

This study conducted the analytical analysis to investigate the effect of start time and test duration on TRT interpretation 

when the thermal properties of BHE and ground were different. First, several numerical simulations were conducted to 

generate experimental data with different thermal conductivity of the grouting material and ground. Then, three 

commonly used analytical methods were used to estimate the thermal conductivity, and the influence of start time and 

test duration on the methods used was compared. The results showed that the start time could have more influence on 

the effective thermal conductivity more than the test duration. In particular, the ground thermal conductivity had a 

greater impact on the start time. In these results, the effective thermal conductivity could be appropriately estimated 

when the start time was greater than 600 minutes and the test duration was greater than 3,540 minutes (with the start 

time of 720 minutes). However, it is difficult to generalize these results because there are a lot of factors related to the 

characteristics of the ground and BHE. Other factors should be considered to suggest the appropriate start time and 

test duration. These results suggest that it is important to consider BHE and ground characteristics for accurate TRT 

analysis. This analysis is expected to help design the BHE more efficiently. 
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NOMENCLATURE 

Vn =  Arbitrary subdomain bounded by the closed surface Γ𝑛 (m3) 

n =  Normal vector on the surface element  𝑑Γ𝑛 pointing inward into 𝑉𝑛 (-)  

F =  Heat flux (mW/m2) 

q =  Heat sources or sinks (J/s) 

M =  Heat accumulation term (J/m3) 

𝜌 =  Density (kg/m3) 

𝑐 =  Specific heat (J/kg/K) 

λ =  Thermal conductivity (W/m/K) 

T =  Temperature (°C) 

qtb =  Heat flow rate per unit length of the borehole (W/m) 

r =  Radial distance (m) 

α =  Thermal diffusivity (m2/s) 

To =  Undisturbed ground temperature (°C) 

t =  Time (s) 

γ =  Euler’s constant (=0.5722) (-) 

Rb =  Effective borehole resistance (mK/W) 

R =  Dimensional cylindrical radius (=r/r0) (-) 
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Jn =  Bessel function of the first kind of order n 

Yn =  Bessel function of the second kind of order n 

Subscripts 

eff =  Effective 

f =  Fluid 

b =  Borehole wall 

model=  Modeled 

meas =  Measured 

ILS =  Infinite line source (ILS) model 

ICS =  Infinite cylindrical source (ICS) model 

lin =  Linear regression method 

par =  Parameter estimation method 

grout =  Grouting material 

ground =  Ground 

num =  Numerical model 
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