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ABSTRACT 

Recent advances in long short-term memory (LSTM) networks have enabled us to handle 

sequential and time-series data. However, some applications of LSTM networks in the healthcare 

domain have produced suboptimal performances, as the algorithm assumes constant elapsed times 

between consecutive elements of a patient health record. In reality, patient health records are 

heterogeneous information with irregular time intervals and different sequence lengths. The 

heterogeneity and temporal dynamics of the patients’ data make it challenging to analyze long-

timescale progression patterns of disease when we use traditional LSTM networks. This study 

proposes a novel LSTM architecture, called Time-Aware LSTM with power-law decay (T-

pLSTM) networks, which can capture time irregularity and long-term dependency of patients’ 

data. T-pLSTM can handle long-timescale patient records with irregular elapsed time by power-

law forget gate and adjusted memory cell. The proposed model was tested to predict tumor size 

and survival month over time for non-small cell lung cancer (NSCLC) patients. The model was 

trained on patient records obtained from the Surveillance, Epidemiology, and End Results (SEER) 

Research Plus database, and its performance was evaluated by comparative analysis. The 

experiments using datasets with fixed and different sequence lengths showed that T-pLSTM 

outperformed the standard LSTM models. This result implies improvement of learning for long-

term scale information with time irregularity in LSTM networks.        
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CHAPTER 1. INTRODUCTION 

Technological advances have increased life expectancy more than before and the healthcare 

industry is investing huge amounts of money to solve challenging problems associated with the 

leading causes of death, like cancer. This chapter provides why my research is worthwhile in 

solving the problems in healthcare domain.  In this section, subchapters describe what critical 

limitations motivated me to conduct my research related to the lung cancer patients and what the 

aim of this study is for the healthcare problem.  

 

1.1. Research Motivation 

Lung cancer is known as the leading cause of cancer-related deaths in the United States, ranked as 

the second most common cancer around the world (Siegel et al., 2013). The types of lung cancer 

are mainly classified as small cell lung cancer (SCLC) and non-small cell lung cancer (NSCLC), 

the latter accounting for 80% to 85% of lung cancer incidents (Ries and Eisner, 2007). The 

American Lung Association has reported that the 5-year survival rate of lung cancer patients is 

approximately 18.6% which is lower than many other leading cancers such as breast, colorectal, 

and prostate cancers (American Lung Association, 2022). For instance, adenocarcinoma, one of 

the most common subtypes of NSCLC, has a high 5-year survival rate (approximately 63%) for 

early-stage patients, but surgery in cases with poor prognosis has a 35% risk of relapse (Hoffman 

et al., 2000). In hospitals, estimating survival time of lung cancer patients is highly affected by the 

clinician’s knowledge and experience even if the estimates are imprecise as the decision is very 

subjective (Bartholomai et al., 2018). Another factor is that the patients with same stage of cancer 

might have different survival rates due to independent prognostic variables such as age, sex, 

histology, and so on, and thereby the estimation can be wide of the mark (Clément-Duchêne et al., 
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2010; Bartholomai et al., 2018). Although several researchers have developed statistical methods 

to assist clinical decisions for NSCLC patients, the rapid growth of cancer and metastasis have 

complicated mechanisms to detect and diagnose early (Baeuerle and Gires, 2007; Barron et al., 

2016; Chen et al., 2014a; Lai et al., 2020).  

Machine learning has been increasingly popular in healthcare problems as the techniques can 

solve challenging problems from clinical research to hospital care to improve patient outcomes. 

Machine learning algorithms can provide prognostic analysis by learning from a larger volume 

and dimension of clinical data compared to existing clinical practice (Sun et al., 2018; Cutillo et 

al., 2020; Sumeet et al., 2022). Recent applications of machine learning in cancer research include 

a) early detection and survival prediction by capturing interdependent relationships between input 

features (or variables) and output response (or patient outcomes) and b) advancing cancer 

prognosis by recognizing interactions among biomarkers (Lai et al., 2020; Furey et al., 2000). 

Since the benefit of machine learning models is guaranteed by analyzing large volumes of patient 

records, researchers in cancer precision have extensively used the Surveillance, Epidemiology, and 

End Results (SEER) database, an authoritative repository of cancer statistics maintained by the 

National Cancer Institute in the United States (National Cancer Institute, 2008). This database 

encompasses patient information across several geographic regions in the United States, including 

patient demographics, survival month, and clinical information (e.g., cancer type, site, stage, and 

first course of treatment). Most previous studies have applied machine learning to predict survival 

rate and vital status of cancer patients based on comprehensive analysis of the SEER database for 

prognostic study of cancer disease (Agrawal et al., 2012; Bartholomai and Frieboes, 2018; Huang 

et al., 2019; Siah et al., 2019; Lu et al., 2020). However, existing models have been built based on 

static variables and ignored the effect of longitudinal variables. Capturing sequential information 
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between consecutive clinical events plays an important role in supporting decisions on clinical 

diagnosis and time-relevant knowledge can improve prediction performance of machine learning 

models for clinical prediction tasks (Choi et al., 2016; Chen et al., 2017; Baytas et al., 2017; Zhang 

et al., 2020). 

Extracting longitudinal information from electronic health records (EHR) and population-

based data increases the accuracy of predictive models for cancer prognosis, but large-scale 

heterogeneity of longitudinal patient records makes it difficult for clinicians to analyze and infer 

the high-level information embedded in the data. One well-known machine learning method to 

address this challenge is recurrent neural networks (RNNs) which enable capturing relationships 

and dependencies between consecutive elements of sequential data (Rumelhart et al., 1986; Che 

et al., 2018). However, as the time gap grows, the value of gradient becomes too small to learn 

information with long-term dependencies. Long short-term memory (LSTM) networks can handle 

the long-term dependencies by regulating a gated structure (Hochreiter and Schmidhuber, 1997). 

Traditional LSTM networks have been extended in many ways to improve prediction performance. 

One advanced model is bidirectional LSTM (Bi-LSTM) networks (SchusterKuldip and Paliwal, 

1997) to preserve sequential information in two directions simultaneously (future to past and past 

to future). Training in two directions exploited in Bi-LSTM often leads to better performance than 

the traditional vanilla LSTM. With respect to time steps, standard LSTM networks use uniformly 

distributed time intervals between the elements of a sequence, but in reality, sequential events 

follow highly non-uniform distributions with different time gaps.  

My work is motivated by Time-aware LSTM (T-LSTM) networks (Baytas et al., 2017) which 

take into account the time irregularity in learning from longitudinal healthcare data. T-LSTM 

networks demonstrate that adjusting forget gates impact training long time series data by 
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prolonging the memory of LSTM networks, and thus improve LSTM performance. Another 

modification of LSTM architecture is a slower forgetting mechanism developed by Chien et al. 

(2021). They introduced power-law forget gates to capture information for long-term 

dependencies. This advanced approach suggested that the power law coefficient should be smaller 

than one to capture long-range dependencies. As detailed in the literature review, several studies 

have used the time-aware LSTM method, but they have solely considered either time irregularity 

or long-timescale information so as to improve prediction outcomes. The aim of this study is to 

develop an advanced predictive method for capturing the long-timescale patient information with 

irregular time intervals. The proposed approach is applied to tumor size and survival month 

prediction by using longitudinal variables for NSCLC patients. I believe that these dynamic models 

will assist oncologists and clinicians for rapid and effective personalized treatment reassignment 

of NSCLC patients and open the door for building the patient's digital twin technology for 

precision medicine in the future. 
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1.2. Thesis Outline 

In this study, I propose a novel LSTM approach to predict the tumor size and survival month using 

longitudinal patients’ health information for NSCLC patients. The model captures time irregularity 

by adjusted memory cell and learns long-timescale dependency of the heterogeneous clinical data 

by power law forget gate. This work includes the following contributions in creating an accurate 

and efficient decision support tool for NSCLC patients. 

 

● I extract longitudinal data for NSCLC patients whose primary cancer is lung cancer from SEER 

Research Plus data. 

● I propose an advanced LSTM model to handle heterogeneous longitudinal data with time 

irregularities and long-term dependencies between consecutive records of the patient 

information. The proposed architecture improves the model performance for the longitudinal 

clinical data by adjusting the effect of previous memory and making a slower forgetting 

mechanism. 

● I conduct a comparative analysis to show the efficacy of the proposed model and provide a 

guideline on how to use the developed method for prognostic research for NSCLC patients. 

The experimental investigation uses six types of LSTM architecture: a) vanilla and 

bidirectional LSTM networks (LSTM and Bi-LSTM); b) vanilla and bidirectional T-LSTM 

networks (T-LSTM and BiT-LSTM); and c) vanilla and bidirectional T-pLSTM networks (T-

pLSTM and BiT-pLSTM). All models are trained by using various training datasets (i.e., 

patient records with the same and different sequence lengths) in order to investigate the effect 

of sequence lengths on prediction performance using SEER Research Plus data. The 

experiments show that my proposed model outperformed existing machine learning models in 
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predicting the tumor size and survival month for NSCLC patients but in some cases, lack of 

enough patient records degraded prediction performance of the T-pLSTM model.  

 

This thesis is organized as follows: Chapter 2 explains technical details of how the advanced 

LSTM architecture is designed for the purpose of this study. Chapter 3 shows the initial data 

analysis for NSCLC patient records obtained from SEER Research Plus Data and correlations 

between selected features and output responses (tumor size and survival month). Chapter 4 

presents experimental results based on comparative analysis and finally Chapter 5 summarizes 

how the proposed approach builds technical and clinical implications in healthcare. 
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CHAPTER 2. LITERATURE REVIEW 

2.1. Predictive Analytics Models in Healthcare and Cancer Precision 

Researchers in the healthcare industry have introduced various machine learning algorithms to 

promote better clinical decisions in prognostic analysis. Most previous studies have used machine 

learning methods to predict mortality and disease risk for patients and they recognize the 

importance of well-curated and well-organized clinical datasets to build accurate models (Fradkin, 

2006; Chen et al., 2009; Krishnaiah et al., 2013; Weng et al., 2017; Sahni et al., 2018).  Dimitoglu 

et al. (2012) use data mining techniques to extract valuable patterns from an extensive historical 

data set. They estimate applicability of the C4.5 algorithm and a Naive Bayes classifier in 

predicting survivability of lung cancer patients and confirm that the algorithms trained by valuable 

information extracted achieve prediction accuracy around 90%. Chen et al. (2014b) investigate 

how combining gene expression data with clinical data improves prediction outcomes in machine 

learning applications. They use various sets of artificial neural networks (ANNs) for the 

experiment to predict survival risks and show that models trained using gene expression data 

compute valid prediction outcomes for the survival classification. Lee et al. (2015) add patient 

similarity metric (PSM) from a cosine similarity-based calculation in predicting 30-day mortality 

prediction. They demonstrate that using the PSM values for training machine learning models 

outperforms existing intensive care unit (ICU) severity of illness score approaches by identifying 

similar patients from between patient records. Panahiazar et al. (2015) deploy machine learning 

models to predict heart failure survival and stratify its associated risk using electronic health 

records (EHRs) at Mayo Clinic. They use two types of variable sets, baseline dataset and the other 

one with additional variables, for their experiment and the results demonstrate the superiority of 

model using additional variables to determine heart failure survival risk. Lai et al. (2020) use a 
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systems biology approach to compute prognosis relevance values in order to identify novel 

prognostic gene biomarkers from the well-known biomarkers. Then, they train a deep neural 

network equipped with bimodal learning using both the selected biomarkers and clinical data to 

predict the 5-year survival status of NSCLC patients; their model leads into a high accuracy 

performance result (81.63% AUC).  

In addition to data preparation, predictions in machine learning can be also improved by 

modifying the algorithms to extract valuable features from datasets. Lynch et al. (2017) compare 

prediction outcomes between traditional classification algorithms combined with their custom 

ensemble method assigning weight for prediction outputs of each model. The comparative study 

demonstrates a correlational approach coupled with supervised machine learning can be a valid 

way to provide a meaningful prediction in lung cancer patient survival prognosis. Huang et al. 

(2019) apply multivariable fractional polynomial (MFP) approach in developing machine learning 

models for mortality prediction of breast cancer patients. The technique determines the feature 

importance for each variable and their functional forms (nonlinear forms) to exclude some features 

for model improvement. The curated dataset is used to develop a multivariate Cox proportional 

hazards model for survivability prediction of breast cancer patients, and they also compare the 

outcomes between Asian and non-Asian patients. Huang et al. (2020) establish a predictive model 

using extreme gradient boosting (XGBoost) to predict 1-year survival status of NSCLC patients 

with bone metastases. They implement correlation analysis and feature selection to identify 

important variables for this study using the SEER database. The literature review shows 

significance of data preparation and advanced model development to help better decision-making 

using machine learning in healthcare but the fundamental issue behind the clinical applications is 

that none of these studies consider temporal information from clinical and epidemiological 
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datasets. In healthcare projects, it is crucial to deploy temporal information from longitudinal 

health records in risk stratification models as consecutive clinical events can accurately capture 

risk patterns and outcomes. The next subsection describes the application of longitudinal patients 

records and time-aware machine learning models to get improved prediction outcomes.   

 

2.2. Predictive Analytics Using Longitudinal Clinical Data 

Previous studies have extracted relevant information to identify meaningful patterns from EHR 

data by using RNN and LSTM (Lipton et al., 2016; Baytas et al., 2017; Che et al., 2018; Bai et al., 

2018; Ruan et al., 2019; Yu et al., 2019). Despite the profound benefit of the algorithms to handle 

time series data, their use is limited to regular time series taking account for uniform time steps 

between consecutive elements of events, which is often not the case for many health datasets. For 

example, each patient has multiple encounters/visits with a healthcare provider and the timing of 

these encounters may vary for each patient. Particularly, EHR data has multivariate observations 

with irregular time intervals and thereby the existing methods fall short in handling patients’ data 

with irregular sequences and interrelationships.  

In order to address this problem, Lipton et al. (2016) train two machine learning models (linear 

regression model and RNN) by patient ICU records to investigate the effect of irregularly spaced 

missing data represented by a binary variable as well as other missing indicators. The comparison 

results demonstrate that RNN outperforms the linear regression model by recognizing binary 

indicators of missingness in the training dataset. Baytas et al. (2017) develop T-LSTM networks 

to understand longitudinal patient records with time irregularity and extract patterns for clinical 

prognosis. Using both synthetic and real datasets, their experiments show this advanced model 

capture temporal information with irregular time intervals. Furthermore, Bang et al. (2017) 
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propose an extended LSTM model, so-called as Phased-LSTM (P-LSTM), to handle longitudinal 

EHR data with missing values for disease diagnosis and prediction. They incorporate a decay rate 

as suggested by Che et al. (2018) in their model to deal with missing values. Bai et al. (2018) 

develop an interpretable deep learning model to capture the impact of both long-term chronic 

events and short-term acute events by learning time decay factors for every clinical code which is 

recorded in each visit indicative of patient’s diagnosis and treatment during the visit. Their results 

demonstrate that the proposed method equipped with time decay factors outperforms RNN-based 

models. Xu et al. (2019) develop convolutional neural networks (CNNs) merged with RNNs using 

transfer learning to predict clinical outcomes based on time series CT images of lung cancer 

patients. The designed deep learning model demonstrate using time series scans significantly 

improves predicting survival and cancer-specific outcomes. Zhang et al. (2020) develop language 

models with time-aware layers to capture a multi-level sequential structure of clinical notes. Since 

time-aware layers use a flexible time decay function to reflect actual change of temporal 

importance on sequential patient records, adding them improves prediction performance of the 

proposed model compared to existing language models for clinical applications. Despite recent 

advances in the healthcare domain, existing LSTM networks use an exponential decay rate which 

restricts learning long-timescale patient’s information. Some patients are treated by long-term 

medical care and thus we should consider the effect of these long-term successive clinical events 

in the predictive models. 
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CHAPTER 3. METHODOLOGY 

This chapter describes details of how the proposed model learns long-timescale information with 

irregular time intervals from patient health records. As mentioned in the introduction, my work is 

motivated by neural networks capturing time-series information. RNNs are the first neural network 

algorithm to handle time series data. Although the algorithm has been applied to many research 

areas, its performance is degraded due to vanishing and exploding gradient problems (Hochreiter 

and Schmidhuber, 1997; Cho et al., 2014). Thus, many researchers have developed specialized 

versions of RNNs, such as LSTM and gated recurrent unit (GRU) networks to address the time-

relevance problem (Sutskever et al., 2014; Cho et al., 2017; Che et al., 2018). Comparison between 

the two advanced algorithms demonstrated that GRUs with a smaller number of gates than LSTM 

showed faster training time, but LSTMs performed more accurately for a larger and high-level 

dataset (Yang et al., 2020). Thus, I used LSTMs in developing predictive models for tumor size 

and survival month prediction. In the next section, I will explain how each LSTM method learns 

time-relevant information and then what is the improvement of my proposed model. Finally, I will 

describe how to establish an experimental setup to demonstrate the novelty of my algorithm 

through comparative analysis. 
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3.1. Artificial Neural Networks (ANN) for Time Series Prediction 

In the healthcare industry, researchers in major disease such as cancer or cardiology have used 

artificial neural networks (ANN) in their machine learning applications (Jiang et al., 2017). ANN 

inspired by McCulloch-Pitts Neuron (McCulloch and Pitts, 1990) mimics how a human brain 

processes information in solving non-linear problems. Figure 3.1 represents how a neuron in the 

ANN architecture processes information to get output signal. As shown in the figure, ANN is an 

interconnected system including several elements such as a) input neurons b) hidden neurons c) 

output neurons (Surguchev & Li, 2000; Xiong et al., 2020). In the ANN architecture, information 

gathered in the input neuron is transformed by the below function: 

 

𝑓(𝑥;𝑤, 𝑏) = 𝑤 ∙ 𝑥 + 𝑏                (1) 

 

Where x is input vector, w and b are weight matrix and bias term in the layer, respectively. Then, 

the transformed input is used to get an output (e.g., prediction of the response variable) of the node 

by passing activation function u. The activation functions commonly used include the sigmoid 

function, hyperbolic tangent (tanh) function, and reflected linear unit (ReLU) functions (Xiong et 

al., 2020; Bennett, 2021). Advances in the algorithm have allowed us to perform time-series 

prediction. The well-known approach is recurrent neural networks (RNNs) capturing relationships 

and dependencies between consecutive elements of sequential data. The RNNs store previous 

information in the internal hidden states and combines the information with input vectors to 

transfer to next layers through recurrent connections (Rumelhart et al., 1986; Che et al., 2018; 

Chien et al., 2021). The algorithm is specialized in the sequence analysis process, but the method 

restricts to retain long period dependencies of information as the training process makes the value 
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representing training information go to zero exponentially fast, and researchers developed LSTM 

networks to overcome the problem (Baytas et al., 2017; Chien et al., 2021). 

 

 

 

Figure 3.1. Representation of a neuron in the ANN architecture (Xiong et al., 2020). 
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3.2. Long Short-Term Memory (LSTM) Networks   

In the healthcare domain, previous studies have used longitudinal patient health records to analyze 

interrelationships between elements of clinical events to derive more robust and real 

representations of data and enhance prediction performance (Baytas et al., 2017; Bang et al., 2017; 

Che et al., 2018; Bai et al., 2018; Zhang et al., 2020). Longitudinal data often has long timescale 

information, and LSTM networks allow capturing long-term dependencies of time series data. A 

standard LSTM cell consists of forget gates, input gates, output gates, and a memory cell. The 

mathematical formulation of LSTM is given below (Hochreiter and Schmidhuber, 1997). 

 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ 𝑥𝑡 + 𝑈𝑓 ∙ ℎ𝑡−1 + 𝑏𝑓)                   (Forget gate)   (2) 

𝑖𝑡 = 𝜎(𝑊𝑖 ∙ 𝑥𝑡 + 𝑈𝑖 ∙ ℎ𝑡−1 + 𝑏𝑖)                       (Input gate)   (3) 

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ 𝑥𝑡 + 𝑈𝑜 ∙ ℎ𝑡−1 + 𝑏𝑜)                 (Output gate)   (4) 

�̃�𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ 𝑥𝑡 + 𝑈𝑐 ∙ ℎ𝑡−1 + 𝑏𝑐)                (Candidate memory)   (5) 

𝐶𝑡 = 𝑓𝑡 ⊙ 𝐶𝑡−1 + 𝑖𝑡 ⊙ �̃�𝑡                         (Current memory)   (6) 

ℎ𝑡 = 𝑜𝑡 ⊙ tanh(𝐶𝑡)              (Current hidden state)   (7) 

 

Here 𝑥𝑡 is the input at time 𝑡, ℎ𝑡−1 and ℎ𝑡 are hidden states at time 𝑡 − 1 and 𝑡, 𝐶𝑡−1 and 𝐶𝑡 

are the cell memories at time 𝑡 − 1 and 𝑡, and �̃�𝑡  is the candidate cell memory at time t. The 

network parameters of the forget, input, output gates and the candidate memory are represented by 

[𝑊𝑓, 𝑈𝑓, 𝑏𝑓], [𝑊𝑖, 𝑈𝑖, 𝑏𝑖], [𝑊𝑜, 𝑈𝑜, 𝑏𝑜], and [𝑊𝑐, 𝑈𝑐, 𝑏𝑐], respectively. Here 𝑊 is weights for input 

value, 𝑈 is weights for previous hidden states, and 𝑏 is bias. Note that 𝜎(∙) and 𝑡𝑎𝑛ℎ(∙) represent 
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the logistic sigmoid and hyperbolic tangent activation functions which are implemented 

elementwise in this formulation. Furthermore, ⊙ denotes the pairwise multiplication of two 

vectors. The forget gate determines what information will be discarded from the cell state. When 

the cell state updates, the input gate generates a new memory vector with weights and indicates 

what new information can be preserved in the cell state for learning long-term dependencies. The 

cell memory updates long-term memory of the networks, and the output gate determines a new 

hidden state, which can be either an output of the model or input vector in the connected LSTM 

layer.  

 

3.3. Time-Aware LSTM Networks (T-LSTM)  

Although patient data has heterogeneous sequential records, the LSTM method assumes input data 

has regular time intervals between consecutive elements and this limitation can degrade LSTM 

performance. For this purpose, a new class of LSTM models, called Time-Aware LSTM (T-

LSTM) (Baytas et al., 2017), has been proposed to overcome the issue by introducing an adjusted 

memory term in the network architecture to consider the time lapses between successive records. 

The detailed formulation of T-LSTM (Baytas et al., 2017) is given below. 

 

𝐶𝑡−1
𝑆 = 𝑡𝑎𝑛ℎ(𝑊𝑑 ∙ 𝐶𝑡−1 + 𝑏𝑑)     (Short−term memory)       (8) 

�̂�𝑡−1
𝑆 = 𝐶𝑡−1

𝑆 ∙ 𝑔(∆𝑡)          (Discounted short − term memory)       (9) 

𝐶𝑡−1
𝑇 = 𝐶𝑡−1 + 𝐶𝑡−1

𝑆        (Long−term memory)     (10) 

𝐶𝑡−1
∗ = 𝐶𝑡−1

𝑇 + �̂�𝑡−1
𝑆        (Adjusted previous memory)     (11) 
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Here 𝐶𝑡−1 is previous memory cell, 𝑊𝑑  and 𝑏𝑑  are weight and bias of decomposition network, 

respectively. The elapsed time between 𝑥𝑡−1 and 𝑥𝑡 is represented by ∆t. 𝑔(∙) denotes a heuristic 

decaying function where larger values of ∆t will lessen the effect of the short-term memory (Baytas 

et al., 2017). In the T-LSTM architecture, short-term memory is computed first and then the value 

is adjusted by multiplying with a non-increasing function of elapsed time. Then, integrating 

modified long-term and short-term memories produces an adjusted previous memory to update 

information with time irregularity. 

 

3.4. Time-Aware LSTM with Power-Law Decay (T-pLSTM) Networks 

In the healthcare domain, some patient data have long-timescale information. Thus, to handle 

this, it is necessary to use a power law function with slow information decay. However, the 

existing LSTM architecture has a forget gate with exponential decay. Thus, we need to modify 

the forget gate function as shown in the following equation so that the method can capture long 

timescale information via a slower forgetting mechanism. The advantage of the power law 

function relies on a recurrent coefficient (power law coefficient). It is suggested that a smaller 

value of the coefficient is better to retain long-range dependencies (Chien et al., 2021). The power 

law coefficient is, 

 

𝑓𝑡
∗ = (

𝑡−𝑡0+1

𝑡−𝑡0
)
−𝑝

        (Power law forget gate)  (12) 

 

Where 𝑡0 is the reference time point to represent the start of information decay, 𝑡 is the elapsed 

time from 𝑡0 , 𝑓𝑡
∗  is the power law forget gate at time 𝑡, and 𝑝 is a positive power. Using the 

recurrent coefficient, we develop a new T-LSTM model, called T-LSTM with power law forget 
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gate (T-pLSTM), which can deal with irregular and long timescale dependencies between the 

consecutive elements of sequential data. The architecture of the proposed T-pLSTM is shown in 

Figure 3.1. The data that we used to train the proposed network includes clinical records of k 

patients where the k-th patient has m clinical records. Thus, the clinical records of the k-th patient 

can be represented as 𝑅(𝑘) = [𝑅1
(𝑘)

, 𝑅2
(𝑘)

, 𝑅3
(𝑘)

, ⋯𝑅𝑚−1
(𝑘)

, 𝑅𝑚
(𝑘)

]. Creation time of the patient cohort 

is in accordance with the order of the clinical data, denoted as t(k) = 𝑡(𝑘) =

[𝑡1
(𝑘)

, 𝑡2
(𝑘)

, 𝑡3
(𝑘)

, ⋯𝑡𝑚−1
(𝑘)

, 𝑡𝑚
(𝑘)

] . Each clinical record also consists of n input variables, such as 

patient health status and treatment information. The corresponding records can be denoted in terms 

of 𝑅𝑚
(𝑘)

= [𝑅
1(𝑚)

(𝑘)
, 𝑅

2(𝑚)

(𝑘)
, 𝑅

3(𝑚)

(𝑘)
, ⋯𝑅

𝑛−1(𝑚)

(𝑘)
, 𝑅

𝑛(𝑚)

(𝑘)
]. As observed in Figure 3.2, the proposed model 

uses two time-relevant terms which are elapsed time between two consecutive elements, ∆𝑡𝑒 =

𝑡𝑚 − 𝑡𝑚−1, and cumulative elapsed time after first diagnosis, ∆𝑡𝑐 = 𝑡𝑚 − 𝑡0, respectively. ∆𝑡𝑒 

adjusts memory cell to capture time irregularity of the clinical data and ∆tc is used to compute 

power law forget gate to handle long timescale information on patient data. Including these two 

terms modifies the current memory term as 𝐶𝑡 =𝑓𝑡
∗ ⊙ 𝐶𝑡−1

∗ + 𝑖𝑡 ⊙ �̃�𝑡 . Additionally, we have 

examined and applied the bidirectional approach in the advanced LSTM architecture to check if 

the bidirectional training would improve prediction performance. Adding directionality splits a 

LSTM cell into forward cell ℎ⃗  and backward cells ℎ⃗⃖ .  Constructing time of patient cohort 

corresponds to forward direction 𝑡 = [𝑡1, 𝑡2, 𝑡3, ⋯ , 𝑡𝑛−1, 𝑡𝑛]  and backward direction 𝑡 =

[𝑡𝑛, 𝑡𝑛−1, 𝑡𝑛−2, ⋯ , 𝑡2, 𝑡1] .  The directionality approach enables neural networks to preserve 

information in two directions from past periods to future periods and vice versa. 
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Figure 3.2. Illustration of the proposed T-pLSTM unit.  

 

3.5. Experiment Setup 

I designed an experiment to demonstrate the novelty of T-pLSTM by comparing its prediction 

performance with existing LSTM methods. First, I extract longitudinal data for NSCLC patients 

whose primary cancer is lung cancer from SEER Research Plus data. Then six types of LSTM 

models, a) vanilla and bidirectional LSTM networks (LSTM and Bi-LSTM); b) vanilla and 

bidirectional T-LSTM networks (T-LSTM and BiT-LSTM); and c) vanilla and bidirectional T-

pLSTM networks (T-pLSTM and BiT-pLSTM), and an additional two supervised learning 

algorithms (random forest and ridge regression) for prediction of patient outcomes (tumor size and 

survival month) are trained by using the generated datasets.  
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In this stage, the hyperparameters for each model are optimized by a random search algorithm. 

Random search has been commonly used in hyperparameter searches of deep learning networks. 

Although the method does not take every hyperparameter combination in training machine 

learning models for consideration, it provides the combination to generate a relatively good 

performing model within a significantly short time (Bergstra and Bengio, 2012). The algorithm 

first explores a search space and then randomly picks sampling points within the space. Finally, it 

computes an optimized network architecture by testing out the neural network with a different 

architecture regardless of the results from previous iterations (Bergstra, Bengio, 2012). Table 3.1 

to Table 3.4 list the optimized hyperparameters for the six LSTM models for tumor size and 

survival month predictions, determined by random search. I select two hyperparameters, the 

number of hidden neurons and the learning rate, for traditional LSTM models as well as an 

additional hyperparameter, the power law coefficient, for T-pLSTM models. Chien et al. (2021) 

suggested that a power law coefficient smaller than one appropriately handles long-timescale 

information. In evaluating the prediction performance of the T-pLSTM methods, I split 75% of 

the data for training and 25% of the data for validation and then conduct a comparative analysis.  

In the model evaluation, I used three performance measures, root mean squared error (RMSE), 

mean absolute error (MAE), and Wilcoxon rank sum test. RMSE computes the average magnitude 

of the error between target variables and predictions based on the quadratic scoring rule as given 

in the equation below. The squared error is useful to detect undesirable errors by assigning a higher 

weight to larger errors. MAE estimates the errors in a set of forecasts, regardless of their direction. 

For both RMSE and MAE, 𝑦𝑖 is the true value, �̂�𝑖 is the predicted value, and 𝑛 is the sample size, 

respectively. The Wilcoxon rank-sum test is an alternative to the two-sample t-test. In the equation, 

𝑈1 = ∑ ∑ 𝐼(𝑋𝑖 > 𝑌𝑖)
𝑛
𝑗=1

𝑚
𝑖=1 , where 𝐼(𝑋𝑖 > 𝑌𝑖) = 0 (if 𝑋𝑖 ≤ 𝑌𝑖 ) or 1 (if 𝑋𝑖 > 𝑌𝑖 ), for sample 
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𝑋(𝑋1, 𝑋2, 𝑋3,⋯ , 𝑋𝑚) and 𝑌(𝑌1, 𝑌2, 𝑌3, ⋯ , 𝑌𝑛). The nonparametric alternative provides prediction 

measures by comparing two independent samples with non-normal distribution (Wilcoxon, 1945). 

In the next chapter, I will describe how I extract the longitudinal patient records from the SEER 

Research Plus database and provide initial data analysis for the dataset.  

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1                  (11) 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − �̂�𝑖|

𝑛
𝑖=1                    (12) 

𝑃(𝑋 > 𝑌) ≈
𝑈1

𝑚𝑛
                        (13) 

 

Table 3.1. Neural network architectures of each LSTM method for tumor size prediction using 

fixed length patient records (3 records, from time 1 to time 3). 

 

Methods 

Hyperparameters 

Number of hidden 
neurons (h) 

Learning rate 
(η) 

Power law coefficient 
(p) 

LSTM 
64 0.001 - 

BiLSTM 
128 0.001 - 

T-LSTM 
64 0.005 - 

BiT-LSTM 
32 0.005 - 

T-pLSTM 
128 0.001 0.3 

BiT-

pLSTM 
256 0.0025 0.9 
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Table 3.2. Neural network architectures of each LSTM method for tumor size prediction using 

variable length patient records (3 to 5 records).  

Methods 

Hyperparameters 
 

Number of hidden 
neurons (h) 

Learning rate 
(η) 

Power law 
coefficient 

(p) 

LSTM 
32 0.001 - 

BiLSTM 
64 0.0025 - 

T-LSTM 
128 0.005 - 

BiT-LSTM 
256 0.001 - 

T-pLSTM 
64 0.0075 0.5 

BiT-pLSTM 
128 0.0025 0.5 

 

Table 3.3. Neural network architectures of each LSTM method for survival month prediction 

using fixed length patient records (3 records, from time 1 to time 3). 

Methods 

Hyperparameters 
 

Number of hidden 
neurons (h) 

Learning rate 
(η) 

Power law coefficient 
(p) 

LSTM 
128 0.0025 - 

BiLSTM 
128 0.0025 - 

T-LSTM 
32 0.0075 - 

BiT-LSTM 
256 0.001 - 

T-pLSTM 
64 0.0075 0.7 

BiT-pLSTM 
16 0.0075 0.5 
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Table 3.4. Neural network architectures of each LSTM method for survival month prediction using 

variable length patient records (3 to 5 records).  

Methods 

Hyperparameters 
 

Number of hidden 
neurons (h) 

Learning rate 
(η) 

Power law 
coefficient 

(p) 

LSTM 
256 0.0025 - 

BiLSTM 
32 0.01 - 

T-LSTM 
32 0.0075 - 

BiT-LSTM 
128 0.0075 - 

T-pLSTM 
128 0.001 0.3 

BiT-pLSTM 
256 0.0025 0.9 
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CHAPTER 4. GENERATION OF LONGITUDINAL PATIENT 

RECORDS FOR NSCLC 

In this chapter, I will explain how longitudinal patient health records are extracted from the US 

population-based data, SEER Research Plus database. The subchapters describe data initialization 

of the longitudinal patient records with selected variables and what information I could recognize 

from the generated training dataset, respectively.  

 

4.1. Data Initialization of Longitudinal Patient Health Records 

I used the SEER Research Plus Data (National Cancer Institute, 2021) to extract longitudinal data 

for NSCLC patient records. The dataset includes variables related to the variation of tumor size, 

such as age, sex, marital status, site recode, histology ICD-O-2, treatment modality (surgery, 

chemotherapy, radiation, and systematic treatment), stage group, and survival months. In the input 

variables, site recode represents clinically relevant and histologically defined rare cancers grouped 

by cancer types. Histology ICD-O-2 means histologic type of tumor defined by International 

Classification of Diseases for Oncology (ICD-O). Stage group classifies amount and spread of 

cancer based on the staging system from the American Joint Committee on Cancer (AJCC). I 

extracted the patient cohort in my analysis using a few criteria. First, I identified and extracted the 

patients who had NSCLC as their primary diagnosis and multiple treatment records. The filtered 

data has patient records ranging from 1 to 9 and most cases are patients with 3 to 5 records. Thus, 

I only included the patients with 3 to 5 records. Furthermore, the tumor size information was 

limited to the period 2004-2015 in this database. In addition, there were 82% missing values in 

treatment modality variables and some patients lacked sequential treatment data and demographic 

information. These patient records were excluded from my analysis. Finally, I observed that there 
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were 879 complete patient records with treatment information for lung cancer. Specifically, there 

are 795, 84, and 30 patients with 3, 4, and 5 records respectively. Among these patients, 849 have 

the NSCLC. Of these patients, there are 762, 78, 9 patients with 3, 4, and 5 records respectively. 

Thus, I extracted longitudinal patients’ observations from SEER Research Plus data with 3 to 5 

timesteps to investigate the effect of sequence length on model performance. Furthermore, NSCLC 

patient records have missing values in output responses (tumor size and survival month). I 

excluded records with missing values and thus the final dataset includes 497, 63, and 7 patients 

with 3, 4, and 5 records respectively. In data preprocessing, continuous variables were normalized 

while categorical variables were encoded to convert nominal into dummy variables. I used Base-

N encoding to indicate categorical data efficiently by reducing the number of features compared 

to binary encoding (McGinnis, 2016). Binary encoding is inappropriate to represent a large number 

of levels included in data and thus using Base-N encoding allows us to handle high dimensionality 

of the categorical variables. Figure 4.1 shows the trajectories of tumor size growth over time for 

three NSCLC patients. I used the longitudinal patient records to train the LSTM models. 
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(a) 

 

(b) 

Figure 4.1. Longitudinal trajectories of NSCLC tumor size versus survival month and treatment 

modality for three patients. (a) Patient 1 has information from time 1 to time 3. Patient 2 and 3 

have information from time 1 to time 4; (b) all three patients have three timesteps.  
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4.2. Data Exploration and Preparation 

I set tumor size growth as the output response for the initial data analysis and conducted data 

exploration to see the relationship between the selected variables. Figure 4.2 shows tumor size 

distribution grouped by age, marital status, race, and sex. The plotted results show that the mid-

60s to mid-70s account for a large portion of the distribution as elderly people have higher 

incidence for NSCLC. Marital status indicates that married people distribute across the whole 

range of tumor size. Their portion is much higher than others at larger tumor size because they are 

under care from their spouse. When it comes to race, the portion of white people is significantly 

higher than other races and the issue might be related to wealth and immigration status. Tumor 

size distribution by sex implies that males have larger tumor sizes than females. Additionally, I 

analyzed the pairwise relationship between tumor size and survival months to investigate 

survivability of NSCLC patients. As expected, NSCLC patients with higher tumor size have low 

survivability. In order to figure out how tumor size growth is correlated with other variables, I used 

random forest (RF) to rank feature importance for the selected input variables. Reif et al. (2006) 

verified that the RF is highly effective in identifying interrelationships between features with tiny 

effects in high dimensional data and thereby the algorithm fits to the integrated study of multiple 

types of datasets (categorical and continuous data). Figure 4.3 shows feature importance generated 

from the RF classifier and I could see variables representing patient health status had higher impact 

than treatment information. Generally, we should select features with high impact in predicting 

output variables, but I did not remove treatment information such as radiation and chemotherapy. 

In practice, treatment variation in cancer patients likely contributes to change of tumor size growth 

and they could play an important role in prognostic analysis.  
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(a) age 

 

(b) marital status 
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(c) race 

 

(d) sex 

Figure. 4.2. Tumor size distribution grouped my multiple categories. 
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Figure 4.3. Feature importance analysis using random forest to explore interrelationship between 

tumor size and other variables. 

 

Then, I conducted principal component analysis (PCA) to provide how the selected features are 

interrelated to tumor size only as I could see the output response is highly related to survival month. 

PCA is well-known as a popular feature extraction method. The algorithm creates new variables, 

called principal components, by projecting the original variables to the newly generated 

components (Wold et al., 1987).  The linear transformation reduces data dimension based on their 

eigenvalues and thereby enables us to capture what is the most valuable information present in the 

original variables (Cateni et al., 2013; Awan et al., 2019). As a rule of thumb, we select first m 

components accounting for 95% of the total variance in the data. Figure 4.4 shows explained 

variance from PCA analysis, and we could see most of the information was attributed to three 

principal components. Figure 4.5 provides details of how each component is correlated to original 

input variables. The results indicate that survival months and histology are highly related to the 

first principal component, followed by stage group for second principal component and age for 

third principal component, respectively.  
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Figure 4.4. Explained variance ratio of PCA analysis for NSCLC dataset.  
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(a) 

 

(b) 



32 

 

 

(c) 

 

(d) 

Figure 4.5. Pairwise analysis between principal components and input variables: first principal 

component correlated with (a) survival months and (b) histology, (c) second principal component 

associated with stage group, and (c) third principal component attributed to age. 
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CHAPTER 5. TUMOR SIZE AND SURVIVAL MONTH 

PREDICTIONS USING T-PLSTM NETWORKS  

Previous sections describe the limitations of traditional LSTM models and how I extracted 

longitudinal patient records to train the T-pLSTM model. This chapter shows comparisons 

between my advanced approach and existing algorithms so as to demonstrate the efficacy of my 

model in predicting patient outcomes for NSCLC. As mentioned in the section 2.4, I use RMSE, 

MAE, and Wilcoxon rank sum test to provide comparative analysis. 

 

5.1. Effect of Sequence Length of Patient Records for Prediction Performance 

Before investigating the efficacy of my proposed model, I compared prediction outcomes of the 

LSTM models with other supervised learning algorithms to verify the importance of capturing 

time-relevant information. I selected two additional ML algorithms, random forest (RF) and ridge 

regression (RR), for the experiment. Table 5.1 shows the averaged RMSE and MAE results for 

each algorithm optimized by random search. The results indicate that the LSTM models improved 

prediction performance by approximately 66% to 87% compared to the RF and RR algorithms. 

That is, capturing time-series information significantly outperforms the two algorithms with no 

consideration of time-relevant information.  
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Table 5.1. Average RMSE and MAE of supervised learning algorithms for tumor size prediction 

using fixed length patient records (3 records, from time 1 to time 3). 

Methods Hyperparameters 

Training Validation 

RMSE MAE RMSE MAE 

RF 

Number of trees = 100 

Maximum depth = 50 

Minimum number of 

samples to split = 8 

Minimum number of 

samples at leaf node = 3 

0.4702±
0.0184 

0.1558±
0.0100 

0.6534±
0.0889 

0.2267±
0.0267 

RR Alpha = 0.9843 
0.9279±

0.0305 

0.3998±

0.0229 

0.9379±

0.0903 

0.4061±

0.0336 

LSTM 

h = 32 

η = 0.0075 

 

0.1642±

0.0132 

0.0588±

0.0194 

0.1544±

0.0283 

0.0567±

0.0186 

Bi-LSTM 

h = 16 

η = 0.025 

 

0.1664±

0.0082 

0.0497±

0.0089 

0.1632±

0.0230 

0.0488±

0.0101 

T-LSTM 

h = 256 

η = 0.001 

 

0.01618

±0.0105 

0.0501±

0.0069 

0.1550±
0.0219 

0.0482±
0.0068 

BiTLSTM 
h = 256 

η = 0.0075 

0.1662±

0.0093 

0.0518±

0.0102 

0.1621±
0.0205 

0.0502±
0.0131 

 

Then, I implemented and compared four LSTM methods, LSTM, Bi-LSTM, T-LSTM, and BiT-

LSTM, to investigate the effect of temporal information on their prediction performance. All 

models were single-layer architecture. Random search (Bergstra and Bengio, 2012) was used to 

optimize two hyperparameters including number of hidden neurons (h) and learning rate (η). 

Moreover, I have studied the effect of activation function on prediction performance. By 

comparing three types of popular activation functions (tanh, ReLU, Leaky ReLU), I observed 

that tanh has a comparable performance to Leaky ReLU. This result is in line with Baytas et al. 

(2017). Therefore, I used the tanh activation function to handle temporal data. I designed 

experiments to determine optimum number of epochs in computing better prediction 
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performance and the experimental results show that the best number of epochs are obtained for 

750 and 1500 for LSTM/Bi-LSTM and T-LSTM/BiT-LSTM, respectively. All the LSTM 

methods are implemented in Python version 3.7 with Keras (Chollet et al., 2015) and TensorFlow 

libraries (Abadi et al., 2015). All experiments and data processing are implemented on the OU 

Supercomputing Center for Education & Research (OSCER) with Intel Xeon “Haswell” E5-

2650v3 10-core 2.3 GHz and 32 GB of RAM.  

Table 5.2 demonstrates training and validation RMSE and MAE for tumor size prediction of 

the considered LSTM models using fixed length patient records (3 records). I considered the 

patient records at time 1 and time 2 (as 𝑥𝑡, 𝑡 ∈ {1, 2}), then I aimed to predict the output time 3 

(as 𝑦𝑡, 𝑡 = 3), shown in Figure 5.1. Figure 5.2 shows the robustness of training and validation 

RMSE and MAE scores for each model, which have been calculated over 50 repetitions for each 

LSTM model on the same data. In this process, different random states were assigned to each 

repetition to get consistent results from different running of the ML models. The results on the 

validation set show that T-LSTM outperforms BiT-LSTM in terms of MAE (3.96% vs. 4.11%) 

and the RMSE is similar for both methods (4.48%) although the T-LSTM method has relatively 

large variation (less robust) in terms of RMSE on the validation set. From predictions of all the 

LSTM models, I could see that although T-LSTM and BiT-LSTM have relatively larger variation 

of RMSE scores compared to LSTM and Bi-LSTM methods, they obtained lower RMSE and 

MAE and thus capturing temporal information better. The results also reveal that adding 

bidirectional framework improves the model’s prediction performance.  

Furthermore, I compared the LSTM methods using the variable sequence length patient 

records (i.e., our data consists of patients with 3, 4, and 5 patient records) as shown in Table 5.3. 

In these cases, Bi-LSTM shows better RMSE (4.27%) than other methods while the T-LSTM 
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model produces lower MAE (3.75%) on the validation set compared to other methods. Figure 

5.3 shows that the RMSE scores of all LSTM models using different length patient records have 

relatively larger variation than the models built on the fixed length records (Figure 5.2). 

 

 

Figure 5.1. An example of a dataset for patient records. 

 

Table 5.2. Average RMSE and MAE of four LSTM models for tumor size prediction using fixed 

length patient records (3 records, from time 1 to time 3). The lowest RMSE and MAE values are 

denoted in bold. 

Methods 

Training Validation 

RMSE MAE RMSE MAE 

LSTM 0.1615±0.0148 0.1491±0.0148 0.0487±0.0370 0.0463±0.0175 

Bi-LSTM 0.1605±0.0120 0.1552±0.0066 0.0468±0.0259 0.0411±0.0068 

T-LSTM 0.1584±0.0147 0.1404±0.0045 0.0448±0.0351 0.0396±0.0097 

BiT-LSTM 0.1565±0.0113 0.1468±0.0031 0.0448±0.0283 0.0411±0.0068 

 

Table 5.3. Average RMSE and MAE of four LSTM models for tumor size prediction using 
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variable length patient records (3 to 5 records). The lowest RMSE and MAE values are denoted 

in bold. 

Methods 

Training Validation 

RMSE MAE RMSE MAE 

LSTM 0.1538±0.0293 0.1307±0.0101 0.0443±0.0466 0.0391±0.0132 

Bi-LSTM 0.1527±0.0298 0.1357±0.0073 0.0427±0.0472 0.0388±0.0094 

T-LSTM 0.1540±0.0246 0.1253±0.0054 0.0452±0.0431 0.0375±0.0092 

BiT-LSTM 0.1543±0.0203 0.1323±0.0058 0.0448±0.0424 0.0388±0.0094 
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(a) (b) 

  
(c) (d) 

 

Figure 5.2. Train and validation results of LSTM, Bi-LSTM, T-LSTM, and BiT-LSTM models 

for tumor size prediction using fixed sequence length patient records (3 records, from time 1 to 

time 3): (a) Training RMSE, (b) Validation RMSE, (c) Training MAE, and (d) Validation MAE.   
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(a) (b) 

  
(c) (d) 

Figure 5.3. Training and validation results of LSTM, Bi-LSTM, T-LSTM, and BiT-LSTM 

models for tumor size prediction using different sequence length patient records: (a) Training 

RMSE, (b) Validation RMSE, (c) Training MAE, and (d) Validation MAE. 
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Next, I studied the behavior of the performance metrics of the LSTM models for survival month 

prediction. I considered the output variable as survival month instead of tumor size. I report the 

average RMSE and MAE values in Table 5.4 and Figure 5.5. I observed that all LSTM models 

performed worse than models where the output response was tumor size. Regardless of the 

patient sequence records, I observed that the Bi-LSTM showed lower RMSE compared to both 

T-LSTM and BiT-LSTM models while LSTM showed superior performance in terms of MAE. 

Huang et al. (2020) explained that the lack of clinical data might lead to degrading the effect 

of sequential information in clinical datasets and EHRs. As mentioned in the cohort section, I 

could obtain clinical records of 840 patients with complete cases, which was a small size dataset 

to incorporate a comprehensive set of NSCLC patients. I expect that the advanced algorithms, 

such as LSTM, might not capture time-relevant information from data with a small number of 

patients and thus it might lead to poor prediction performance. I also observed that the results of 

survival month prediction using different sequence length patient records were similar to the 

results using fixed length patient data, as shown in Table 5.4 and Figure 5.5. The comparative 

analysis shows that the models with patient records with different sequence lengths are less 

robust (larger variation of prediction results) than models using fixed length patient dataset since 

the patient data with more than 4 records has fewer instances than the one with 3 records. Thus, 

I observed that the time-aware models could successfully capture sequential information from 

patient data, but in the future, I need to collect more datasets from various sources in predicting 

outcomes to help to make clinical decisions for NSCLC patients. 
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Table 5.4. Average RMSE and MAE of four LSTM models for survival month prediction using 

fixed length patient records (3 records, from time 1 to time 3). The lowest RMSE and MAE 

values are denoted in bold. 

Methods 

Training Validation 

RMSE MAE RMSE MAE 

LSTM 0.1781±0.0409 0.1636±0.0421 0.1332±0.0561 0.1219±0.0503 

Bi-LSTM 0.1736±0.0408 0.1562±0.0414 0.1292±0.0560 0.1362±0.0470 

T-LSTM 0.1904±0.0353 0.1746±0.0370 0.1451±0.0518 0.1333±0.0471 

BiT-LSTM 0.1942±0.0348 0.1788±0.0369 0.1489±0.0512 0.1362±0.0470 

 

Table 5.5. Average RMSE and MAE of four LSTM models for survival month prediction using 

variable length patient records (3 to 5 records). The lowest RMSE and MAE values are denoted 

in bold. 

Methods 

Training Validation 

RMSE MAE RMSE MAE 

LSTM 0.1495±0.0430 0.1398±0.0459 0.0983±0.0507 0.0926±0.0485 

Bi-LSTM 0.1440±0.0445 0.1315±0.0458 0.0964±0.0573 0.0998±0.0479 

T-LSTM 0.1603±0.0377 0.1464±0.0462 0.1078±0.0470 0.0988±0.0488 

BiT-LSTM 0.1608±0.0393 0.1454±0.0456 0.1095±0.0499 0.0998±0.0479 
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(c) (d) 

 

Figure 5.4. Training and validation results of LSTM, Bi-LSTM, T-LSTM, and BiT-LSTM 

models for survival month prediction using fixed sequence length patient records: (a) Training 

RMSE, (b) Validation RMSE, (c) Training MAE, and (d) Validation MAE. 

  



43 

 

  
(a) (b) 

  
(c) (d) 

 

Figure 5.5. Training and validation results of LSTM, Bi-LSTM, T-LSTM, and BiT-LSTM 

models for survival month prediction using different sequence length patient records: (a) 

Training RMSE, (b) Validation RMSE, (c) Training MAE, and (d) Validation MAE. 

 

In addition, I used the pairwise Wilcoxon rank-sum test with the 5% level of significance (α = 0.05) 

to compare the prediction performance between T-LSTM and BiT-LSTM versus LSTM and Bi-

LSTM models. The non-parametric test is useful for comparison of prediction performance of ML 

models trained by datasets with non-normal distribution, but we should be careful with the power 

of the test method in multiple comparison problems. For instance, one comparison in my 

experiments has a chance with a 5% probability level to compute incorrect estimation. Assuming 

100 comparisons, I use 100 confidence intervals simultaneously, each comparison with a 95% 
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confidence level, the expected number of false evaluations is 5 but it cannot be as my experiment 

was designed as a single comparison. This problem becomes worse when each comparison has 

statistically independent of the intervals as the probability of false estimation is much significant 

than the previous case (Kutner et al., 2005; Koulouris, 2020). Thus, we should be aware of that the 

test results cannot be as confident as the given confidence level in a statistical hypothesis. Table 

5.6 and Table 5.7 show a comparison of pairwise Wilcoxon rank-sum tests between these models 

for tumor size prediction. The results using fixed length patient records implies that T-LSTM and 

BiT-LSTM outperforms traditional LSTM models while I could not see significant differences 

among the LSTM models using different length patient records. Survival month prediction given 

in Table 5.8 and Table 5.9 also indicates similarity with the results from tumor size prediction. 

These results may be attributed to the disadvantage of Wilcoxon rank sum test, but the RMSE and 

MAE results (Figure 5.4 and 5.5) show the effect of datasets is more significant. 
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Table 5.6. Pairwise Wilcoxon rank sum test for T-LSTM and BiT-LSTM versus LSTM and Bi-

LSTM models for tumor size prediction using fixed length patient records (at a specific 

significance rate α = 0.05). 

Comparison 
Validation 

RMSE 
Hypothesis 

Validation 

MAE 
Hypothesis 

T-LSTM > LSTM ≪0.05 Reject H0 ≪0.05 Reject H0 

T-LSTM > Bi-LSTM ≪0.05 Reject H0 ≪0.05 Reject H0 

T-LSTM > BiT-LSTM 0.0766 
Fail to 

reject H0  
0.1467 

Fail to 

reject H0 

BiT-LSTM > LSTM 0.8285 
Fail to 

reject H0 
≪0.05 Reject H0 

BiT-LSTM > Bi-LSTM ≪0.05 Reject H0 ≪0.05 Reject H0 

 

Table 5.7. Pairwise Wilcoxon rank sum test for T-LSTM and BiT-LSTM versus LSTM and Bi-

LSTM models for tumor size prediction using different length patient records (at a specific 

significance rate α = 0.05). 

Comparison 
Validation 

RMSE 
Hypothesis 

Validation 

MAE 
Hypothesis 

T-LSTM > LSTM 0.2423 
Fail to 

reject H0  
0.1658 

Fail to 
reject H0  

T-LSTM > Bi-LSTM 0.0524 
Fail to 

reject H0  
0.4808 

Fail to 
reject H0  

T-LSTM > BiT-LSTM 0.3496 
Fail to 

reject H0  
0.3055 

Fail to 
reject H0 

BiT-LSTM > LSTM 0.1658 
Fail to 

reject H0 
0.8554 

Fail to 
reject H0  

BiT-LSTM > Bi-LSTM 0.4808 
Fail to 

reject H0  
0.6900 

Fail to 
reject H0  
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Table 5.8. Pairwise Wilcoxon rank sum test for T-LSTM and BiT-LSTM versus LSTM and Bi-

LSTM models for survival month prediction using fixed length patient records (at a specific 

significance rate α = 0.05). 

Comparison 
Validation 

RMSE 
Hypothesis 

Validation 

MAE 
Hypothesis 

T-LSTM > LSTM 0.0967 
Fail to 

reject H0  
0.0653 

Fail to 

reject H0  

T-LSTM > Bi-LSTM ≪0.05 Reject H0 ≪0.05 Reject H0 

T-LSTM > BiT-LSTM 0.6449 
Fail to 

reject H0  
0.6799 

Fail to 

reject H0 

BiT-LSTM > LSTM ≪0.05 Reject H0 ≪0.05 Reject H0 

BiT-LSTM > Bi-LSTM ≪0.05 Reject H0 ≪0.05 Reject H0 

 

Table 5.9. Pairwise Wilcoxon rank sum test for T-LSTM and BiT-LSTM versus LSTM and Bi-

LSTM models for survival month prediction using different length patient records (at a specific 

significance rate α = 0.05). 

Comparison 
Validation 

RMSE 
Hypothesis 

Validation 

MAE 
Hypothesis 

T-LSTM > LSTM 0.2579 
Fail to 

reject H0  
0.2382 

Fail to 
reject H0  

T-LSTM > Bi-LSTM 0.0600 
Fail to 

reject H0  
0.2465 

Fail to 
reject H0  

T-LSTM > BiT-LSTM 0.5003 
Fail to 

reject H0  
0.5940 

Fail to 
reject H0 

BiT-LSTM > LSTM 0.3731 
Fail to 

reject H0 
0.1536 

Fail to 
reject H0  

BiT-LSTM > Bi-LSTM 0.3719 
Fail to 

reject H0  
≪0.05 Reject H0 
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5.2. Effect of Slower Forget Gate for Prediction Performance 

After reviewing that time-aware networks outperform traditional LSTM networks, I also 

compared them with T-pLSTM models. The experimental results to determine the number of 

epochs show that the best number of epochs for early stopping are obtained as 1500 for both T-

pLSTM and BiT-pLSTM. Table 5.10 and Figure 5.6 show the results of T-pLSTM and BiT-

pLSTM using fixed length patient records. According to this table and figure, both T-pLSTM 

and BiT-pLSTM models successfully handled the long-term temporal information by achieving 

better predictions than T-LSTM models. The best results are obtained as 4.34% RMSE of BiT-

pLSTM and 4.14% MAE of T-pLSTM on the validation data. However, as shown in Table 5.11 

and Figure 5.7, using different patient records’ length does not indicate the effect of long-

timescale information as well as the ones using fixed length patient records.  
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Table 5.10. Average RMSE and MAE of four time-aware LSTM networks for tumor size 

prediction using fixed length patient records. The lowest RMSE and MAE values are denoted in 

bold. 

Methods 

Training Validation 

RMSE MAE RMSE MAE 

T-LSTM 0.1561±0.0194 0.1408±0.0076 0.0456±0.0447 0.0430±0.0129 

BiT-LSTM 0.1582±0.0166 0.1493±0.0123 0.0466±0.0369 0.0452±0.0139 

T-pLSTM 0.1593±0.0187 0.1476±0.0058 0.0444±0.0335 0.0414±0.0097 

BiT-pLSTM 0.1546±0.0189 0.1466±0.0045 0.0434±0.0367 0.0419±0.0087 

 

Table 5.11. Average RMSE and MAE of four time-aware LSTM networks for tumor size 

prediction using different length patient records. The lowest RMSE and MAE values are denoted 

in bold. 

Methods 

Training Validation 

RMSE MAE RMSE MAE 

T-LSTM 0.1554±0.0261 0.1486±0.0037 0.0436±0.0399 0.0419±0.0084 

BiT-LSTM 0.1393±0.0356 0.1363±0.0135 0.0443±0.0619 0.0458±0.0167 

T-pLSTM 0.1611±0.0177 0.1549±0.0039 0.0440±0.0340 0.0427±0.0080 

BiT-pLSTM 0.1472±0.0271 0.1563±0.0117 0.0454±0.0468 0.0492±0.0121 
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Figure 5.6. Training and test results of T-LSTM, Bi-TLSTM, T-pLSTM, and BiT-pLSTM 

models for tumor size prediction using fixed sequence length patient records: (a) Training 

RMSE, (b) Test RMSE, (c) Training MAE, and (d) Test MAE. 
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(c) (d) 

 

Figure 5.7. Training and test results of T-LSTM, BiT-LSTM, T-pLSTM, and BiT-pLSTM 

models for tumor size prediction using different sequence length patient records: (a) Training 

RMSE, (b) Test RMSE, (c) Training MAE, and (d) Test MAE. 

 

Furthermore, I observed that BiT-LSTM has better prediction performance (4.40% validation 

RMSE) for survival month prediction using fixed length records (Table 5.12 and Figure 5.8). As 

I noted in the previous section, a limited number of observations might diminish the effect of a 

slower forgetting mechanism. As shown in Table 5.13 and Figure 5.9, the models with 

directionality produce higher prediction performance than other LSTM models for survival 

month prediction using different length records. The best models are BiT-LSTM with 9.96% 

RMSE and BiT-pLSTM with 9.25% MAE for test data. 
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Table 5.12. Average RMSE and MAE of four time-aware LSTM networks for survival month 

prediction using fixed length patient records. The lowest RMSE and MAE values are denoted in 

bold. 

Methods 

Training Validation 

RMSE MAE RMSE MAE 

T-LSTM 0.1794±0.0509 0.1679±0.0482 0.1346±0.0639 0.1256±0.0577 

BiT-LSTM 0.1722±0.0414 0.1600±0.0405 0.1255±0.0535 0.1155±0.0479 

T-pLSTM 0.2002±0.0429 0.1928±0.0412 0.1595±0.0549 0.1521±0.0496 

BiT-pLSTM 0.1871±0.0371 0.1667±0.0364 0.1451±0.0480 0.1267±0.0452 

 

Table 5.13. Average RMSE and MAE of four time-aware LSTM networks for survival month 

prediction using different length patient records. The lowest RMSE and MAE values are denoted 

in bold. 

Methods 

Training Validation 

RMSE MAE RMSE MAE 

T-LSTM 0.1355±0.0634 0.1289±0.0555 0.1055±0.0683 0.1010±0.0588 

BiT-LSTM 0.1297±0.0646 0.1239±0.0562 0.0996±0.0702 0.0961±0.0611 

T-pLSTM 0.1554±0.0523 0.1428±0.0471 0.1221±0.0600 0.1117±0.0520 

BiT-pLSTM 0.1349±0.0493 0.1166±0.0426 0.1049±0.0580 0.0925±0.0486 
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Figure 5.8. Training and test results of T-LSTM, Bi-TLSTM, T-pLSTM, and BiT-pLSTM 

models for survival month prediction using fixed sequence length patient records: (a) Training 

RMSE, (b) Test RMSE, (c) Training MAE, and (d) Test MAE. 
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Figure 5.9. Training and test results of T-LSTM, BiT-LSTM, T-pLSTM, and BiT-pLSTM 

models for survival month prediction using different sequence length patient records: (a) 

Training RMSE, (b) Test RMSE, (c) Training MAE, and (d) Test MAE. 
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I adopted the pairwise Wilcoxon rank-sum test again to investigate advancement of our proposed 

models. For tumor size prediction, Table 5.14 and Table 5.15 present T- pLSTM and BiT-

pLSTM outperform LSTM models while BiT-pLSTM only shows better performance than T-

LSTM models regardless of sequence length of patient records. Even if our proposed methods 

show better performance for survival month prediction using fixed length patient records, I could 

not see improvement when using different length patient records due to the lack of patient 

records. Survival month prediction models given in Table 5.16 also demonstrate the superiority 

of T-pLSTM versus other methods using data with fixed length patient records. Also, according 

to Table 5.17, there is no significance between the methods except the T-pLSTM outperforms 

the BiT-pLSTM when the patient length records vary in the data. 
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Table 5.14. Pairwise Wilcoxon rank sum test for T-pLSTM and BiT-pLSTM versus LSTM, Bi-

LSTM, T-LSTM, and BiT-LSTM models for tumor size prediction using fixed length patient 

records (at a specific significance rate α = 0.05). 

Comparison 
Validation 

RMSE 
Hypothesis 

Validation 

MAE 
Hypothesis 

T-pLSTM > LSTM ≪0.05 Reject H0  ≪0.05 Reject H0 

T-pLSTM > Bi-LSTM ≪0.05 Reject H0 ≪0.05 Reject H0  

T-pLSTM > T-LSTM 0.0994 
Fail to 

reject H0 
0.0796 

Fail to 

reject H0 

T-pLSTM > BiT-LSTM 0.6086 
Fail to 

reject H0 
0.0701 

Fail to 

reject H0 

T-pLSTM > BiT-pLSTM 0.7945 
Fail to 

reject H0 
0.6004 

Fail to 

reject H0 

BiT-pLSTM > LSTM ≪0.05 Reject H0 ≪0.05 Reject H0 

BiT-pLSTM > Bi-LSTM ≪0.05 Reject H0 ≪0.05 Reject H0 

BiT-pLSTM > T-LSTM 0.2855 
Fail to 

reject H0 
0.8952 

Fail to 

reject H0  

BiT-pLSTM > BiT-LSTM 0.4109 
Fail to 

reject H0  
< 0.05 Reject H0 
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Table 5.15. Pairwise Wilcoxon rank sum test for T-pLSTM and BiT-pLSTM versus LSTM, Bi-

LSTM, T-LSTM, and BiT-LSTM models for tumor size prediction using different length patient 

records (at a specific significance rate α = 0.05). 

Comparison 
Validation 

RMSE 
Hypothesis 

Validation 

MAE 
Hypothesis 

T-pLSTM > LSTM 0.6533 
Fail to 

reject H0 
0.8887 

Fail to 

reject H0 

T-pLSTM > Bi-LSTM 0.6533 
Fail to 

reject H0 
0.8887 

Fail to 

reject H0 

T-pLSTM > T-LSTM 0.2322 
Fail to 

reject H0 
0.4114 

Fail to 

reject H0 

T-pLSTM > BiT-LSTM 0.3134 
Fail to 

reject H0 
0.6012 

Fail to 

reject H0 

T-pLSTM > BiT-pLSTM 0.7651 
Fail to 

reject H0 
0.1258 

Fail to 

reject H0 

BiT-pLSTM > LSTM 0.8309 
Fail to 

reject H0 
0.8597 

Fail to 

reject H0 

BiT-pLSTM > Bi-LSTM 0.8309 
Fail to 

reject H0 
0.8597 

Fail to 

reject H0 

BiT-pLSTM > T-LSTM 0.2789 
Fail to 

reject H0 
< 0.05 Reject H0 

BiT-pLSTM > BiT-LSTM 0.3506 
Fail to 

reject H0  
0.1560 

Fail to 

reject H0 
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Table 5.16. Pairwise Wilcoxon rank sum test for T-pLSTM and BiT-pLSTM versus LSTM, Bi-

LSTM, T-LSTM, and BiT-LSTM models for survival month prediction using fixed length 

patient records (at a specific significance rate α = 0.05). 

Comparison 
Validation 

RMSE 
Hypothesis 

Validation 

MAE 
Hypothesis 

T-pLSTM > LSTM < 0.05 Reject H0  ≪0.05 Reject H0 

T-pLSTM > Bi-LSTM < 0.05 Reject H0 ≪0.05 Reject H0  

T-pLSTM > T-LSTM 0.0596 
Fail to 

reject H0 
< 0.05 Reject H0 

T-pLSTM > BiT-LSTM < 0.05 Reject H0  ≪0.05 Reject H0  

T-pLSTM > BiT-pLSTM < 0.05 Reject H0 < 0.05 Reject H0 

BiT-pLSTM > LSTM 0.8441 
Fail to 

reject H0 
0.6231 

Fail to 

reject H0 

BiT-pLSTM > Bi-LSTM 0.8441 
Fail to 

reject H0 
0.6231 

Fail to 

reject H0 

BiT-pLSTM > T-LSTM 0.9477 
Fail to 

reject H0 
0.9217 

Fail to 

reject H0  

BiT-pLSTM > BiT-LSTM 0.6702 
Fail to 

reject H0  
0.2870 

Fail to 

reject H0 
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Table 5.17. Pairwise Wilcoxon rank sum test for T-pLSTM and BiT-pLSTM versus LSTM, Bi-

LSTM, T-LSTM, and BiT-LSTM models for survival month prediction using different length 

patient records (at a specific significance rate α = 0.05). 

Comparison 
Validation 

RMSE 
Hypothesis 

Validation 

MAE 
Hypothesis 

T-pLSTM > LSTM 0.5188 
Fail to 

reject H0 
0.5363 

Fail to 

reject H0 

T-pLSTM > Bi-LSTM 0.6671 
Fail to 

reject H0 
0.5275 

Fail to 

reject H0 

T-pLSTM > T-LSTM 0.2822 
Fail to 

reject H0 
0.2822 

Fail to 

reject H0 

T-pLSTM > BiT-LSTM 0.1745 
Fail to 

reject H0 
0.2064 

Fail to 

reject H0 

T-pLSTM > BiT-pLSTM ≪0.05 Reject H0 ≪0.05 Reject H0 

BiT-pLSTM > LSTM 0.1662 
Fail to 

reject H0 
0.2422 

Fail to 

reject H0 

BiT-pLSTM > Bi-LSTM 0.0929 
Fail to 

reject H0 
0.2477 

Fail to 

reject H0 

BiT-pLSTM > T-LSTM 0.5723 
Fail to 

reject H0 
0.7368 

Fail to 

reject H0 

BiT-pLSTM > BiT-LSTM 0.7572 
Fail to 

reject H0  
0.7880 

Fail to 

reject H0 
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CHAPTER 6. LESSONS FROM APPLICATION OF MACHINE 

LEARNING IN NSCLC 

6.1. Conclusions 

I considered longitudinal patient records with heterogeneous time steps and long-term 

dependencies for prognostic study of NSCLC. Multivariate sequential information involves 

interrelationships among consecutive clinical events which highly impact prognosis predictions. 

In other words, capturing temporal information from clinical data is crucial to accurately predict 

patient outcomes, and thus provide a proper treatment plan. In addition, the effect of previous 

clinical events persists to future treatment reassignment, but previous studies overlooked retaining 

clinical information over longer timescales. In this study, I presented an advanced time-aware 

model to handle long-timescale patient records with irregular time intervals in predicting patient 

outcomes. LSTM networks use forget gates following an exponential function with a fast decay 

rate. Our proposed model includes a power law forget gate with a trainable recurrent coefficient 

that represents slower information decay. This approach effectively captures time-relevant features 

which are needed for better clinical decision-making. I evaluated the performance of our models 

for both tumor size and survival month predictions. My analysis shows that the developed models 

yield better performance than the standard LSTM and Bi-LSTM models through incorporating 

temporal knowledge in learning prediction models. I expect that my predictive models using 

EHRs, or patient data will be helpful for clinicians to guide treatment assignment decisions for 

NSCLC patients during the long-term treatment plans. 
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6.2. Limitations and Future Works 

In this study, I developed a new LSTM model, called T-pLSTM, for sequential patients’ data using 

the SEER Research Plus database, which is a large database of cancer patient records. I have 

extracted longitudinal patient records from the database for NSCLC. Despite the large database, 

the extracted dataset was a small subset. The limited number of patient records diminished the 

significance of multivariate sequential information for our prediction task. Based on our 

comparative analysis, accessing more data from various sources in the future might improve the 

prediction performance of our model. Another limitation regarding datasets is that SEER Research 

Plus data lacks some important predictors such as smoking status and drug treatment. 

Incorporating additional predictors into the dataset can result in further improvement of prediction 

performance. Although I provide these suggestions for further study, it is really challenging to 

collect appropriate datasets with no missing values and well-distributed variables in this domain. 

An alternative approach can be using machine learning to generate synthetic data and enlarge the 

dataset for advanced machine learning algorithms. Furthermore, I only use single layer LSTM 

architecture to predict patient outcomes for NSCLC in this work. Thus, one research direction 

would be to extend our approach to multi-layer LSTM models in the future. The effectiveness of 

the model will be estimated by cross validation to mitigate overfitting problem so as to generate a 

model with stability. With respect to output response, I will add vital status as additional output in 

predicting survival month for more practical use of the algorithm. The T-pLSTM model can also 

be applied to generate robust and efficient patient representations for other prognostic studies. This 

study only considers LSTM methods and thus in the future, other methods such as GRU with decay 

function and transformer-based methods can be used to deal with irregular time series data in the 

healthcare domain. In spite of the limitations, my work is the first to consider time irregularity and 
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long-timescale information simultaneously in developing advanced machine learning models for 

clinical research as described in Chapter 1. Chapter 3 explains how we can improve prediction 

performance of the time-aware LSTM networks and feasibility of the model was demonstrated in 

Chapter 4. Based on the results, I guarantee that the proposed model will be a necessary first step 

for additional research to capture valuable time-related information from patient records in making 

clinical decisions from machine learning models using longitudinal patient records. 
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