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Abstract

In this thesis, we address the effect of interactions in low dimensional systems. In the first

part, using bosonization, we study a microscopic model of parallel quantum wires constructed from

two dimensional Dirac fermions in the presence of periodic topological domain walls. The model

accounts for the lateral spread of the wave-functions ℓ in the transverse direction to the wires. The

gapless modes confined to each domain wall are shown to form Luttinger liquids, which realize a

well known smectic non-Fermi liquid fixed point when inter-wire Coulomb interactions are taken

into account. Perturbative studies on phenomenological models have shown that the smectic fixed

point is unstable towards a variety of phases such as superconductivity, stripe, smectic and Fermi

liquid phases. Here, we show that the considered microscopic model leads to a phase diagram

with only smectic metal and Fermi liquid phases. The smectic metal phase is stable in the ideal

quantum wire limit ℓ→ 0. For finite ℓ, we find a critical Coulomb coupling αc separating the strong

coupling smectic metal from a weak coupling Fermi liquid phase. We conjecture that the absence

of superconductivity should be a generic feature of similar microscopic models. We also discuss the

physical realization of this model with moiré heterostructures. In particular, our model may be of

relevance to recent experiments on twisted bilayer tWTe2.

In the second part we study a two band dispersive Sachdev-Ye-Kitaev model in 1+1 dimension.

We suggest a model that describes a semimetal with quadratic dispersion at half-filling. We compute

the Green’s function at the saddle point using a combination of analytical and numerical methods.

Employing a scaling symmetry of the Schwinger-Dyson equations that becomes transparent in the

strongly dispersive limit, we show that the exact solution of the problem yields a distinct type of

non-Fermi liquid with sub-linear ρ ∝ T 2/5 temperature dependence of the resistivity. A scaling

analysis indicates that this state corresponds to the fixed point of the dispersive SYK model for a

quadratic band touching semimetal.
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Chapter 1

Introduction

Several of the important advances in condensed matter physics in the last fifty years have been

achieved in the context of low dimensional systems. The integer and fractional quantum Hall ef-

fects in two dimensional systems, subsequent prediction and discovery of topological materials, the

advent of graphene based systems are prominent examples, to name a few. The simultaneous, rapid

advancement in novel experimental techniques with the theoretical progress have made materials

that host these systems very promising for technological and industrial applications. For example,

topological materials are potentially useful for the design of more energy efficient microelectronic

components and better storage devices. There have also been proposals of the possibility of topo-

logical quantum computers using anyons, which are particles with fractional statistics as qubits.

Quantum wires can be used to make electron waveguides and high speed lasers. One dimensional

electron systems are also naturally realized in carbon nanotubes which have found applications that

range from transistors to biomedical devices.

Electron-electron interactions often play a fundamental role in these systems. The effect of

interactions is often the key factor that decides the fate of these systems. For example, in the case

of the quantum Hall effect, electrons in the presence of a magnetic field get arranged into Landau

levels. Landau levels are dispersionless flat bands. Since the kinetic energy of electrons in flat

Landau levels are quenched, interaction between electrons within Landau levels decides the many

body state of the system. Providing a theoretical framework for strongly interacting systems can be

challenging. In the case of the quantum Hall effect, Laughlin’s ingenious ground state wave function

led to the solution of the problem. In one dimensional systems, one can employ a procedure called
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CHAPTER 1. INTRODUCTION

bosonization where the fermionic variables of the interacting electron problem can be traded for

bosonic fields, after which the interacting fermionic problem becomes similar to a non-interacting

boson problem, which can then be solved. Quite generally, if the interaction is perturbative, one

can employ the framework of the renormalization group to assess the interacting system.

In this thesis, we explore the effects of electron-electron interactions in two low dimensional

systems: a two dimensional array of parallel quantum wires and an incoherent semimetal in one

dimension. One dimensional electron systems are special. In two or more spatial dimensions Fermi

liquid theory provides a good description of the generic metallic state [1–5]. In these systems there

is a one to one correspondence between the low energy modes in the non-interacting and interacting

theory: the latter are dressed versions of the former with modified masses and other properties. In

one dimension however, the low energy modes of the interacting theory are drastically different from

the non-interacting theory. These are density waves which are described by Luttinger liquid theory

[1, 15, 16]. These systems have power law correlations and several transport properties that have

unusual power law dependence on temperature, where the powers depend on the interaction param-

eters. There have been many attempts to generalize such non-Fermi liquids to higher dimensions

for various reasons [27–29, 38–40].

Quite recently experiments on moiré heterostructures in twisted bilayer systems have suggested

that the effective description of such systems could be that of periodic structures formed out of

effective one dimensional electron channels [41, 55]. Phenomenological calculations have shown that

in coupled wire constructions, a generic phase diagram can be drawn that consists of a variety of

non-Fermi liquid phases such as charge density waves, superconductivity and a smectic metal phase

[38–40]. We undertake a microscopic calculation taking in to account realistic interactions in the

model to see what part of the generic phase diagram survives [57]. We show that superconductivity

is generically expected to be absent in such systems. In the absence of backscattering we predict

a phase diagram that consists of a Fermi liquid phase and a smectic metal phase separated by a

quantum phase transition and then consider the role of backscattering effects. We expect our results

to be relevant to experiments done on twisted bilayer systems that form moiré patterns comprising

of periodic lattice of one dimensional channels, in particular to the recent experiment on twisted

bilayer tWTe2 [41].

In the second part of the thesis, we study the properties of an incoherent semimetal. Incoherent

2



CHAPTER 1. INTRODUCTION

systems refer to those systems that lack a description in terms of quasiparticles. These systems

resemble those near quantum critical points with power law correlation functions. Recently, there

has been a huge interest in the study of a class of models called Sachdev-Ye-Kitaev models[85, 86].

These models describe quantum dots that lack a quasiparticle description. They are exactly solvable

in the limit of large number of flavors of fermions in each dot. Higher dimensional versions [104–

106, 111–113] of these comprising of a lattice of quantum dots which would form a Fermi liquid in

the absence of interactions, have been shown to lead to a linear in temperature resistivity when each

lattice point consists of an SYK dot. The generic situation in these systems is that as a function of

temperature, the model allows for two phases: high temperature phase consisting of an incoherent

metal with linear in temperature resitivity and a low temperature Fermi liquid phase [106, 111].

Linear in temperature resistivity is also known to be characteristic of the strange metal phase of

high temperature superconductors [94, 95, 108–110]. It has also been shown that the correlators in

the SYK model match precisely with those of the two-dimensional anti–de Sitter (AdS2) horizons of

extremal charged black holes [85]. We introduce and study a certain lattice model which involves a

one dimensional quadratically dispersing semimetal in the presence of local SYK interactions [119].

This model lacks a Fermi surface to begin with. We show that as a function of temperature, the

model allows for two phases: a high temperature incoherent semi-metallic phase with a linear in

temperature resistivity and a low temperature phase which is a distinct type of incoherent semimetal

with a sub-linear power law dependence of resistivity on temperature.

1.1 Outline

This thesis is organized into three main chapters. Chapter two is devoted to the study of interactions

in coupled quantum wire systems. As an introduction to the system we begin by reviewing the theory

of one dimensional electron systems. We introduce the low energy description of electron gases in one

dimension and introduce the description in terms of collective density modes. This is followed by an

introduction to the procedure of bosonization which makes the problem exactly solvable. Equipped

with this background, we move on to a literature review of coupled one dimensional systems. We

review the various possible phases that can arise in these systems based on phenomenological studies.

The next section reviews the recent experimental advances in twisted moiré heterostructures. We

3



CHAPTER 1. INTRODUCTION

describe two recent experiments that have given evidence that these systems are amenable to a

description in terms of a lattice of effective one dimensional electron channels. These arise from the

underlying moiré patterns. With this background we introduce an effective microscopic model that

realizes a system of coupled quantum wires. The model comprises of a single sheet of graphene in

the presence of a periodic mass term. It is well known in this context that zero energy modes live on

the interfaces where the mass term changes sign. In the present model, the mass term is zero along

the interfaces across which it changes sign. These interfaces form an array of parallel wires. We

analytically compute the wave-functions of the modes that live on these interfaces and show that they

correspond to left and right moving modes on each wire. We then incorporate microscopic Coulomb

interactions into this model and use bosonization to compute the effective Luttinger parameters.

Incorporating inter-wire Coulomb interactions we arrive at the smectic metal action, which is a

distinct non-Fermi liquid state of matter. We then consider various perturbations to this action and

compute the phase diagram and compare it with previous phenomenological studies. This part is

based on [57].

Chapter three is an introduction to the literature on SYK models. We begin by a review of

the original SYK quantum dot model and introduce the replica trick used to analyze the model.

We review the derivation of the Schwinger-Dyson equations and elucidate the emergent confor-

mal/reparametrization symmetry of these equations. The next section reviews an experimental

proposal to realize this model using an irregular graphene flake. We then give an overview of the

various lattice extensions of the SYK model in literature and the generic phase diagram of these

models as function of temperature. This sets the stage for the semi-metallic model studied in chap-

ter four. In that chapter we introduce a semi-metallic version of the SYK model. We then derive

the Schwinger-Dyson equations in this model and show that they possess a certain scaling symme-

try while conformal symmetry is absent. We use the scaling symmetry to deduce the temperature

dependence of the Green’s function and the self-energy. We then numerically compute the scaling

function and write down the Green’s function and self-energies. We show that the Green’s function

has two distinct forms in two different temperature regimes. We then compute the dc conductivity

in the two regimes and show that the two different temperature regimes allow for two distinct type

of incoherent semi-metallic states. This part has been published in Physical Review Research [119].

Chapter five describes the conclusions. This chapter summarizes the various results of this thesis

4



CHAPTER 1. INTRODUCTION

and provides an outlook on possible future directions.
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Chapter 2

Interaction effects in quantum wires

One dimensional electron systems occur in many experimental situations. Common experimental

systems where they occur are quantum wires [7, 8], carbon nanotubes[9–11], edge states of quantum

Hall systems [12–14]. They also occur in organic compounds, Bechgaard salts, some dichalcogenide

materials and complex oxides[16]. Some oxides can also be described as a set of weakly coupled

ladders[15]. The low energy physics of these systems is described in the terms of density waves

under the frame work of Luttinger liquid theory. The correlation functions of these systems reveal

that these systems generally live at a quantum critical point[15, 16]. Since such systems do not fall

under the paradigm of conventional Fermi liquids, they are an example of non-Fermi liquid behavior.

Arrays of parallel LL’s have been studied extensively in the past thirty years with motivations such

as the possibility of constructing non Fermi liquids in dimension greater than one and understanding

the unusual normal state in cuprate superconductors [25, 29–35]. Perturbations to the decoupled

parallel LL arrays were generically shown to result in a higher dimensional Fermi liquid or an ordered

state [36, 37]. It was then pointed out that one needs to include other marginal operators such as

inter-wire density-density and current-current interactions in the most general fixed point action,

which then describes a generalized smectic state [38]. The perturbative stability of the smectic fixed

is now understood and leads to a rich, if generic, phase diagram, where the following phases can

arise: i) smectic superconductor, ii) insulating stripe crystal, iii) Fermi liquid and iv) smectic metal

state [38–40]. However these calculations were done from a phenomenological point of view.

Quite recently there have been several important advances in twisted moiré systems in which

one dimensional physics seem to play an important role. It was shown that twisted bilayer of

6



CHAPTER 2. INTERACTION EFFECTS IN QUANTUM WIRES

graphene on HBN could be described as an effective triangular array of one dimensional channels in

the presence of a gate voltage[63, 79]. Recent experiments have suggested that marginally twisted

bilayer graphene undergoes a lattice reconstruction to form a triangular array of one dimensional

channels[55]. Phenomenological theories applied to such a model have revealed a rich phase diagram

with several strongly correlated phases[56]. Even more recently, experiments on twisted bilayer

tWTe2 have revealed that this system realizes parallel arrays of one dimensional wires where the

distance between the wires is tunable by the twist angle[41]. In the light of these events we study an

effective microscopic model that realizes a two dimensional array parallel one dimensional channels

and compute the phase diagram taking into account microscopic Coulomb interactions in the system.

We find that superconductivity is generically absent in this model and there is a quantum phase

transition that separates a smectic metal phase from a two dimensional Fermi liquid phase. This

chapter begins with an introduction to one dimensional systems and the method of Bosonization[15,

16, 18, 19]. This is followed by a literature review of the phenomenological calculations and the

generic phase diagram expected in these systems. We also review the recent experimental advances

as a motivation to the effective microscopic model. This is followed by a discussion of an effective

microscopic model of parallel quantum wires constructed out of monolayer graphene in the presence

of a periodic mass term. This part is based on [57].

2.1 Quantum wires.

The continuum Hamiltonian of a spin-less one dimensional electron gas is given by the Hamiltonian

H0 =

ˆ
dx ψ†(x)

(
− ℏ2

2m

∂2

∂x2
− µ

)
ψ(x). (2.1)

The spectrum of this Hamiltonian is shown in Fig 2.1, where µ = EF .

To construct a low energy theory we focus on the low energy excitations. We have two Fermi

points at ±KF . The single particle energies of the states close to the Fermi points are

ε(k) ≃ K2
F

2m
+ vF (|k| −KF ) + .. (2.2)

If we restrict ourselves to a momentum cutoff Λ from the Fermi points, the Fourier expansion of

7
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Figure 2.1: The dispersion of the model (2.1).

the field operator may be written as

ψ(x) ≃
ˆ Λ

−Λ

dk

2π
ei(k+KF )xψ (k +KF ) +

ˆ Λ

−Λ

dk

2π
ei(k−KF )xψ (k −KF ) . (2.3)

Defining the left and right moving modes ψ+,−(x), we have ψ(x) ≃ eiKF xψ+(x) + e−iKF xψ−(x).

The Fourier transforms of left and right moving modes are given by

ψ+/−(k) = ψ (k ±KF ) . (2.4)

The Hamiltonian (2.1) then becomes,

H0 =
∑

α=+,−

ˆ Λ

−Λ

dk

2π
ϵαvFkψ

†
α(k)ψα(k) (2.5)

where ϵ± = ±1. We can also rewrite a generic interaction of the form

Hint =

ˆ
dxV (x− x′)ρ(x)ρ(x′) (2.6)

where ρ(x) = ψ†(x)ψ(x) denotes the particle density at position x,in terms of left and right movers.

8
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Figure 2.2: Various interaction processes in Luttinger liquids. The nomenclature gi is conventional.
When spin is included each process gets two contributions, one where the spin indices are conserved
and one where the spin indices get interchanged.[15]

The density operator then becomes

ρ(x) = ρ+(x) + ρ−(x) + e2ikF xψ†
−(x)ψ+(x) + e−2ikF xψ†

+(x)ψ−(x), (2.7)

where ρ±(x) = ψ†
±(x)ψ±(x) are the right/left moving densities. The first two terms above corre-

spond to the q ∼ 0 part of the density and the last two terms correspond to the q ∼ 2KF part.

Using the expression for the density, one can classify the interaction processes based on whether

they involve fermions from the same side of the Fermi surface or different sides as shown in the Fig.

2.2.

This classification gives the interactions to be of the types g1, g2 and g4 where g2,4 ≃ V (q ∼ 0)

correspond to foward scattering terms and g1 ≃ V (q ∼ 2KF ) to a backscattering term. In the

absence of backscattering, g1 = 0 and we only have a model with g2 and g4. For the spin-less case,

the distinction
(
g
∥
i , g

⊥
i

)
is superficial and we just have gi. The spinful case is treated below. Thus

9
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we can write

Hint =

ˆ
dxg4ρ+(x)ρ+(x) +

ˆ
dxg4ρ−(x)ρ−(x) + 2

ˆ
dxg2ρ+(x)ρ−(x). (2.8)

To solve this model, we use the method of bosonization. Bosonization involves rewriting the

fermionic variables in terms of Bosonic fields and appropriate ‘Klein factors’ to maintain the com-

mutation relations. Lets say we remove an electron from the filled part of the right moving branch

at momentum k and place it at momentum k + q. This is a particle-hole excitation. Its energy is

vF (k + q −KF )− vF (k −KF ) = vF q (2.9)

and momentum

k + q − k = q (2.10)

So, particle-hole excitations have well defined momenta and energy. They can be used to construct

a basis. The Fourier transform of the density operator, ρ(x)

ρ(q) =
∑

k

ψ†(k + q)ψ(k) (2.11)

is a superposition of particle-hole excitations. Moreover, these are products of fermionic operators

and are therefore bosonic in nature. In order to avoid infinities when the cutoff is taken to infinity,

is it useful to work with operators that are normal ordered with respect to the ground state. The

normal ordered densities of left and right movers are defined as

: ρ†q,r : =
∑

k

c†k+q,rck,r, q ̸= 0 (2.12)

=
∑

k

c†k,rck,r − ⟨0|c†k,rck,r|0⟩, q = 0 (2.13)

These normal ordered density operators satisfy the commutation relations:

[ρ†r(p), ρr′(p
′)] = −δr,r′δp,p′

rpL

2π
(2.14)

[ρ†r(p), ψr(x)] = −eipxψr(x) (2.15)

10
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where L is the length of the wire, and periodic boundary conditions have been used. In order

to define a new bosonic basis, we need to express the original Fermionic operators in terms of new

bosonic variables. It can be verified that if we take

ψr(x) = Ure
∑

p eipxρ†r(−p) 2πr
pL , (2.16)

the commutation relations can be satisfied. Ur is called a Klein factor. It commutes with the

bosonic operators and U †
r adds a fermion species of type r. A rigorous derivation of this mapping

is presented in several sources, for example in Appendix B.1 of Ref. [15]. It is more convenient to

work with two different bosonic operators ϕ±,under which the bosonization maps are

ψ±(x) =
U±√
2πα

e±ikF xe±i2
√
πϕ±(x). (2.17)

where α is a convergence factor which should be set to zero at the end of calculations. Using this

map, the non interacting Hamiltonian becomes

H0 = vF

ˆ
dx
[
(∂xϕ+)

2 + (∂xϕ−)
2
]
. (2.18)

The usefulness of this formalism becomes evident when we rewrite the interaction part in terms

of the bosonic variables: they become quadratic in the bosonic fields. The normal ordered densities

ar

: ρ+(x) :=: ψ†
+(x)ψ+(x) :=:

1√
π

∂ϕ+(x)

∂x
: . (2.19)

Similarly one can get

: ρ−(x) :=: ψ†
−(x)ψ−(x) :=:

1√
π

∂ϕ−(x)

∂x
: (2.20)

Using these, the interaction Hamiltonian (2.8) above becomes,

Hint =

ˆ
dxg4

1

π

(
∂ϕ+(x)

∂x

)2

+

ˆ
dxg4

1

π

(
∂ϕ−(x)

∂x

)2

+ 2

ˆ
dxg2

1

π

∂ϕ+(x)

∂x

∂ϕ−(x)

∂x
. (2.21)

11
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Using a change of variables, ϕr(x) = 1
2 [ϕ(x) + rθ(x)], we get H = H0 +Hint

H =
u

2

ˆ
dx

{
1

K
(∂xθ)

2 +K (∂xϕ)
2

}
(2.22)

u

K
= vF

[
1 +

(
g4 − g2
πvF

)]

uK = vF

[
1 +

(
g4 + g2
πvF

)]
(2.23)

Thus, upon Bosonization, the interacting fermionic theory becomes a non interacting bosonic

theory. u,K are called Luttinger parameters. This Hamiltonian defines the Luttinger liquid. Inte-

grating out either the θ or ϕ field we can arrive at an effective action for one type of field. This is

done in Appendix A and gives,

S =
K

2

ˆ
τ

ˆ
y

[
1

u
(∂τϕ(τ, y))

2 + u (∂yϕ)
2

]
(2.24)

upon integrating out the θ field.

If back scattering is present, we need to add the interaction term g1 to the Hamiltonian. This

is given by the Hamiltonian,

Hback = g1

ˆ
dxψ†

+(x)ψ
†
−(x)ψ+(x)ψ−(x) (2.25)

= −g1
ˆ
dxρ+(x)ρ−(x).

Since this takes the same form as the interaction g2, we can simply account for backscattering by

making the substitution g2 → g2 − g1
2 in the Luttinger parameters (2.23)[15]. The analysis of the

spinful case proceeds along the same lines. Now each process takes two values
(
g
∥
i , g

⊥
i

)
depending

on whether the spins σ and σ′ on each fermion is equal
(
g
∥
i

)
or opposite

(
g⊥i
)
. In this case we will

need to introduce the boson representation separately for each spin (ϕ↑, θ↑) and (ϕ↑, θ↑).

The kinetic part of the Hamiltonian simply becomes a sum H0 = H↑
0 + H↓

0. Now we need to

take into account all the processes in Fig. 1.2. g4 processes now contribute the following term to

12
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the interaction Hamiltonian:

Hg4 =
∑

r=±,σ

g
∥
4

ˆ
dxρr,σ(x)ρr,σ(x) + g⊥4

ˆ
dxρr,σ(x)ρr,−σ(x) (2.26)

Similarly, the g2 processes contribute

Hg2 =
∑

r=±,σ

g
∥
2

ˆ
dxρr,σ(x)ρ−r,σ(x) + g⊥2

ˆ
dxρr,σ(x)ρ−r,−σ(x) (2.27)

In the following, we shall take
(
g
∥
2,4 = g⊥2,4

)
since that is the case in the problem we shall be

interested in. As in the spin-less case, we need to make some field transformations to arrive at the

quadratic boson Hamiltonian. We define

ϕσr (x) =
1

2
[ϕσ(x) + rθσ(x)] . (2.28)

Further defining density and spin variables:

Θρ =
θ↑(x) + θ↓(x)√

2
, Θσ =

θ↑(x)− θ↓(x)√
2

, (2.29)

and similarly

Φρ =
ϕ↑(x) + ϕ↓(x)√

2
, Φσ =

ϕ↑(x)− ϕ↓(x)√
2

, (2.30)

we get,

H0 =
vF
2

ˆ
dy
[
(∂yΘ

ρ)2 + (∂yΦ
ρ)2
]
+
vF
2

ˆ
dy
[
(∂yΘ

σ)2 + (∂yΦ
σ)2
]
. (2.31)

for the free part and

Hint =
1

2

{ˆ
dx

2g4
π

[(
∂Θρ

∂x

)2

+

(
∂Φρ

∂x

)2
]
+

ˆ
dx

2g2
π

[(
∂Φρ

∂x

)2

−
(
∂Θρ

∂x

)2
]}

(2.32)

13
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for the interacting one. Thus the full Hamiltonian, H = H0 +Hint is thus given by

H = Hρ +Hσ

Hρ =
1

2

ˆ
dy

{
(∂yΘ

ρ)2
uρ

Kρ
+ (∂yΦ

ρ)2 uρKρ

}

Hσ =
1

2

ˆ
dy

{
(∂yΘ

σ)2
uσ

Kσ
+ (∂yΦ

σ)2 uσKσ

}
,

with the Luttinger parameters in the charge and spin sectors

uρ

Kρ
= vF

[
1 +

2g4
πvF

− 2g2
πvF

]
(2.33)

uρKρ = vF

[
1 +

2g4
πvF

+
2g2
πvF

]
, (2.34)

and

uσ = vF , Kσ = 1. (2.35)

In this process, we have reformulated an interacting fermionic theory given by (2.5),(2.8) into a

non-interacting bosonic theory. The interactions parameters are now parametrized by the Luttinger

parameters. The free bosonic theory makes it easier to calculate various quantities of interest. The

separation of the Hamiltonian into separate charge and spin sectors is referred to as spin-charge

separation. Including g1interactions, we have an extra term

Hg1 = −g∥1
ˆ
dxψ†

−,σ(x)ψ−,σ(x)ψ
†
+,σ(x)ψ+,σ(x) + g⊥1

ˆ
dxψ†

−,σ(x)ψ+,σ(x)ψ
†
+,−σ(x)ψ−,−σ(x)

= −g∥1
ˆ
dxρ−,σ(x)ρ+,σ(x) + g⊥1

ˆ
dxψ†

−,σ(x)ψ+,σ(x)ψ
†
+,−σ(x)ψ−,−σ(x) (2.36)

Upon bosonization, these become,

Hg1 = −g∥1
ˆ
dxρ−,σ(x)ρ+,σ(x) +

g⊥1
(2πα)2

cos
(
2
√
2πΦσ

)

=
−g∥1
4π

ˆ
dx
{
(∂yΦ

ρ)2 + (∂yΦ
σ)2 − (∂yΘ

ρ)− (∂yΘ
σ)2
}
+

g⊥1
(2πα)2

cos
(
2
√
2πΦσ

)

14
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This implies that the Luttinger parameters get modified in the following manner

uρ

Kρ
= vF

[
1 +

2g4
πvF

− 2g2
πvF

+
g
∥
1

2πvF

]
(2.37)

uρKρ = vF

[
1 +

2g4
πvF

+
2g2
πvF

− g
∥
1

2πvF

]
(2.38)

and

uσ

Kσ
= vF

[
1 +

g
∥
1

2πvF

]
(2.39)

uσKσ = vF

[
1− g

∥
1

2πvF

]
. (2.40)

Similarly, one could also have an umklapp term exactly at half filling[15]. This term takes the

form Hu = gu
(2πα)2

cos
(
2
√
2πΦρ

)
. Thus we see that in the absence of backscattering and umklapp

terms, the interacting fermionic Hamiltonian gets mapped to a spin-charge separated bosonic model,

known as the Tomonaga-Luttinger model. uρ,σ correspond to effective velocities, while Kρ,σare

called stiffness parameters. These parametrize the effect of interactions. The stiffness parameter

decides the power law decay of most correlation functions.

2.2 Arrays of parallel quantum wires.

As discussed in the previous section, one dimensional electron systems can be described as Luttinger

liquids. Arrays of weakly coupled Luttinger liquids have been well studied by several authors [20–

24, 26–28, 96, 97]. It was however shown that such systems always order at low temperatures or cross

over to a higher dimensional Fermi liquid state. However the investigations following Anderson’s

suggestion[25] that electron transverse hopping may be incoherent, allowing for a non-Fermi liquid

in dimensions greater than one showed that the inclusion of strong forward scattering interactions

between the chains lead to a stable non Fermi liquid phase in two dimensions called the sliding

Luttinger liquid or the smectic metal phase [38–40]. Considering a parallel array of wires, each

labeled by an integer a and taking into account inter-stripe density-density and current-current
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interactions, leads to an imaginary time Lagrangian density of the form [38]

Lsmectic =
1

2

∑

a,a′,µ

jaµW̃µ(a− a′)ja
′

µ , (2.41)

where j0,1 = ρ+ ± ρ− are the density and current operators. The phenomenological parameters

W̃µ should come from the microscopic interactions present in a given model as we shall see later.

Incorporating this into the Luttinger liquid action, the fixed point action has the generic form

S =
1

2

∑

k

{
W0(k)ω

2 +W1(k)k
2
}
ϕ(k)2 (2.42)

where k = (ω, k, k⊥). Equivalently, integrating out ϕ(k) instead of θ(k), we get

S =
1

2

∑

k

{
ω2

W0(k)
+

k2

W1(k)

}
θ(k)2 (2.43)

The action (2.42) preserves the smectic symmetry ϕa(x) → ϕa(x) + αa (where αa is constant

on each stripe) of the decoupled Luttinger liquids. For this action, the charge-density-wave order

parameters of the individual wires do not lock with each other, and the charge density profiles on

each wire can slide relative to each other without an energy cost. In other words, there is no rigidity

to shear deformations of the charge configuration on nearby stripes. This is the smectic metal phase.

Various instabilities can occur at this fixed point action.

In a classical setting, smectic phases are examples of liquid crystal phases in liquids formed by

rod shaped molecules[17]. In the liquid phase, the axes of these molecules are randomly oriented

and their centers of mass are randomly distributed. When these liquids are cooled, they undergo

phases transitions to states of lower symmetry. Liquid crystals in classical systems are phases

that are intermediate between a liquid and a solid, and spontaneously break the rotation and/or

translation symmetries of free space. Upon cooling an isotropic liquid, the first liquid crystal phase

that can occur is the nematic phase, in which the axes of these molecules are oriented in a given

direction. However their centers of masses are still randomly distributed. Thus the nematic phase

breaks rotational isotropy, but not translational invariance of free space. On further reduction

of temperature, molecules segregate into planes leading to the smectic phase. There is liquid-
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like motion in each layer, but no correlation between molecules in different layers. Electronic

liquid crystal phases are similarly quantum mechanical systems with intermediate symmetries. The

smectic phase breaks translational symmetry in only one direction. Along the other direction, it

has the character of an electron liquid.

The most important perturbations to the smectic phase are singlet pair tunneling (Josephson),

coupling between CDW order parameters and single particle hopping. These are given by

Hsc =
∑

a,a′

gijscψ
†
Raψ

†
LaψRa′ψLa′ + c.c. (2.44)

Hcdw =
∑

a,a′

gijcdwψ
†
RaψLaψ

†
La′ψRa′ + c.c. (2.45)

Hsp =
∑

a,a′

gijspψ
†
RaψRa′ + ψ†

LaψLa′ + c.c. (2.46)

where c.c. stands for complex conjugate.

Upon restricting to nearest neighbor coupling and Bosonizing using (2.17), these become,

Hsc = gsc
∑

a

cos
[√

4π (θa − θa+1)
]

(2.47)

Hcdw = gsc
∑

a

cos
[√

4π (ϕa − ϕa+1)
]

(2.48)

Hsp = gsp
∑

a

cos
[√
π (θa − θa+1)

]
cos
[√
π (ϕa − ϕa+1)

]
(2.49)

These perturbations cause the smectic metal fixed point (2.42) to be unstable. Their relevance can

be ascertained using a perturbative renormalization group calculation. This calculation is sketched

in Appendix B. These perturbations become relevant when their RG scaling dimensions η > 0. The

scaling dimensions for perturbation X = sc, cdw, sp are given by ηX = 2−∆X ,where

△sc = 2

ˆ π

−π

dk⊥
2π

[κ (k⊥)] (1− cos k⊥)

△cdw = 2

ˆ π

−π

dk⊥
2π

[κ (k⊥)]
−1 (1− cos k⊥)

△sp =
△sc

4
+

△cdw

4

with κ =
√
W0(k⊥)W1(k⊥). In order to compute the scaling dimensions, the phenomenological
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parameter κ is expanded in a Fourier cosine series and the first two terms are retained. This gives

κ = κ0 + κ1 cos k⊥ + ... The case of a spinful model can be treated in a similar manner. Including

spin, the scaling dimensions of the perturbations get trivial modifications [38, 40] as discussed in

Appendix B, namely △spin
sc = 1 + 1

2△sc, ∆
spin
cdw = 1 + 1

2△cdw,and △spin
sp = 1

2 + 1
2△sp. A phase

diagram that shows various regions where the above perturbations are stable can now be drawn

as a function of κ0,1. This is shown in Figs. 2.3 and 2.4. The perturbation (2.44) that leads to

superconductivity can be understood as the hopping of a pair of electrons from one chain to another.

Using a mean field decomposition, of the perturbation, one can interpret θ as the superconducting

phase field[15]. (2.44) however still preserves the smectic symmetry making this phase a smectic

superconductor. (2.45) involves backscattering operators on neighboring wires. Backscattering on

individual wires can lead to charge density wave instabilities and therefore wave order parameters on

neighboring wires. Therefore, (2.45) can be interpreted as a coupling between charge density wave

order parameters on neighboring wires. When this operator is relevant the system is considered to

be a stripe crystal. When single particle hopping between wires is the most dominant perturbation,

the coupled wire picture is lost, and the system undergoes a dimensional crossover to a conventional

Fermi liquid phase in two dimensions, which can itself exhibit a BCS instability. When all these

perturbations are irrelevant, the smectic metal action is stable and the system is said to be in a

smectic metal phase.

18



CHAPTER 2. INTERACTION EFFECTS IN QUANTUM WIRES

Figure 2.3: Phase diagram of an array of parallel coupled Luttinger liquids taken from [38]. Here a spin
gapped case is considered, where spin degrees of freedom are effectively frozen which is expected to be the
case in one-dimensional correlated electron fluids in the stripe phases of high-temperature superconductors
coupled to an active environment.

Figure 2.4: Phase diagram of an array of parallel coupled Luttinger liquids for the spinful case taken from
[38].

2.3 Quantum wires in twisted moiré heterostructures.

Moiré patterns appear when two or more periodic lattices are overlaid slightly askew, leading to a

new larger periodic pattern. Moire patterns have a spatial structure on a larger scale than either

of the two lattices. Experimentally, the Moire patterns can be realized by stacking 2D materials

together. For example, Fig. 2.5 shows a moire pattern resulting from two graphene sheets twisted
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Figure 2.5: Moire pattern from two graphene layers twisted relative to one another by an angle θ [46].

relative to one another.

Such moiré heterostructures offer a formidable platform for building arrays of identical and

perfectly spaced quantum wires. In general, application of a voltage difference between two layers

in a van der Waals heterostructure (achievable by separately controlling the gates at each layer)

permits theoretically integrating out the degrees of freedom in one of the layers. This results in

an effective description for the other layer, that is affected by local potentials that modulate with

the period of the moiré pattern [64]. In the case of moiré heterostructures with Dirac fermions in

each monolayer, as in marginally twisted graphene bilayers, those local potentials create periodic

scalar, vector and mass terms [79, 81–83]. A periodic mass term can confine Dirac fermions, with

the lines where it changes sign forming quasi-1D modes that are topological. The periodic vector

potential can be gauged away [63], and the scalar potential controlled with gating effects. Below, we

briefly describe how 1D channels could emerge microscopically in systems where individual layers

are honeycomb lattices [63, 79].

The Hamiltonian of a two layer system can be written as a sum of the Hamiltonians of individual

layers and an interlayer coupling term,

H =
∑

l=1,2

H(l) +H(12) (2.50)
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where l = 1, 2 labels the two layers. The long wavelength Dirac Hamiltonian of the individual

honeycomb layers is given by

H(l) =

ˆ
d2r

∑

ν=±
Ψ†(l)

ν (r) [−ivσ⃗ν .∇+ Vlσ0 +mlσ3] Ψ
(l)
ν (r) (2.51)

where for each layer l,Ψ = (ψa, ψb) are the two component spinors labelling sublattices, ν correspond

to the two different valleys, σ⃗ν = (σx, νσy) , v is the Fermi velocity, Vl labels the scalar potential

and ml labels the mass on layer l. We shall consider the case where m1 = V1 = 0 , m2 = m and

V2 = V . The interlayer Hamiltonian is given by

H(12) =

ˆ
d2r

∑

α,β=a,b

ψ̄†(1)
α (r)t⊥(r)ψ̄

(2)
β (r) + h.c. (2.52)

where t⊥(r) ≈ t⊥ in the interlayer hopping amplitude and the fields ψ̄(l)
α (r) =

∑
ν u

(l)
α,ν(r)ψα,ν(r)

are related to the continuum fields ψ(l)
α,ν(r) by the Bloch wave function in layer l, [63–66]

u(l)α,ν(r) =
1√
3

3∑

m=1

eiK
(l)
ν,m·(r−r

(l)
0,α). (2.53)

Here, as shown in Fig. 2.6, K(l)
ν,δ labels the reciprocal lattice vectors of the Brillouin zone corners

that correspond to the three equivalent K points (m = 1, 2, 3) in a given valley ν in layer l, and

r
(l)
0,α labels the position of a given carbon atom on sublattice α = a, b on layer l. We shall allow for

twisted configurations which will reflect in the reciprocal lattice vectors and the positions of carbon

atoms. Using (2.53), we can rewrite (2.52) as

H(12) ≡
ˆ
d2r

∑

ν=±
Ψ†(1)

ν (r)
[
t̂ν(r)

]
Ψ(2)

ν (r) + h.c., (2.54)

where

t̂α,βν (r) =
t⊥
3

∑

m,m′

eiK
(2)
ν,m(r−r

(2)
0β )e

−iK
(1)

ν,m′ (r−r
(1)
0α ) (2.55)

is the hopping matrix elements between the twisted layers [64]. Here K
(1,2)
ν,m correspond to the K

points one the two different layers, where one is rotated relative the other as shown in Fig. 2.6.

In the path integral approach, one can integrate out the fields corresponding to layer 2 to obtain
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Figure 2.6: Left: Graphene lattice showing A and B sites in the primitive cell and primitive translations
t1 and t2. Right: Brillouin zones for the two layers: the Brillouin zone corners labeled K1,2,3 correspond to
the equivalent K points and K

′

1,2,3(θ) are the corresponding K points in the rotated layer [65].

an effective Hamiltonian for layer 1. Symbolically, the effective action is given by

ˆ
D[Ψ1]e

Seff [Ψ1] =

ˆ
D[Ψ1]

(ˆ
D[Ψ2]e

S1[Ψ1,Ψ2]

)

=

ˆ
D[Ψ1]e

S1[Ψ1]

(ˆ
D[Ψ2]e

S2[Ψ2]+S1−2[Ψ1,Ψ2]

)

=

ˆ
D[Ψ1]e

S1[Ψ1]
〈
eS1−2[Ψ1,Ψ2]

〉
2
,

where Si[Ψi] is the action corresponding to Hamiltonian Hi and S1−2[Ψ1,Ψ2] correspond to the

contribution to the action from the interlayer Hamiltonian (2.54). Using the cumulant expansion,

〈
eΩ
〉
= e⟨Ω⟩+ 1

2(⟨Ω2⟩−⟨Ω⟩2) + ... . (2.56)

Therefore,

Seff = S1 + ⟨S1−2⟩2 +
1

2

(〈
S2
1−2

〉
2
− ⟨S1−2⟩22

)
+ . . . , (2.57)

which is perturbative in t⊥. The first correction ⟨S1−2⟩ = 0 and the second correction [79] computed

in the limit V ≫ m gives

1

2

(〈
S2
1−2

〉
2
− ⟨S1−2⟩22

)
=

ˆ
τ,r

∑

α=±
Ψ†(l)

ν (r)
[
t̂ν(r)M̂ t̂†ν(r)

]
Ψ(l)

ν (r),

where

M̂ =
1

m− V



η 0

0 1


 , (2.58)
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with η = (V −m)/(V +m). For very small twist angles and in the first star approximation where

backscattering process are restricted to the first Brillouin zone of the extended unit cell, the spatial

modulation of the terms in the correction to the layer 1 Hamiltonian can be approximated to a sum

over the three reciprocal lattice vectors of the moiré unit cell,

Ŵν(r) ≡ t̂ν(r)M̂ t̂†ν(r) = µ(r)σ0 + νA(r) · σ⃗ν +M(r)σ3 (2.59)

where µ, A and M are the local scalar, vector, and mass term potentials on layer 1 induced by layer

2, which spatially modulate with the moiré pattern. Thus the effective Hamiltonian for layer 1 can

be written as

H1 =

ˆ
d2r

∑

ν=±
Ψ†(1)

ν (r)
[
−ivσ⃗ν · ∇+ Ŵν(r)

]
Ψ(1)

ν (r). (2.60)

For more details, see [63, 64, 79].

As we saw above, application of a bias voltage between small angle twisted bilayer Dirac systems

systems can lead to mass terms that vary with the periodicity of the moiré pattern. The interfaces

that separate regions of positive and negative mass has M(r) = 0 and in two dimensions correspond

to domain walls, which are one dimensional objects. Outside the domain walls, the spectrum is

fully gapped and are described by topological charges, N3. For a generic Dirac Hamiltonian in a

single valley, H = g(k) · σ, where g(k) = (kx, ky,M) and σ denoting the usual Pauli matrices,

N3 =
1

4π

ˆ
dkxdky ĝ. (∂kx ĝ × ∂kx ĝ)

=
M

2 |M | (2.61)

where ĝ = g/ |g| . Though the spectrum of quasiparticles is fully gapped outside the domain wall, it

can be gapless inside it, and due to the gap outside, all the low-temperature physics is determined by

the gapless excitations living inside the topological object, that is the domain wall. The topological

index theorem dictates that the number of gapless modes that live on the domain wall (n) is given

by the difference in the topological index N3 on either side of the domain wall,

n =
∣∣N3(M

+)−N3(M
−)
∣∣ . (2.62)
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Figure 2.7: (a) moiré pattern of graphene on top of boron nitride. (b) Periodic mass term potentials
induced on graphene by a gapped honeycomb substrate, such as BN or SiC. Solid rings are the regions where
the mass potential crosses zero and changes sign. +(−) indicates regions where the mass term is positive
(negative). This corresponds to η = −0.5 in (2.58) . (c) η = 1, corresponding to the case of marginally
twisted bilayer graphene [63, 79].

This implies n = 1 mode per valley. Taking into account both the valleys in graphene, this gives 2

modes per domain wall. If spin degree of freedom is also included a further degeneracy of 2 should

also be included. Unless time several symmetry is broken, for example by a magnetic field, there

will be equal number of left and right moving modes. We shall explicitly see this in section 2. 4. 1.

When layer 1 is graphene and layer 2 is gapped, as for instance in hexagonal boron nitride

(h-BN) [79] or gapped graphene on silicon carbide [80], the numerically obtained M(r) is shown

in Fig. 2.7 (b) for η = −0.5. The interfaces where the mass term changes sign forms a lattice

of disconnected quantum rings. As we cross these rings, the sign of the mass term changes from

being positive inside the ring to negative in the regions between the rings. The rings therefore form

domain walls. In this system, it has been proposed that interaction effects may lead to spontaneous

formation of chiral loop currents in the bulk and a macroscopic spin-valley order may appear [79].

In recent times, in the context of moiré systems, twisted bilayer graphene at magic angles

(for example, θ ∼ 1.1◦) has been an area of active research. At these angles, the electronic bands

become almost flat, thereby increasing electron-electron interaction effects leading to unconventional

insulating and superconducting states[44, 45, 47–49]. At very low twist angles (marginal twist),

θ ≪ 1◦, the moiré pattern of bilayer graphene consists of triangular regions of AB (where A-type

atoms of layer 1 overlap with B type atoms of layer 2) and BA stacking regions, separated by domain

walls [50–52].

For biased twisted bilayer graphene at marginal angles, m = 0, η = 1, numerical calculations
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Figure 2.8: (a) Marginally twisted bilayer graphene depicted as a superlattice made of a triangular network
of AB/BA domain walls, (b) Phase diagram obtained from a from a coupled Luttinger liquid description,
where K0,1 are phenomenological interaction parameters analogous to Eq. (2.42) [55, 56].

show that the mass term of the effective Hamiltonian changes sign along a triangular network of

connected 1D channels [63], which is shown in Fig. 2.7 (c). The mass term has opposite signs in

neighboring domains, which form an interconnected array of channels that percollate over the whole

system, creating a metallic state. This pattern has been recently observed both in spectroscopy [50]

and in magneto transport experiments [55] (for a discussion of the experimental moiré pattern, see

[50] and the references therein). The latter report exceptionally strong Aharonov–Bohm oscillations

arising from electron interference along the triangular loops formed by the domain walls. These

results show that marginally twisted bilayer graphene is markedly distinct from bilayer graphene at

larger twist angles.

Evidence for a triangular network of one dimensional arrays also paves way for a Luttinger liq-

uid based analysis of marginally twisted bilayer graphene. In this context, very recently a detailed

study of the electronic phases that could arise from triangular arrays of coupled quantum wires was

done [56]. The analysis is phenomenological along the lines of section 2.2 and begins by considering

marginally twisted bilayer graphene as a lattice of Luttinger liquids arranged in a triangular geome-

try. This is shown in Fig. 2.8 (a). As in section 2.2, after bosonizing the Luttinger liquid array and

arriving at the smectic metal action, various perturbations such as interwire hopping, pair hopping

between wires etc. are considered perturbatively. A renormalization-group calculation assessing the

relevance of various processes showed that several strongly correlated phases can be occur in such

a system including: superconductivity, charge density waves, a two-dimensional Fermi liquid, and

a smectic metal phase. This model is expected to provide an effective description of marginally
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Figure 2.9: Lattice structure of WTe2. [41].

Figure 2.10: On the left is the moiré pattern formed by the W atoms, Te atoms are not shown and on the
right is a conductive AFM image of the full moiré pattern. One dimensional channels can be clearly seen
[41].

twisted bilayer graphene. The model and phase diagram obtained in [56] is shown in Fig. 2.8.

Another moiré system of recent experimental interest, which also partly motivates our work in

the next section is that of twisted bilayer WTe2 [41]. Monolayer WTe2 shown in Fig. 2.9, is a three

atomic layer thick system. The side view, shows a chain W atoms in between chains of Te atoms.

From a top view, the Te atoms form a hexagonal pattern, with W atoms occupying positions slightly

shifted from the center of the hexagon. The monolayer is thus highly anisotropic. High resolution

STEM images show that, viewed from the top, the anisotropy in the monolayer leads to the lattice

to resemble a collection of one dimensional stripes which are in fact zig-zag chains along the W

atom chains[43]. Small angle twisted bilayer WTe2 is six atomic layers thick and has a complicated

structure. The experimental visualization of the full moiré pattern using conductive atomic force

microscopy is shown in Fig. 2.10; moiré pattern resembling stripes can be easily seen. The distance

between these stripes can be tuned by the twist angle and the distance between neighboring stripes

is given as d = a/2 sin θ
2 , where a is the length of the monolayers unit cell. For a twist angle

θ ∼ 5°,d ∼ 7.2nm. Examined separately, at small twist angles, the Te atoms form a moiré pattern
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Figure 2.11: (a) Across wire conductance G as a function of temperature T plotted in log-log scale
(b) Across-wire differential conductance dI/dV as a function of d.c. bias V for various temperatures.
[41].

that resembles a triangular lattice whereas the W atoms form a moiré pattern of parallel stripes,

as shown in Fig. 2.10. One can roughly imagine the moiré pattern as twisting two overlapping

lattices of parallel zig-zag W atom chains leading to a moiré pattern of stripes perpendicular to the

monolayer W atom chains.

In the experiment, the gates at each layer are controlled in such a way as to create a voltage

difference between the layers. In the spirit of the effective description outlined before, integration of

the degrees of freedom in one of the layers leads to effective local scalar potentials that modulate with

the moire pattern and make the resulting electronic bands flat along the directions perpendicular to

the stripes. Even though WTe2 monolayer is a topological insulator [69–74], the metallic contacts

are far away from the edges, whereas gating effects ensure that the system behaves as a metal,

rather than an insulator in bulk.

Experimental transport results show that in the hole doped regime, there is a huge anisotropy in

the transport measurements along perpendicular directions in the sample. Transport measurements

along and across the wires indicate that individual stripes obey power law behaviors that resemble

Luttinger liquids, whereas across wire measurements also indicate power law behaviors that are

Luttinger liquid like with different power laws. These strongly indicate the possibility of the smectic

metal phase being realized in this system. Fig. 2.11(a) shows across wire conductance G as a

function of temperature T plotted in log-log scale and (b) shows across-wire differential conductance

dI/dV as a function of d.c. bias V for various temperatures. These results show that G ∝ Tα and
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dI/dV ∝ V α, where the exponent is the same for both measurements. This is strongly indicative

of Luttinger liquid behavior across the wires[42]. Along the wires too, similar power law behavior

with a different exponent α was obtained, although they are less robust due to contact effects that

play an important role in the along-wire transport whereas across-wire transport is dominated by

tWTe2 bulk.

2.4 Effective microscopic model

Partly motivated by the experiment on twisted bilayer tWte2[41], we study an effective microscopic

model of parallel Luttinger liquids, where the wave-functions on individual wires and the interaction

parameters within and between wires can be computed from the model. We draw a phase diagram

for this system and analyze what part of the generic phenomenological phase diagram in Figs. 2.3

and 2.4 survives.

We construct a model for an array of parallel quantum wires using 2D Dirac fermions in the

presence of a periodically modulated mass term. This potential confines the low energy quasiparti-

cles to propagate along one dimensional channels, as depicted in Fig. 2.12. Incorporating intra-wire

Coulomb interactions, these modes are shown to be tunable LL’s, akin to the domain wall modes

found in gated bilayer graphene [58, 59], in mono and bilayer graphene under irradiation [60], and

also in other contexts [61–63]. When inter-wire Coulomb interactions are taken into account, the

model realizes a smectic metal state, whose Luttinger parameters can be obtained in terms of

effective microscopic quantities.

Even though the proposed model is topological, we suggest that it offers insight on the stability

of the smectic phase for parallel quantum wires with non-topological origin, as in tWTe2, and arrays

of generic quantum wires with exponentially localized wavefunctions. This model naturally incorpo-

rates the lateral spread of the wave-functions ℓ in the perpendicular direction to the quantum wires.

Employing well established abelian bosonization methods to account for the possible instabilities to

the smectic fixed point, we show that only two phases remain in this model: a smectic metal state

and a 2D Fermi liquid state. We point out that, while the absence of the insulating smectic (stripe)

phase is due to the lack of backscattering in the model, superconductivity is shown to be always an

irrelevant (or marginal) perturbation at the smectic fixed point.
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Figure 2.12: Cartoon representation of a periodic mass term (yellow wave form) on the honeycomb
lattice. One dimensional modes at interfaces where the mass term changes sign are shown as thick
blue lines. The transverse distance between these modes is L. The modes that live on the interface
have a transverse width that dies off as e−x2/(2ℓ2), with ℓ the lateral spread of the wavefunction (see
text).

In the phase diagram, we find that the smectic metal and the Fermi liquid phases are separated

by a quantum critical point set by a critical Coulomb coupling αc, whose value is determined by the

lateral spread ℓ and other microscopic parameters. For finite ℓ, the Fermi liquid phase is the leading

instability in weak coupling (α < αc), while the smectic metal is dominant in the strong coupling

regime (α > αc). The critical coupling vanishes in the ideal quantum wire limit (ℓ → 0), where

the smectic phase is always dominant. We finally discuss the role of weak backscattering effects in

similar models.

2.4.1 Model

We consider a generic continuum model of 2D Dirac fermions with two valley flavors, as in the

honeycomb lattice. Generalizations to other physical lattices with Dirac quasiparticles and an

arbitrary number of valleys are straightforward. In real space, the free Hamiltonian is H0 =
´

d2rΨ†
σ(r)Ĥ0(r)Ψσ(r), where

Ĥ0(r) =




Ĥ+ 0

0 Ĥ−


 (2.63)

is a 4× 4 matrix defined in the two valleys α = ±,

Hν(r) = −ivσx∂x − iαvσy∂y +M(r)σz, (2.64)
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with σx and σy the off diagonal Pauli matrices in the pseudospin space. Ψσ(r) is a four-component

spinor with spin σ =↑, ↓ . The mass term profile is taken to be of the form

M(r) =M0 sin
(πx
L

)
, (2.65)

which breaks the continuous translational symmetry along the x direction. It is well known in the

context of the index theorem that real space lines where the mass term changes sign are topological,

hosting zero energy modes [67]. The mass term (2.65) is a periodic function that changes sign at

the nodal lines where M(r) = 0, forming an array of parallel quantum wires with spacing L shown

in Fig. 2.10.

Before addressing the fate of the possible many-body phases in this system, we first compute the

zero-modes that live on these nodal lines. To solve for the eigenvalues and eigenvectors of H+(r),

it is convenient to linearize Eq. (2.65) in the vicinity of a zero-mass line at x = 0 to get

M(r) ≈M0
πx

L
. (2.66)

The eigenvalue problem can be solved analytically by performing two sequential unitary transfor-

mations in the pseudospin [68]: a rotation by −π/2 around the z axis, that takes σx → σy and

σy → −σx, followed by a rotation by π/2 around the y axis, which takes σx → −σz and σz → σx. In

the transformed basis, the “+” block of the eigenvalue problem H(r)Ψ(r) = EΨ(r) can be written

as

ω




ℓky −∂ξ + ξ

∂ξ + ξ −ℓky


Φ+(ξ) = E+Φ+(ξ), (2.67)

where we have introduced variables ℓ =
√
vL/(M0π), ω = v/ℓ and ξ = x/ℓ. Eq. (2.67) implicitly

assumes the ansatz

Ψ+(r) =
eikyy√
Ly




Φ+(ξ)

0


 (2.68)

due to translational symmetry in the y direction, with ky the corresponding momentum and Ly the

length of the quantum wires.

In this form, Eq. (2.67) resembles the problem of Dirac fermions in the presence of a uniform
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magnetic field [75], ℓ being the analogue of the magnetic length. Defining the ladder operator

O = (∂ξ + ξ) /
√
2 such that

[
O,O†] = 1 and the number operator N̂ = O†O, one can easily infer

that the eigenvalues are given by

E
(±)
+,N (ky) = ±ω

√
ℓ2k2y + 2N, (2.69)

where N = 1, 2, . . . indexing the gapped quantum wire modes, with the corresponding eigenvectors

ΦN,±
+ (ξ) =




ψN (ξ)

±ψN−1(ξ)


 . (2.70)

In a more explicit form, ψN (ξ) = 2−
N
2 /(π

1
4

√
N !)e−ξ2/2HN (ξ), where HN (ξ) is the N -th Hermite

polynomial. The length ℓ hence determines the lateral spread of the wave-functions confined to

the quantum wires. The solution of the Ψ−(r) eigenmodes in the opposite valley is related by

time-reversal operation,

Ψ
(±)
−,N (r) =

e−ikyy

√
Ly




0

ΦN,±
− (ξ)


 , (2.71)

with ΦN,±
− (ξ) = (ψN (ξ),±ψN−1(ξ))

T . The “±” upper index accounts for the two particle-hole

branches in each valley.

The N = 0 case corresponds to the gapless zero energy modes moving along the quantum wires.

This case requires a more careful analysis to resolve the seeming ambiguity between particle and

hole states in Eq. (2.69). In valley α = +, the x dependent part of the wavefunction Ψ+(x) =
(
Φ0
+(ξ),0

)T gives the four-component eigenvector for a single right moving mode (per spin) with

energy dispersion

E+(ky) = vky. (2.72)

That can be seen by plugging in Φ0
+(ξ) into (2.67) and explicitly solving the resulting differential

equation. The zero energy mode Ψ−(x) =
(
0,Φ0

−(ξ)
)T in the opposite valley corresponds to a left

moving mode with energy E−(ky) = −vky, as required by time reversal symmetry.
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2.4.2 Tunable LL’s

To derive an effective one dimensional model, we assume a suitable energy cut off vΛ below the

bulk mass M0 and focus on the gapless modes propagating along the quantum wires. We closely

follow the LL derivation in Ref. [58, 60]. In the infrared, we restrict our interest to the gapless

modes with N = 0, with ky the small momentum in the vicinity of the two valleys, αK. The field

operator becomes

χ̂σ(r) =
1√
Ly

∑

α=±
eiαKyΨα(x)ζ̂α,σ(y) (2.73)

where ζ̂α,σ(y) =
∑

ky
eikyy ζ̂α,σ,ky is a slowly varying field operator for electrons in valley α moving

along the wire. The non-interacting Hamiltonian is given by

H0 = v
∑

ky ,σ,α

αky ζ̂
†
α,σ(ky)ζ̂α,σ(ky). (2.74)

The effective Coulomb interaction projected onto the one dimensional modes can be obtained by

substituting (2.73) into the Coulomb interaction term HI,intra = 1
2

∑
σ,σ′
´
r,r′ ρ̂(r)V (r − r′)ρ̂(r′),

defined in terms of density operators ρ̂(r) =
∑

σ χ̂
†
σ(r)χ̂σ(r). Here, V (r) = e2e−r/λ/r is a screened

Coulomb interaction, with screening length λ set by metallic contacts with the wires.

We note that the orthogonality of the spinors Ψ+(x) and Ψ−(x) suppresses backscattering in

this model, unlike in conventional LLs. Since ζ̂α,σ(y) are slow varying fields, the effective intra-wire

interaction can be approximated by

HI,intra ≈
ˆ
y

∑

αβ

gαβ ζ̂
†
α,σ(y)ζ̂

†
β,σ′(y)ζ̂β,σ′(y)ζ̂α,σ(y), (2.75)

with

gαβ =
1

2

ˆ
x,x′

ˆ
ȳ
V (x− x′, ȳ) |ψ0 (x)|2

∣∣ψ0

(
x′
)∣∣2 , (2.76)

where ȳ = y−y′. Using the standard g-ology notation in the LL literature, the denote g+− = g−+ =

g2 and g−− = g++ = g4, which turn out to be the same, g2 = g4. This is not a coincidence, but a

manifestation of the chiral symmetry of the problem in the forward scattering terms. The equality

between g2 and g4 also implies in the absence of current-current interaction terms.

The interaction term can be written explicitly in terms of density operators,
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HI,intra =

ˆ
dyg4 [ρ+(y) + ρ−(y)]

2 =
2g4
π

ˆ
dx (∂xΦρ)

2 , (2.77)

where

g4

(
e2

ϵ0
, ℓ

)
=

1

2

ˆ
x,x′

ˆ
ȳ
V (x− x′, ȳ) |ψ0(x)|2

∣∣ψ0(x
′)
∣∣2

and V (r) = (e2/ϵ0)e−r/λ/r the screened Coulomb interaction, with Φρ defined as below. In order

to bosonize the fermionic Hamiltonian, we follow the abelian bosonization convention in [16, 38].

The fermionic fields for left and right moving modes

ζ̂α,σ(y) ∼ eiα
√
π[ϕσ(y)−αθσ(y)] (2.78)

are cast in terms of the two bosonic fields ϕσ(y) and θσ(y). The Hamiltonian Hintra = H0+HI,intra

written in terms of charge (ρ) and spin (σ) variables exhibit spin-charge separation,

Hρ,σ =
1

2

ˆ
dy

[
(∂yΘρ,σ)

2 uρ,σ
Kρ,σ

+ (∂yΦρ,σ)
2 uρ,σKρ,σ

]
, (2.79)

where Θρ,σ(y) = [θ↑(y) ± θ↓(y)]/
√
2 and Φρ,σ(y) = [ϕ↑(y) ± ϕ↓(y)]/

√
2. The Luttinger parameters

are given by uρ,σ = v, Kσ = 1 and Kρ = [1 + 2sg4/(πv)]
1
2 . In the above, s = 2. In the case of

spin-less fermions, the spin part of Hintra is absent and s = 1. The LL stiffness in the charge sector

Kρ can be controlled by tuning the lateral spread of the wave-functions ℓ through the coupling g4.

The one dimensional modes that live on the nodal lines thus form a lattice of decoupled LLs.

2.4.3 Smectic metal

It was pointed out in Ref. [38–40] that the inclusion of inter-wire density-density and current-current

interactions can still be treated exactly in the bosonization formalism, leading to what is called a

generalized smectic metal.

The density-density interaction between wires follows from HI
intra after incorporating the wire

index a for the superlattice into the wave-functions and ξ̂aα,σ(y) operators, and hence into the
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definition of the field operators,

χ̂σ,a(r) =
∑

α=±
eiαKyΨα,σ(xa)ζ̂

a
α,σ(y), (2.80)

with xa ≡ x − Xa the relative coordinate to wire a. In line with [38–40], we only consider the

coupling of charge densities between wires and not the exchange coupling, which is small when

ℓ/L≪ 1, with L the inter-wire distance. Thus,

Hinter =
1

2

∑

a̸=a′

ˆ
r,r′

V (r− r′)ρa(r)ρa′(r
′). (2.81)

From the bosonization identities, we can write this as an effective one dimensional density density

interaction,

Hinter =
2

π

ˆ
y

∑

a̸=a′

Ua,a′ [∂yΦρ,a(y)]
[
∂yΦρ,a′(y)

]
, (2.82)

where

Ua,a′ =
1

2

ˆ
x,x′,ȳ

V (x− x′, ȳ) |ψ0(xa)|2
∣∣ψ0(x

′
a′)
∣∣2 . (2.83)

Thus only the charge sector is modified by the inter-wire interaction. Eq. (2.79) and (2.82) define

the Hamiltonian of the smectic metal and are invariant under Φρ,a(y) → Φρ,a(y) + cρ,a, Θρ,a(y) →

Θρ,a(y) + dρ,a , where cρ,a, dρ,a are independent constants on each LL. This property defines the

sliding symmetry in arrays of LLs [39].

For the charge variables, before introducing inter-wire interactions, as shown above,

Hρ =
1

2

ˆ
dy

{(
∂yΘ

a
ρ

)2 uρ
Kρ

+
(
∂yΦ

a
ρ

)2
uρKρ

}
(2.84)

where

uρ

Kρ
= v (2.85)

uρKρ = v

[
1 +

2sg4
πγ

]
. (2.86)

The spin part is unaffected. The inter-wire interaction contributes an extra term to the charge part
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as shown in (2.82),

Hρ
int =

1

π

ˆ
y

∑

a,a′

U0(a− a′)
[
∂yΦ

a
ρ(y)

] [
∂yΦ

a′
ρ (y)

]
(2.87)

=
2

π

ˆ
y

∑

a

{
g4
[
∂yΦ

a
ρ(y)

] [
∂yΦ

a
ρ(y)

]
(2.88)

+V1
[
∂yΦ

a
ρ(y)

] [
∂yΦ

a+1
ρ (y)

]
+ V1

[
∂yΦ

a
ρ(y)

] [
∂yΦ

a−1
ρ (y)

]}
(2.89)

where we have restricted
∑

a,a′ to sum over nearest neighbors. The casting the LL Hamiltonian

together with the bosonized interaction term among different wires, we have

Hρ =

ˆ
k,k⊥

1

2

[
vk2Θρ(k)Θρ(−k) +

[
v +

2

π
sg4 +

s

π
4V1 cos k⊥L

]
k2Φρ(k)Φρ(−k)

]

≡
ˆ
k,k⊥

1

2

[
uρ

Kρ
k2Θρ(k)Θρ(−k) + uρKρk2Φρ(k)Φρ(−k)

]
(2.90)

where

uρ(k⊥)

Kρ(k⊥)
= v

uρ(k⊥)K
ρ(k⊥) = v +

1

π
2sg4 +

1

π
4sV1 cos k⊥L (2.91)

and V1 ≡ Ua′=a±1 is the nearest neighbor interwire repulsion as defined in Eq. (2.83). The action

for the spin and charge degrees of freedom can be obtained by integrating out the Θρ,σ fields. This

yield

Sσ =

ˆ
k,k⊥,ω

Kσ

2

(
ω2

uσ
+ uσk2

)
|Φσ(k)|2 (2.92)

Sρ =

ˆ
k,k⊥,ω

Kρ(k⊥)

2

(
ω2

uρ(k⊥)
+ uρ(k⊥)k

2

)
|Φρ(k)|2 (2.93)

where uσ = v, Kσ = 1, as before, and
´
k,k⊥,ω ≡ L/(2π)3

´∞
−∞ dωdk

´ π/L
−π/L dk⊥. Luttinger parameters

of the charge sector acquire momentum dependence from (2.82). Stability of the theory requires

these parameters to be positive. We restrict the sum in (2.82) to nearest neighbor interactions

as in [38]. In the above expressions, we defined k = (ω, k, k⊥) , s = 2. In the spin-less case,

s = 1 and the spin part of the action Sσ is absent. In comparison with the notation in [38],
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(
uρ(k⊥)
Kρ(k⊥)

)−1
= W0(k⊥) and uρ(k⊥)K

ρ(k⊥) = W1(k⊥). The parameter that decides the phase dia-

gram κ =
√
W0(k⊥)W1(k⊥).

2.4.4 Phase diagram

The stability of the smectic metal state to various instabilities has to be assessed via a renormal-

ization group (RG) analysis of the relevant perturbations. Vast literature exist on the RG analysis

of the smectic fixed point [38–40]. Therefore we do not repeat the analysis here, but adapt their

RG equations to our model. The potentially relevant interactions in this case are nearest neighbor

single electron tunneling (Ht), nearest neighbor singlet pair (Josephson) tunneling (Hsc), and the

coupling between the charge density wave (CDW) order parameters. As mentioned before, due to

the absence of backscattering, the interaction between CDW order parameters are absent in our

model. The former two are given by

Ht = T
∑

a,α,σ

ˆ
dxζ̂†aα,σ ζ̂

a+1
α,σ + h.c. (2.94)

Hsc = J
∑

a,α,α′

ˆ
dxζ̂†aα,↑ζ̂

†a
−α,↓ζ̂

a+1
α′,↓ ζ̂

a+1
−α′,↑ + h.c. , (2.95)

where T and J are the single particle and Josephson tunneling amplitudes, respectively.

These perturbations become relevant when their scaling dimensions, ηX = 2 − △X > 0 for

X = t, sc. These scaling dimensions obtained from a one loop RG analysis in the spin-less case are,

△sc =

ˆ π

−π

dk⊥
2π

[2κ (k⊥)] (1− cos k⊥) (2.96)

△t =
1

4

ˆ π

−π

dk⊥
2π

2
[
κ (k⊥) + κ−1 (k⊥)

]
(1− cos k⊥) , (2.97)

where in the present model

κ (k⊥) =

√(
1 +

2sg4
πv

+
4sV1
πv

cos k⊥

)
. (2.98)

In the spinful case, △spin
sc = 1 + 1

2△sc and △spin
t = 1

2 + 1
2△t. Notice that, for the spin-less case

here there is an extra factor of 2, compared to [38]. This is because we consider a spin-less case as
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Figure 2.13: Fine structure constant αf = e2/(ϵv) vs lateral spread of the wave-functions in the quantum
wires, ℓ, normalized by the inter-wire separation L. Curves show the boundary between the Fermi liquid and
smectic metal phases. Black triangles and purple circles: spin-less particles for λ/L = 0.5 and 1, respectively.
Blue square and orange diamonds: spinful case for λ/L = 0.5 and 1, respectively.

opposed to the spin gapped case considered in high-Tc like scenarios.

We plot in Fig. 2.13 the regions where these perturbations are relevant as a function of fine

structure constant, αf = e2/(ϵv) and the dimensionless lateral spread of the wavefunction in the

wires, ℓ/L. We restrict the analysis to the regime ℓ/L≪ 1, where the smectic action is stable. There

is no part of the phase diagram where superconductivity is relevant. It has been phenomenologically

proposed that superconductivity may result in active environments, such as in high-Tc scenarios [76].

In the present model, the minimum value of △sc is 2,making it marginal at best. A similar conclusion

is applicable to non-topological quantum wires with repulsive interactions whenever g4 ≫ V1.

The curves in the plot describe the critical coupling αc separating the regions where the smectic

metal and the Fermi liquid phases emerge. As previously announced, the 2D Fermi liquid phase is

the dominant instability in the weak coupling regime, when αf < αc, whereas the smectic metal

phase is the most relevant perturbation in strong coupling, αf > αc. The quantum critical phase

transition collapses in the ℓ→ 0 limit, where αc scales to zero. That limit corresponds to the physical

situation where the amplitude of the mass term in (2.65) M0 ≫ vL. The solid lines describe the

spin-less case, when the screening length λ/L = 0.5 (black triangles) and 1 (purple circles). The

other two dashed curves correspond to the spinful case for λ/L = 0.5 (blue squares) and 1 (orange

diamonds). The modifications that can happen to our predictions in a model where backscattering
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is non-zero, is discussed next.

2.4.5 Backscattering effects

Orthogonality between left and right modes eliminates backscattering in the present model. It is

worth remarking that in a more general model, where there is backscattering, the phase diagram

will comprise of regions where CDW coupling is the most relevant one. In lattice models with

Dirac fermions, a finite but very small amount of backscattering is expected [58]. Backscattering

is also expected in tWTe2 bilayers and in layered van der Waals material NbSi0.45Te2 [77], where a

non-symmorphic symmetry protects directional massless Dirac fermions that form equally spaced

1D channels in the bulk of the material, akin to stripes.

If present, intra-wire backscattering is known to renormalize the Luttinger parameters and intro-

duce an irrelevant perturbation (for repulsive interactions) in the spin channel [15, 16]. Backscatter-

ing between quantum wires, however, can be relevant and may open a CDW gap at zero temperature.

For completeness, we briefly look at the role of intrawire backscattering in this subsection. In the

spinless case, it is well known that backscattering of the form Hback = g1
´
dxζ†+(x)ζ

†
−(x)ζ+(x)ζ−(x)

can be rewritten as forward scattering term, thereby amounting only to a redefinition of the Lut-

tinger parameters [15],

u

K
= vF

[
1− g1

2πvF

]
, uK = vF

[
1 +

(
2g4 + g1/2

πvF

)]
(2.99)

In the spinful case however, the backscattering term takes the form [15]

Hg1 = −g∥1
ˆ
dxζ†−,σ(x)ζ−,σ(x)ζ

†
+,σ(x)ζ+,σ(x) + g⊥1

ˆ
dxζ†−,σ(x)ζ+,σ(x)ζ

†
+,−σ(x)ζ−,−σ(x) (2.100)

Upon bosonization of this interaction, g⊥1 leads to a cosine interaction of the form

Hg⊥1
=

g⊥1
(2πα)2

cos
(
2
√
2πΦσ

)

whereas, g∥1 gets absorbed into the Luttinger parameters, giving

uρ

Kρ
= vF

[
1 +

g
∥
1

2πvF

]
, uρKρ = vF

[
1 +

4g4
πvF

− g
∥
1

2πvF

]
(2.101)
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for the charge sector and

uσ

Kσ
= vF

[
1 +

g
∥
1

2πvF

]
, uσKσ = vF

[
1− g

∥
1

2πvF

]
(2.102)

for the spin one.

The RG scaling dimension of the interaction Hg⊥1
is △g⊥1

> 2 generally for repulsive interactions

and therefore these processes are irrelevant [16]. Therefore the spin sector remains gapless, and there

is no ordering. Umklapp interactions, on the other hand, are relevant for repulsive interactions and

can open a CDW gap [16]. These have a non-zero amplitude only precisely at half filling and can

be ignored in experimental settings where the chemical potential can be tuned at will.

The interwire coupling between wires that leads to a CDW state has the form

Hcdw = gcdw
∑

a,α,σ,σ′

ˆ
dxζ̂†aα,σ ζ̂

a
−α,σ ζ̂

†a+1
−α,σ′ ζ̂

a+1
α,σ′ .

From the lowest order RG analysis, this operator becomes relevant when ηcdw = 2−△cdw > 0. For

the spinless case, this is given by

△cdw =

ˆ π

−π

dk⊥
2π

[
2κ (k⊥)

−1
]
(1− cos k⊥) (2.103)

where κ (k⊥) is defined in the main text. For the spinful case, △spin
cdw = 1+ 1

2△cdw. The plot in Fig.

2.14 shows the regions in the phase diagram where the operators corresponding to CDW, SC and

Fermi liquid phases become relevant, as a function of the fine structure constant αf and the ratio

ℓ/L. In the model considered in the in the previous section, gcdw = 0 due to orthogonality between

left and right modes. In lattice models that can be approximated by the continuum model discussed

in the in the previous section, gcdw can be non-zero, although still small. We see that compared to

the case described earlier, the smectic metal phase now gives way for a more relevant CDW state

at zero temperature.

As pointed out before, in models where the backscattering term gcdw is parametrically small

compared to forward scattering terms g2 and g4 to begin with, the CDW gap is only observable

at very small temperature [58]. In the RG spirit, temperature plays a role of an infrared cut-off ,

where the RG flow stops. Since gcdw is a marginal operator at the tree level (g2 = g4 = 0), it grows
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Figure 2.14: Zero temperature phase diagram in the presence of interwire backscattering. Black triangles
and magenta circles: spinless particles for λ/L = 0.5 and 1, respectively. Blue square and yellow diamonds:
spinful case for λ/L = 0.5 and 1, respectively.

under the RG only logarithmically under rescaling of the momenta and fields,

gcdw(T ) = gcdw(ΛT ) + ηcdw ln

(
ΛT

T

)
, (2.104)

where ΛT is some ultraviolet temperature cut-off, with gcdw(ΛT ) ≪ g2, g4. Hence, gcdw becomes

dominant over forward scattering processes near zero temperature, somewhere in the limit where

temperature T/ΛT → 0.

Hence, in models that have parametrically weak backscattering to begin with, the CDW gap is

experimentally observable only at very low temperature [58]. Those models admit an experimentally

accessible temperature kBT∗ ≪ g2, g4 above which the CDW order is subdominant, avoring either a

smectic metal or Fermi liquid phases, even when backscattering is the most relevant perturbation.

This seems to be the case in tWTe2, where a smectic metal phase was observed down to 1.8K

[41]. We predict that placing tWTe2 on a dielectric substrate at fixed T > T∗ could destabilize the

smectic metal towards a Fermi liquid phase.

The properties of those two phases, smectic metal and Fermi liquid, are rather well known.

While the Fermi liquid state is the most general many particle state in two or three dimensions, the

smectic metal state is a rather peculiar state of matter. In a smectic metal, there is large longitudinal

conductivity in each quantum wire, but transport is incoherent in the transverse direction due to

the irrelevance of inter-wire hopping. In the absence of disorder, resistivity along the wires ρyy = 0.
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Small amounts of disorder, which are present in realistic samples, can introduce backscattering and

lead to a temperature dependence ρyy ∼ Tα∥ , where α∥ =
[´ π

−π
dk⊥
2π κ (k⊥)

−1
]
− 2 [38, 40, 78]. On

the other hand, in the transverse direction, conductivity is still given by a power law, σxx ∼ Tα⊥ ,

where the exponent α⊥ depends on the details of single particle hopping and Josephson couplings

[40].

2.4.6 Conclusion

We considered an effective microscopic model for an array of parallel quantum wires in 2D that

accounts for the lateral spread of the wave-functions ℓ in the transverse direction to the wires.

The model lacks backscattering, and does not lead to a stripe phase. Using standard abelian

bosonization and RG methods, we calculated the Luttinger parameters of the sliding LL phase in

terms of microscopic parameters and analyzed what known instabilities of the smectic fixed point

(previously found phenomenologically) actually survive. We showed that the smectic metal phase is

stable in the ideal quantum wire limit, and survives at finite ℓ beyond a critical Coulomb coupling

αc that grows monotonically with ℓ. In weak coupling (α < αc), this model describes a 2D Fermi

liquid, with the wave-functions in the quantum wires percolating over the whole system. We find

that superconductivity is absent, a feature that is expected to be generic of similar models. We also

discussed the effects of possible weak backscattering.
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Chapter 3

The SYK model and extensions

The Sachdev-Ye-Kitaev (SYK) model of fermions with random interactions between them has re-

ceived wide attention recently. SYKq models describe strongly interacting fermions with infinite

range, q−body, random all-to-all interactions. The 0 + 1 dimensional SYKq dot model [85, 86]

exhibits an approximate conformal symmetry in the infrared, is exactly solvable in the limit of a

large number of fermion flavors. The SYK model is also known to be maximally chaotic. Chaos

is characterized by the Lyapunov exponent, which can be computed using the out of time ordered

four point correlation function [92, 93]. An upper bound has been conjectured for the Lyapunov

exponent, and the SYK model saturates this bound[89]. The model has also been shown to be

dual to gravitational theories in 1+ 1 dimensions. [87–89]. The Lyapunov exponent of a black hole

in Einstein gravity also saturates the chaos bound[87, 88]. Useful connections to the black hole

information problem have also been established [90].

In these models, approximate conformal symmetry in the strong coupling/low frequency regime

leads to power law behavior of correlation functions. In the SYK4 model, the zero temperature

two-point correlation function decays as G (ω) ∼ 1/
√
ω, with ω the frequency. Finite temperature

Green’s functions can be then obtained by appealing to conformal symmetry [85]. In dispersive

versions of the SYK model, they result in the linear temperature dependence of the dc resistivity,

ρ ∝ T , a characteristic feature of strange metal phases. It was originally conjectured that the linear

scaling of the scattering rate in the strange metal phase was due to hyper-scaling in the proximity

of a quantum critical point buried inside the superconducting phase. Recent momentum resolved

electron energy spectroscopy experiments in the cuprates revealed the emergence of a mysterious
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momentum independent energy scale nearly one order of magnitude larger than the temperature

range of the quantum critical fan [98, 99], at odds with conventional quantum critical theories. One

may speculate [100–104] that the origin of the strange metal phase could be related to aspects of

the physics of incoherent metals.

Various lattice generalizations [104–106, 111–113] of the dot model comprising of connected SYK

dots have been recently proposed in the regime where the SYK coupling is the dominant energy

scale of the problem. The general idea behind many of those extensions is to build on the solution

of the dot model including lattice effects perturbatively. Weakly dispersive versions of the SYK

model were used to describe incoherent or ‘Planckian’ metals which lack well defined quasiparticles

[103, 114, 115]. These incoherent metals typically have a crossover between the incoherent high

temperature regime and a low temperature Fermi liquid behavior [106, 111]. The crossover energy

scale between the two regimes is set by t2/J , with t proportional to the band width and J ≫ t the

SYK coupling. In the low temperature regime, the coherence of the quasiparticles is restored by the

presence of a large Fermi surface. Semimetals, on the other hand, abridge a large class of gapless

multi-band systems that lack a Fermi surface. One could then ask what is the nature of the normal

state in a disordered semimetal with random local couplings. We address this question in the next

chapter.

This chapter provides an introduction to the properties of SYK models. We begin with an

introduction to the 0 + 1 dimensional SYK4 dot model and discuss its basic properties. We then

review the literature on lattice extensions of this model and discuss their transport properties. We

also review the recent experimental proposal for realizing this model on a graphene flake.

3.1 Introduction

The 0 + 1 dimensional SYK4 dot model describes N fermions in a quantum dot [85, 106]. Since

there is no spatial structure, the Hamiltonian of this model consist only of an interaction term,

describing interactions between the fermions in the quantum dot. The interaction is special: the

amplitude for each process is a random complex number. Fig. 3.1 schematically shows the model.
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Figure 3.1: The SYK dot model. Each dot corresponds to a fermion flavor. The lines indicate the random
interactions.[91]

The Hamiltonian for this model is given by

H =
1

(2N)
3
2

N∑

ijkl=1

Jijklc
†
ic

†
jckcl − µ

∑

i

c†ici (3.1)

where c†j creates a fermion of flavor j. Jijkl are complex, independent Gaussian random couplings

with zero mean and variance |Jijkl|2 = J2. The basic object of the theory that helps compute physical

observables is the the 2-point correlation function or the Green’s function. Since the Hamiltonian

has disorder in it, we need to average over the disorder, while calculating physical observables. This

is accomplished using the replica trick. The disorder averaging process is reviewed in Appendix C.

In the path integral approach, the Green’s function is defined as,

G (τ1 − τ2) = − 1

N

∑

i

〈
Tτ

(
ci(τ1)c

†
i (τ2)

)〉
(3.2)

where ⟨...⟩ denotes the thermal average. Tτ refers to time ordering and τ is the imaginary time

variable that runs from 0 to β,where β = 1/T,T is the temperature. This problem is exactly

solvable in the limit of a large number of fermions N. As shown in Appendix C, upon disorder

averaging, the problem of computing the Green’s function reduces to that of solving the following
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set of coupled Schwinger-Dyson equations for the Green’s function and self energy,

G (iωn) =
1

iωn + µ− Σ(iωn)
(3.3)

Σ(τ) = −J2G2(τ)G(−τ) (3.4)

G(iωn) is the Fourier transformed version of G(τ). These equations can also be arrived at using a

diagrammatic expansion. In this approach, only a class of diagrams called melon diagrams contribute

to the Green’s function upon disorder averaging. See for example, [121]. In the strong coupling,

infra-red limit T ≪ J, where we can ignore iωn in comparison to the self energy Σ(iωn),these

equations have an underlying arbitrary time reparametrization/ conformal symmetry.

3.1.1 Conformal symmetry

Equations (3.3),(3.4) can be rewritten using Fourier tranforms in the following manner:

ˆ
dτ2G(τ1, τ2)Σ(τ2, τ3) = −δ(τ1 − τ3)

Σ(τ1, τ2) = −J2G(τ1, τ2)G(τ2, τ1) (3.5)

where we have rewritten (3.3) in τ−domain. In this form, it can be seen that these equations are

invariant under a time reparametrization τ → σ, under which

τ = f(σ)

G(τ1, τ2) =
[
f ′(σ1)f

′(σ2)
]−1/4

G(σ1, σ2)

Σ(τ1, τ2) =
[
f ′(σ1)f

′(σ2)
]−3/4

Σ(σ1, σ2) (3.6)

where prime denotes derivative. This means that if we know the solutions to (3.5), G(τ1, τ2) and

Σ(τ1, τ2) in the variable τ , we can compute the solutions to the reparametrized equations in the

variable σ suing the map (3.6). As we shall see below, this allows one to deduce the finite temperature

solutions if the zero temperature solutions are known. This is because in the path integral formalism,

zero temperature and finite temperature are related by the domain over which the imaginary time

variable τ is defined. For finite temperature, τ ϵ(0, β) whereas for zero temperature, τ ϵ(−∞,∞).
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If we choose the map f(σ) such that this mapping is achieved, we can compute finite temperature

Green’s function and Self energy from the corresponding zero temperature versions. We can map

τ ϵ(−∞,∞) at T = 0 to τ ϵ(0, β) at non zero T using the map

τ → β

π
tan

πτ

β
. (3.7)

where β = 1/T as defined before.

3.1.2 Green’s function

We shall focus on the particle-hole symmetric case, µ = 0. At zero temperature, these equations can

be solved by a power law ansatz. To see this, we start from a retarded version of these equations

G (iωn → ω + i0+) , and try a power law ansatz: G(ω) = Ce−iπ
4 ω− 1

2 , where the constant C is

undetermined. An inverse Fourier transform then yields

G(τ) = − C√
2π

sign(τ)

|τ |1/2
. (3.8)

Plugging this in to (3.4) gives

Σ(τ) = − J2C3

(2π)3/2
sign(τ)

|τ |3/2
. (3.9)

Fourier transformation of Σ(τ), plugged in to (3.3) gives the undetermined constant C = π1/4

J1/2 . Using

the map (3.7), f ′(τ) = sec2 πτ
β , we get from (3.8)

G(τ) = − C√
2

(
T

sinπTτ

)1/2

, 0 < τ < β. (3.10)

Taking a Fourier transform gives

G(iωn) = − (1 + i)2

2
√
2JTπ1/2

Γ
(
3
4 + n

)

Γ
(
5
4 + n

) (3.11)

Thus we see that the finite temperature Greens function splits as a 1√
T

temperature dependence,

multiplied to a scaling function which is independent of temperature. As we shall see in a later

section, this temperature dependence ultimately leads to a linear in temperature dc resistivity.
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3.2 SYK model from a graphene flake.

Figure 3.2: Schematic diagram of the proposed model. The inset shows graphene lattice with sublattices
and nearest neighbors marked. [122]

A simple experimental realization of the SYK dot was proposed in [122]. The proposal involves

a mesoscopic graphene flake with irregular boundaries subject to a strong perpendicular magnetic

field. For non-interacting electrons, the magnetic field simply reorganizes the electrons into Landau

levels. The essence of the proposal is that, when electrons occupy the lowest Landau level and the

flake is sufficiently irregular, the Coulomb interactions projected onto to the lowest Landau level,

behaves essentially like the SYK interaction. A schematic diagram of the proposal is shown in Fig.

3.2.

The Aharanov-Casher construction ensures that in the absence of interactions, the lowest Landau

level remains perfectly sharp even in the presence of strong disorder if chiral symmetry of graphene is

respected [123]. Since the proposed model preserves chiral symmetry of graphene [122], electrons in

the lowest Landau level remain nearly perfectly degenerate and the wave functions acquire random

spatial structure due to the irregular confining geometry imposed by the shape of the flake. The

effective Hamiltonian for electrons in the Lowest Landau level takes the form (3.1), with

Jijkl =
1

2

∑

r1,r2

[Φi(r1)Φj(r2)]
∗ V (r1 − r2) [Φk(r1)Φl(r2)] , (3.12)

where Φi(r1) are the wave-functions in the lowest Landau level V (r1−r2) is the Coulomb interacting

between electrons. i, j, k, l = 1, . . . , N where N is the number of states in the lowest Landau level.

Numerically evaluated J ′
ijkls are shown in Fig. 3.3, which show their Gaussian random nature.
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Figure 3.3: Histogram of |Jijkl| . Inset shows the histogram of real and imaginary components of Jijkl.
[122]

3.3 Lattice models

Several higher dimensional extensions of the SYK dot model have appeared in the literature in the

recent years [104–106, 111–113]. The primary motivation behind these models is the construction of

higher dimensional Non-Fermi liquid states of matter. These models generically exhibit a crossover

from a Fermi liquid phase to a non-Fermi liquid state as a function of temperature. In the limit of

strong SYK coupling, incoherent metal states with linear in temperature dc resistivity [106, 111],

marginal Fermi liquid states [104, 111] and other types of non Fermi liquids have been constructed

[112]. Magnetotransport in these systems have also been explored [104]. As a motivation for the

next chapter, in this section we review the simplest extension in the form of a hyper-cubic lattice

in d-dimensions [111], where each lattice point consists of an SYK dot. Flavor preserving hopping

is allowed between dots as shown in Fig. 3.4.

The Hamiltonian describing this model is given by [111]

H =
∑

r,r′,i

(
−tr,r′ − µδr,r′

)
c†r,icr′,i +

1

(2N)
3
2

N∑

ijkl=1

Jijklc
†
ric

†
rjcrkcrl (3.13)
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Figure 3.4: (a) A two-dimensional lattice of SYK dots. Flavor preserving hopping is shown using
arrows. (b) The SYK dot that occupies each lattice point in (a). [111]

where Jijkl are the usual SYK couplings, µ is the chemical potential and t refers to the hopping

amplitude between sites r, r′. The full interacting problem is difficult to solve. The Green’s function

can be computed using the replica trick as in section 3.1. This leads to the usual set of Schwinger-

Dyson equations, now also dependent on position. These are

G(iω,k) =
1

iω − εk − Σ(iω,k)

Σ(τ, r) = −J2G(τ, r)2G(−τ,−r).

The solution to the above set of equations are qualitatively different in different temperature

regimes. In the strong coupling limit, where the SYK coupling is dominant, we can perturbatively

expand the Green’s function around the SYK dot Green’s function, including the effects of hopping

perturbatively. In this regime, if we begin with an ansatz for the self energy, Σ(iω,k) = Σsyk(iω,k)+

Σ(1)(iω,k), where Σsyk(iω,k) is the SYK self energy and Σ(1)(iω,k) is the correction due to hopping,

we can express the Green’s function as

G(iω,k) =
1

iω − εk − Σ(iω,k)

≈ − 1

Σsyk(iω)
+

εk
Σsyk(iω,k)2

+ ..

≡ Gsyk(iω) +G(1)(iω,k). (3.14)

Using the SYK Green’s function from section 3.1, we see that the leading temperature depen-
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dence of G(iωn,k) ∼ 1√
T
. Since this Green’s function has no pole structure, there are no quasi-

particles. This Green’s function thus describes an incoherent metal state. Considering dispersion

as a small in comparison to the self energy, εk ≪ Σsyk(iω), implies a temperature regime T ≫ t2

J

since the SYK self energy goes like
√
JT . This behavior crosses over to a Fermi liquid like Green’s

function at low temperature or frequency. Starting from a Fermi liquid like ansatz for the Green’s

function, a self consistent calculation [111] for the Green’s function for T ≪ t2

J shows that the

Green’s function behaves like that of a renormalized Fermi liquid. Thus the lattice SYK model

has a crossover temperature, Tc = t2

J above which the model behaves as an incoherent metal and

below which the model behaves as a Fermi liquid. We can also understand this from a scaling

point of view [106, 111]. When the hopping parameter t = 0, we have a set of decoupled SYK

dots. Considering hopping as a perturbation, we can look at the renormalization group scaling

dimensions of the hopping parameter. Under a scaling τ → τ ′ = τ/s, t → t′ = s1/2t, implying

that hopping is a relevant perturbation and will grow under renormalization. If we run the scaling

until sT = J/T,the renormalized hopping at this scale would be tT = t (J/T )1/2 . With decreasing

temperature, the regime of weak hopping applies only until t ∼ J. This corresponds to temperature

T ∗ = t2/J. For temperatures above T ∗, the description of weakly coupled SYK dots apply and we

have an incoherent system, whereas for temperatures below this scale one could expect the coupling

between dots to lead to a Fermi liquid like behavior.

The incoherent metal phase is particularly interesting because the dc resistivity in this phase is

linearly proportional to temperature, a property that is characteristic of the strange metal phase of

high-Tc superconductors[111]. The dc conductivity is given by

σdc = limω→0
ImK(iωn → ω + i0+)

ω
, (3.15)

where Kret(ω) is the retarded current-current correlation function, K is given by the series of di-

agrams in Fig. 4.5. The current operator is J = e
∑

ki vkc
†
kicki where vk = ∇kεk. The leading

contribution comes from the first diagram giving,

σdc = Ne2β

ˆ
dω

ˆ
d2kv2kA (k, ω)2

1

4 cosh2
(
βω
2

) (3.16)
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where A (k, ω) = −2ImG (k, iωn → ω + i0+) . Using the leading contribution to the Green’s func-

tions from (3.14), we get

σdc = Ne2β

ˆ
dω

ˆ
d2kv2k

(
1√
JT

)2 1

4 cosh2
(
βω
2

) ∝ 1

T
. (3.17)

Therefore we see that an otherwise metallic lattice model with a Fermi surface behaves qualitatively

differently as a function of temperature in the presence of SYK interactions. There is a low temper-

ature Fermi liquid phase which crosses over to a high temperature incoherent metal with a linear

in temperature resistivity. This motivates the question of what happens if we have a semi-metallic

model in the non interacting limit coupled to SYK interactions. The next chapter investigates this

question using a simple one dimensional model.
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Chapter 4

Incoherent Semimetals

4.1 Introduction

Motivated by the SYK models discussed in the previous chapter, we ask what is the nature of

the normal state in a disordered semimetal with random local couplings. To this end, we study a

1D ladder model with local random couplings at every unit cell, as shown in Fig. 1. The hopping

amplitudes between lattice sites is finely tuned such that this system describes a half-filled semimetal

with quadratic dispersion and local SYK couplings. The weakly dispersive limit t2/J ≪ T ≪ J has

approximate conformal invariance and recovers the usual SYK transport behavior, as expected. In

the strongly dispersive regime, T ≪ t2/J , the scaling symmetry of the problem becomes transparent,

albeit the absence of conformal symmetry. In this limit, the incoherent regime extends down to

zero frequency and temperature, unlike in the more conventional metallic case. We show that the

resistivity of this model has a sub-linear scaling with temperature,

ρ ∝ T 2/5, (4.1)

whereas the Lorentz ratio L = κ/(σT ) ≈ 3.2 is fairly close to the value expected for a Fermi liquid,

L = π2/3. We find through a scaling argument that when the system starts from the SYK fixed

point at high temperature, it flows towards a distinct non-Fermi liquid (NFL) fixed point at zero

temperature. At intermediate energy scales, away from the low temperature fixed point, the system

crosses over from a “Planckian” semimetal to an incoherent NFL with sub-linear temperature scaling
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Figure 4.1: Dispersive SYK ladder model: The unit cell contains two sites, one for each chain (color). Each
color site hosts N complex fermions, which interact locally through random couplings. We assume that
hopping is only allowed between different color sites, with t1 the NN hopping and t2 the NNN one. The
two-band quadratic dispersion in Eq. (4.3) can be obtained by tuning t1 = −2t2 = t, with m = 2/(ta2) the
effective mass of the fermions, where a is the lattice constant.

of the resistivity.

This paper is organized in the following way: in section II we introduce the lattice model of a 1D

ladder of SYK quantum dots that behaves as a 1D semimetal with quadratic dispersion. In section

III we address the Green’s function of this system at zero and finite temperature. In the strongly

dispersive regime (T ≪ t2/J), where conformal symmetry is not present, we numerically extract the

finite temperature scaling functions of the Green’s function and of the self-energy. In section IV, we

discuss a scaling analysis of the problem and the crossover between the high temperature incoherent

Planckian regime and the low temperature NFL one. In section V we address the temperature scaling

of the dc resistivity of the model. Finally, in section VI we present our conclusions.

4.2 Model

We considerN−flavors of complex fermions hopping on an 1D lattice. Each lattice site hosts an SYK

dot with random, site dependent interactions Jx
ijkℓ between them. The indexes i, j, k, ℓ = 1, .., N

label the N−flavors/colors per site. We start from a 1D ladder shown in Fig. 1, with two sites per

unit cell, shown in blue and red. Allowing hopping processes between blue and red sites only, the

Hamiltonian of the kinetic term can be written as

Ĥ0 =

ˆ
k

∑

ν

f(k)ψ†
k,i,ν (σx)ν,ν′ ψk,i,ν′ , (4.2)

where

f(k) = t1 + 2t2 cos(ka), (4.3)
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Figure 4.2: Finely tuned energy dispersion for the ladder model illustrated in Fig. 1. The half-filled band
describes a 1D semimetal with parabolic band touching at k = 0.

with t1 and t2 the hopping between nearest neighbors (NN) and second nearest neighbors (NNN)

respectively among different color sites, and
´
k ≡ a(2π)−1

´ Λ
−Λ dk with Λ = π/a the ultraviolet

cutoff. ψi,ν is a two-component spinor in the site basis of the unit cell ν = a, b and σx is the real

off-diagonal Pauli matrix in that basis. Fine tuning the hopping constants to t1 = −2t2 = t, then

H0 =

ˆ
k

∑

iν

k2

2m
ψ†
k,i,ν (σx)νν′ ψk,i,ν′ , (4.4)

in the continuum limit (k ≪ 1/a), with m−1 = ta2/2. The dispersion of this model has two

quadratic bands touching at a single point k = 0, as shown in Fig. 2. At half filling, the band lacks

a Fermi momentum and behaves as a 1D semimetal. In the following, we assume the band to be

half filled and set a→ 1.

These fermions interact via a local, instantaneous two body SYK interaction,

HSYK =
1

(N)
3
2

∑

νν′,ijkℓ

ˆ
x
Jx
ijkℓψ

†
x,i,νψ

†
x,j,ν′ψx,k,ν′ψx,ℓ,ν (4.5)

with random, color site independent matrix elements Jx
ijkℓ that are properly antisymmetrized with

Jx
ijkℓ = −Jx

jikℓ = −Jx
ijℓk. As in the other SYK models, we take these to be complex Gaussian

distributed coupling with a zero mean value ⟨⟨Jx
ijkℓ⟩⟩ = 0 and variance ⟨⟨|Jx

ijkℓ|2⟩⟩ = J2/16.

The standard method to study the current problem is the imaginary time path integral formal-

ism, where the partition function is given by Z =
´ [

Dψ̄Dψ
]
e−S , where S = S0 + SSYK, with

S0 =

ˆ
τ,x

∑

ℓ,ν

ψ̄ℓ,ν (τ, x)

[
∂τ − (σx)νν′

∂2x
2m

]
ψℓ,ν′ (τ, x) . (4.6)
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We define
´
τ ≡
´ β
0 dτ , with β = 1/T , and SSYK the corresponding two body action of (4.5) with

with same time Grassmann fields ψ̄(τ, x) and ψ(τ, x). In order to deal with the disorder, we use

the replica trick and average over disorder realizations. This procedure amounts to an annealed

approximation[107]. Using

⟨⟨e−
∑

ijkℓ JijkℓAijkℓ⟩⟩ = e2J
2
∑

ijkℓ ĀijkℓAijkℓ (4.7)

and defining the Green’s function

Ĝνν′ (τ, x) = − 1

N

N∑

ℓ=1

⟨T [ψν,ℓ (0, 0) ψ̄ν′,ℓ (x, τ)]⟩, (4.8)

the integration over the fermionic fields results in the saddle point action,

Seff = − log det
[
δ
(
τ − τ ′

)
δ
(
x− x′

) (
∂τ + σx (i∂x)

2
)
+ Σ̂

(
x− x′, τ − τ ′

)]

− J2

8

ˆ
τ,τ ′

trĜ2
(
0, τ − τ ′

)
trĜ2

(
0, τ ′ − τ

)
−
ˆ
x,x′

ˆ
τ,τ ′

tr
[
Σ̂
(
x− x′, τ − τ ′

)
Ĝ
(
x′ − x, τ ′ − τ

)]
,

(4.9)

where Σ̂ (x− x′, τ − τ ′) is the self-energy. The action can be minimized exactly in Ĝ and Σ̂ in the

large-N limit. Following the minimization, the solutions form a set of Schwinger-Dyson equations

Ĝ−1 (iωn, k) = iωn − k2

2m
σx − Σ̂ (iωn, k) , (4.10)

and

Σ̂ (τ, x) = −J
2

2
δ(x)Ĝ (−τ, 0) tr

[
Ĝ (τ, 0) Ĝ (τ, 0)

]
, (4.11)

The self-energy Σ̂ (iωn, k) ≡ Σ̂ (iωn) is therefore momentum independent, reflecting the x−dependence

of the couplings Jx
ijkℓ. The disorder averaged SYK term is uncorrelated and purely local. We denote

the Fourier transform of the momentum independent self-energy as Σ̂ (τ). We also denote

Ĝ(τ) ≡ Ĝ(τ, 0) =

ˆ
k
Ĝ(τ, k) (4.12)
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Figure 4.3: Scaling functions for the Green’s function (FG) and the self-energy (FΣ) versus Matsubara
frequency ωn normalized by temperature T . Top row: numerical solution of Eq. (4.14) and (4.16) for FG

and FΣ in the SYK limit for various temperatures, namely T = 10, 20 and 30 (green line, blue and red,
respectively). β = T−1and J = 100 are set in units of 2m with a → 1 (Λ = π). In this case, the Green’s
function and self energy are purely imaginary and admit an analytical solution [see Eq. (4.17)]. Bottom row:
numerical solution of Eqs. (14) and (25), in the strongly dispersive regime. The real and imaginary parts of
the scaling functions were computed at various temperatures, namely β = 1/T = 256, 64 and 4 (green line,
blue and red, respectively). All curves nearly coincide at low frequencies, where the scaling functions are
expected to be temperature independent.

for the momentum integrated Green’s function.

4.3 Green’s Function

If one takes the ansatz for the Green’s function, Ĝ(τ) = G(τ)σx, the self energy then has to be

of the form Σ̂(τ) = Σ(τ)σx. As in usual SYK models, we make the usual infrared assumption to
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ignore iωn . The Schwinger Dyson equations (4.10) and (4.11) can be written as

G(iωn) = −
ˆ
k

1
k2

2m +Σ(iωn)

= −
√
2m

π
√

Σ(iω)
tan−1

(
Λ√

2m
√

Σ(iω)

)
, (4.13)

and

Σ(τ) = −J2G2(τ)G(−τ), (4.14)

There are two limits of particular interest. As it will be clear in the next section, one is the

intermediate frequency limit t2/J ≪ ω ≪ J , where the magnitude of the argument of the tan−1(y)

function,

y ≡ Λ√
2m
√
Σ(iω)

(4.15)

is small. This regime corresponds to the weakly dispersive limit, which recovers the physics of the

0 + 1 dimensional SYK dot. The other is the strongly dispersive regime, ω ≪ t2/J , where the

magnitude of y ≫ 1. We show that this limit is exactly solvable and leads to a different NFL

regime.

4.3.1 Weakly dispersive limit

In this weakly dispersive limit, the SYK physics dominates and typically one obtains a fully inco-

herent system with a linear in T dc resistivity. In that regime, Eq. (4.13) becomes

G(iωn) ≈ − 1

π

Λ

Σ (iωn)
. (4.16)

The Schwinger-Dyson Eq. (4.14) and (4.16) have the same form as in the SYK dot model [85].

They have conformal/reparametrization invariance, indicating a power law solution at T = 0.

At zero temperature, Eq. (4.14) and (4.16) can be solved by the ansatz G (iω) = c1e−iπ
4 (iω)−

1
2

for the time ordered Green’s function [85]. Using this result in Eq. (4.14) and taking a Fourier

transform one finds

Σ (iω) = −J
2c31
π

ei
π
4

√
iω, (4.17)
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where the constant c1 = Λ
1
4 /
√
J. The zero temperature dispersive Green’s function is

Ĝ(iω, k) =

( −1

Σ (iω)
+
k2/2m

Σ (iω)2
+ . . . .

)
σx (4.18)

This solution introduces a perturbative correction to the SYK Green’s function, in the same spirit

as in the metallic case [111].

To get the finite temperature solutions, one can then use the conformal map, τ → f (τ) = tan πτ
β .

Applying this to the Fourier transform of G (iω) gives

G (τ) = sgn(τ) c1

√
1/β

2 sinπτ/β
. (4.19)

The finite temperature self-energy Σ (iωn) can then be obtained from a Fourier transform of (4.14),

Σ (iωn) = iJ2c31

(2π)3/2
√
2Γ
(
3
4 + ωnβ

2π

)
Γ
(
−1

2

)

√
βπΓ

(
1
4 + ωnβ

2π

) , (4.20)

with ωn a Matsubara frequency. The dispersive Green’s function at finite temperature follows from

Eq. (4.16) and (4.20),

Ĝ(iωn, k) =

( −1

Σ (iωn)
+

k2/2m

Σ2 (iωn)
+ . . . .

)
σx (4.21)

It is well known that the Greens function and self energies in this regime have some convenient

scaling properties. Eqs. (4.14) and (4.16) admit solutions of the form:

G(iωn) = (JT )−
1
2Λ− 3

4FG

(ωn

T

)
(4.22)

Σ(iωn) = (JT )
1
2Λ

3
4FΣ

(ωn

T

)
(4.23)

where FG,Σ are scaling functions which are independent of all parameters. The scaling functions

are plotted in the top row panels of Fig. 3. They were obtained by numerically solving Eq. (4.14)

and (4.16) for various temperatures and then stripping away the power law dependence in T and J

from the above equations. The results show good agreement with the scaling arguments.
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4.3.2 Strongly dispersive regime

Next we consider the strongly dispersive regime. As we will show below, this inequality corresponds

to the regime where

ω ≪ t2

J
, (4.24)

and leads a different kind of NFL behavior compared to weakly dispersive SYK models.

In the strongly dispersive regime, the Schwinger-Dyson equation (4.13) reads

G(iω) = −1

2

√
2m√
Σ(iω)

. (4.25)

Eq. (4.14) and (4.25) admit a power law solution at T = 0, given by the ansatz

G(τ) = C
1

|τ |2∆
, (4.26)

where 2∆ = 3/5, as found in a related model [112], with

C =

[
Γ(15)

−1Γ(25)
−2

20 sin2
(
3π
10

)
sin
(
9π
10

)
] 1

5

≈ 0.40. (4.27)

That solution corresponds to a self-energy

Σ(iω) = C ′J
4
5m

3
5 |ω|6∆−1 ≫ |ω|, (4.28)

from equation (4.14). Explicit verification of this solution follows by Fourier transforming (25),

G(iω) = 2C sinπ∆ Γ(1− 2∆)J− 2
5m

1
5 |ω|2∆−1 , (4.29)

and calculating Σ (iω) from (4.14). The zero-temperature Green’s function is hence

Ĝ(iω, k) =
−σx

k2

2m + C ′J
4
5m

3
5 |ω|4/5

, (4.30)

where

C ′ = −2C3 sin

(
9π

10

)
Γ

(
−4

5

)
≈ 0.22. (4.31)
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The Green’s function above describes a distinct type of incoherent semimetal, and is valid all the

way down to zero frequency. It contrasts with the result in the coherent J → 0 limit of the ladder

problem model (J/|ω| ≪ 1), where the Green’s function has a pole with well defined quasiparticles.

One needs to analytically continue the above solution and impose physical restrictions to obtain the

exact Green’s function.

Note that the linear in T resistivity in SYK models stems from ∆ = 1
4 . In strongly dispersive

semimetals, with the magnitude of y ≫ 1, finite temperature solutions cannot be obtained using a

conformal map on the T = 0 solution because (4.14) and (4.25) do not have the requisite confor-

mal/reparametrization symmetry. Finite temperature solutions to these equations then have to be

obtained numerically. However, we still have a scaling symmetry which dictates a certain scaling

form for the solutions.

Rewriting (4.25) in τ−space,

ˆ
τ1,τ2

G(τ)G(τ − τ2)Σ(τ − τ1) =
m

2
δ(τ). (4.32)

It is easy to see that these equations are invariant under

τ → bτ, G → b−
3
5G, Σ → b−

9
5Σ. (4.33)

Under this scaling, T → T/b leaving Tτ invariant. With this information, one can see that (4.14)

and (4.25) admit a solution of the form

G(τ) = m
1
5J− 2

5T
3
5 G̃(Tτ) (4.34)

and

Σ(τ) = m
3
5J

4
5T

9
5 Σ̃(Tτ). (4.35)

Equivalently in Fourier space, we find

G(iωn) = m
1
5 (JT )−

2
5FG

(ωn

T

)
(4.36)

Σ(iωn) = m
3
5 (JT )

4
5FΣ

(ωn

T

)
(4.37)
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where FG,Σ are scaling functions that are independent of temperature T and the coupling J , with

ωn a Matsubara frequency. The dispersive finite temperature Green’s function of the problem in

this regime is

Ĝ−1(iωn, k) = −
(
k2

2m
+m

3
5 (JT )

4
5FΣ(ωn/T )

)
σx. (4.38)

As shown in the next section, this will suffice to determine the temperature dependence of various

transport coefficients. Strictly speaking, the scaling symmetry is only present in the infrared limit

of the theory. This means that the exact numerical solutions may violate these scaling forms at very

high frequencies. The real and imaginary parts of the numerically obtained scaling functions FG

and FΣ are plotted in the bottom row of Fig. 3. The plots show good agreement with Eq. (4.37)

even outside the infrared limit.

4.4 Scaling analysis

After averaging over the disorder, which is spatially uncorrelated, the SYK term in the action has

eight fermionic fields, which we symbolically write as

SSYK = J2

ˆ
τ1,τ2,x

[ψ̄(τ1, x)ψ(τ1, x)]
2[ψ̄(τ2, x)ψ(τ2, x)]

2. (4.39)

Rescaling time as τ ′ = τ/s and imposing the SYK coupling J to be marginal, then the fields rescale

as ψ′ = ψ/s
1
4 . As pointed out before [106, 111], analyzing the problem in the vicinity of the fixed

point of the 0 + 1 dimensional SYK model (t = 0), the kinetic term is a relevant perturbation and

the hopping parameter grows as t′ = t
√
s. If one starts from temperature T in the weakly dispersive

regime t ≪ J , the hopping will grow until t′(s∗) ∼ J for a rescaling parameter no larger than

s∗ = J/T . Hence, the scaling stops at T = t2/J . The validity of the incoherent “Planckian” regime

requires that

T ≫ T∗ = t2/J, (4.40)

as in the case of incoherent metals with a finite Fermi surface [111].

If one continues to lower the temperature further below T∗, we claim that the system crosses over

to a different type of incoherent NFL regime with sub-linear temperature scaling of the resistivity,
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Figure 4.4: Different temperature regimes in the scaling. At temperature T > T∗ = t2/J , the system is
close to the 0+1 dimensional SYK fixed point and shows Planckian behavior, with linear dependence of the
resistivity in temperature. Below T∗ = t2/J the system crosses over towards a distinct type of incoherent
NFL, with ρ ∼ T

2
5 .

as illustrated in Fig. 4. From the perspective of the Schwinger-Dyson equations (4.13) and (4.14),

the parameter that controls the crossover between the weakly and the strongly dispersive regimes

is

y(T ) ∼
√∣∣∣∣

t

Σ(T )

∣∣∣∣. (4.41)

In the strongly dispersive regime y(T ) ≫ 1, setting m ∼ t−1, one can write the solution of the finite

temperature self-energy (4.37) as

|Σ(T )| ∝ t−
3
5 (JT )

4
5 ≪ t. (4.42)

This inequality leads to T ≪ T∗ = t2/J . In the same way, in the weakly dispersive regime (y(T ) ≪

1),

|Σ(T )| ∝
√
JT ≫ t, (4.43)

as seen from Eq. (4.20), implying that T ≫ T∗.

We note that in the case of metals, the T < T ∗ regime was found to realize a Fermi liquid. In

the case of a 1D half-filled semimetal with parabolic touching, we showed that the low temperature

regime does not lead to a semimetal, but to another type of incoherent NFL, whose transport

properties will be addressed in the next section.
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4.5 Transport

In this section, we look at the electric and thermal conductivities using the above finite temperature

solutions. These can be computed using the Kubo formula. The charge current operator for this

model is

ĵe =
e

2m

ˆ
k

∑

i

kψ†
kiσxψki. (4.44)

The zero frequency conductivity is given by

σdc = limω→0
ImKret(ω)

ω
, (4.45)

where Kret(ω) is the retarded current-current correlation function, K(τ) = ⟨T [ĵe(0, x)ĵe(τ, x)⟩, given

by the series of diagrams in Fig. 5. Each diagram displayed in that figure is of orderN . For instance,

in diagram (b) each SYK vertex contributes a factor of N− 3
2 , while the three independent flavor

sums contribute N4, making it a total of order N. Diagrams in (b) and (c) vanish because the

current vertex is an odd function of momenta. This can be readily seen by noticing that because of

the disorder averaging, the summation over momenta through each current vertex can be performed

independently, resulting in a zero contribution of those diagrams [116]. The remaining diagram is

shown in Fig. 5a. It can be written in terms of the Green’s functions derived before as

K(iωn) =
Ne2

(2m)2
T tr

∑

νn

ˆ
k
k2Ĝ(iνn, k)Ĝ(iνn + iωn, k). (4.46)

The transport properties of the weakly dispersive regime recovers the expected behavior of incoher-

ent metals found in Ref. [104, 111], σdc ∝ 1/T , and we will focus instead in the strongly dispersive

case.

It is usually challenging to sum over Matsubara frequencies in the absence of poles in the Green’s

functions. One can circumvent that difficulty by using the spectral representation of the Green’s

function

Ĝ(iωn, k) =

ˆ
ω′

Â(k, ω′)

iωn − ω′ , (4.47)

with

Â(k, ω) =
1

π
σxIm

1
k2

2m +Σ(ω + i0+)
(4.48)
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Figure 4.5: Diagrams that contribute to the current-current correlation function to leading order in N

(see text). Red rectangles represent the current vertex. Black lines represent the fermion Green’s function
and dotted blue line represents disorder average. Since the current vertex is an odd function of momenta,
diagrams (b) and (c) and so on vanish, leaving (a) as the sole contribution in the large-N limit.

the spectral function. One arrives at

σdc =
Ne2

√
2m

π2T

ˆ
ω

[
ImΣ(ωT )

]2

cosh2( ω
2T )

ˆ
k

k2∣∣∣ k22m +Σ
(

ω
2T

)∣∣∣
4 . (4.49)

Equivalently, casting Eq. (4.49) in terms of the scaling functions (4.37), the dc conductivity is

σdc(T ) =
Ne2

√
2m(JT )

2
5

I1, (4.50)

where

I1 =
1

π2

ˆ ∞

0
dz

[ImFΣ(z)]
2

cosh2( z2)

ˆ ∞

0
dy

y2

|y2 + FΣ (z)|4
(4.51)

is a dimensionless integral, and FΣ(z) the analytically continued scaling function of the self energy.

A signature property of Fermi liquids is captured by the Lorentz ratio, L = κ/(σT ), which

is the ratio of thermal (κ) and electric (σ) conductivities. In the particle-hole symmetric model,

the thermoelectric contribution to the thermal conductivity, which is proportional to T/σ, vanishes

by symmetry and can be ignored in the computation of κ [104, 114]. The energy current, whose

correlation function determines the remaining piece of the thermal conductivity, is given by

ĵE =

ˆ
k

∑

i

k

2m
ψ†
k,iσx∂τψk,i. (4.52)

In the present particle-hole symmetric case, the thermal conductivity is then given by the same

diagrams as in the case of σ. Following the same prescription as above,

κ = limω→0
Kret

E (ω)

ωT
, (4.53)
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where KE(τ) = ⟨T [ĵE(0, x)ĵE(τ, x)⟩ is a thermal current-current correlation function. This leads to

κ =
Ne2

√
2mJ

2
5

T
3
5 I2, (4.54)

where

I2 =
1

π2

ˆ ∞

0
dz z2

Im [FΣ(z)]
2

cosh2( z2)

ˆ ∞

0
dy

y2

|y2 + FΣ (z)|4
. (4.55)

In order to calculate integrals I1 and I2, one needs to perform a numerical analytical continuation

of the scaling functions obtained in section III. In the spirit of SYK models, we compute these

integrals assuming the scaling form to be valid over the entire range of frequencies. Numerical

analytical continuation is a challenging problem. The numerical integrals were done with the Pade

approximation method in the TRIQS library [117, 118].

We numerically find that slight variations in the Matsubara scaling forms can significantly

affect the integrals I1 and I2, but their ratio is insensitive to numerical issues with the analytical

continuation process in the regime of interest. The Lorentz ratio is

L =
κ

Tσ
=
I2
I1

≈ 3.2, (4.56)

which is rather close to the Fermi liquid value of LFL = π2/3.

4.6 Discussion

In this work, we studied a simple semi-metallic version of a dispersive SYK model in one dimension.

Contrary to most studies of dispersive models in the literature [104–106, 111, 112], we focus on the

strongly dispersive limit, which corresponds to the stable fixed point of this problem from the scaling

point of view. In this limit, we find that the Schwinger-Dyson equations do not admit an exact

analytic finite temperature solution even in the infrared approximation, where it is assumed that

Σ(iω) ≫ iω. In particular, the model does not exhibit conformal symmetry, which makes it difficult

to solve the Schwinger-Dyson equations analytically. We solve those equations exactly exploiting

the scaling symmetry of the model, combined with numerical calculations. We find that the Greens

function and self-energy scale with temperature with a power law of T− 2
5 and T

4
5 respectively.
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Using this solution to study transport properties, we show that dc resistivity scales with a sub-

linear power law dependence on temperature, ρ ∼ T
2
5 . We compute the Lorentz ratio L = κ/(σT )

with the analytically continued scaling functions and find that L ≈ 3.2, rather close to that of Fermi

liquids. The scaling analysis of this problem indicates that if one starts in the high temperature

SYK fixed point of the problem, where t2/J ≪ T ≪ J , the hopping parameter will grow as one

scales the temperature down, while the SYK coupling is marginal. The scaling flows towards the

strongly dispersive regime, where the Schwinger-Dyson equations indicate the presence of a distinct

incoherent NFL regime at T ≪ t2/J . That contrasts with the behavior of incoherent metals, which

have a finite Fermi surface. In the latter, the system flows towards a Fermi liquid at low temperature

[111].

Those results should be compared with the several lattice models of SYK dots that have been

studied recently [104, 111, 112]. Ref. [104, 111] studied a lattice of coupled dots in the limit where

the SYK coupling J is the highest energy scale. In those cases, the physics of a single dot dominates,

with the effects of hopping being perturbative. The Σ ∝ √
ω scaling of the self energy in this limit

ultimately leads to a linear in T dc resistivity.

Among the dispersive SYK models, the one studied in Ref. [112] is the closest to ours. They

examined a two-band model for arbitrary dimension and dispersion, with a color site dependent

SYK interaction, which forces the saddle point solution of the Green’s function to be diagonal

but still color site dependent. Their solution for the self-energy is purely imaginary and color site

independent, differently from our results. That leads to an approximate conformal symmetry in the

problem in the NFL regime, in contrast with our work, where we find that conformal symmetry

is absent. In this paper, we focused in the crossover between the regime dominated by the 0 + 1

dimensional SYK fixed point and the low temperature NFL regime for a 1D semimetal with parabolic

band touching, and addressed the transport properties of this novel state.
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Conclusions

In this thesis, we addressed the effect of interactions in coupled quantum wire systems and incoherent

semimetals. We began by reviewing the basic framework used to analyze one dimensional quantum

wire systems which involves reformulating the interacting fermion problem into a non-interacting

bosonic theory, known as bosonization. In the absence of backscattering, the low energy properties

of these systems are generically described by the Luttinger liquid theory. This theory takes the same

significance as that of Fermi liquid theory in higher dimensions as a generic state of matter. We

then reviewed the phenomenological theoretical works that have analyzed the problem of several

coupled Luttinger liquids. It has been shown that when inter-wire current-current and density-

density interactions are taken into account, the coupled Luttinger liquid system can be described as

a generalized smectic non-Fermi liquid fixed point. Considering the possible perturbations to this

fixed point, which can arise from electron hopping between the wires, a generic phase diagram was

predicted in the literature. We revisited this problem, motivated by the recent developments in the

theoretical and experimental understanding of twisted moiré heterostructures. Many moiré systems

have been shown to well described by effective models of coupled quantum wires. In these systems,

integrating out the degrees on freedom in one layer leads to an effective mass term that follows

the same periodic pattern as the underlying moiré pattern. At the interfaces where the mass term

changes sign, one dimensional modes appear leading to a coupled wire description of these systems.

We studied an effective microscopic model for a system of coupled parallel wires constructed

from a honeycomb lattice coupled to a periodic mass term. We computed the wave-functions for the

electron that live on the interface where the mass term changes sign, and showed that these modes
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are Luttinger liquids, whose Luttinger parameters are tunable by the strength of the mass term

and the distance between the interfaces. Furthermore, taking into account the Coulomb interaction

between electrons on different wires, we showed that the system can be described as a smectic

metal. Incorporating the perturbations arising from inter-wire hopping, we drew the phase diagram

for this system as function of the effective fine structure constant and the ratio ℓ/L where ℓ is the

lateral spread of the wave-functions that live on the wires and L is the distance between wires.

We showed that contrary to the phenomenological models, superconductivity is generically absent

in our phase diagram. In the ideal quantum wire limit, where the transverse width of the wave-

functions approach zero, the smectic metal phase is stable. The phase diagram shows an interesting

quantum phase transition between a two dimensional Fermi liquid phase and the smectic metal

phase. A phase transition towards either a charge density wave or a Fermi liquid phase is expected

at very low temperature in models with parametrically weak backscattering. Although our model is

based on topological quantum wires, we expect our results to applicable to generic quantum wires,

topological or not, with exponentially localized wavefunctions.

In the second part of the thesis, we studied the physics of SYK models in the context of a semi-

metallic system. SYK models have attracted huge attention in the recent years due to a variety

of reasons. The SYK dot model describes a quantum dot with a large number of fermions, with

all to all random interactions. This model is an example of a strongly interacting quantum field

theory which is exactly solvable in the limit of a large number of fermions. Furthermore, the model

was shown to exhibit approximate conformal symmetry and is dual to gravitational theories in 1+1

dimensions. The model is also known to be maximally chaotic. On the condensed matter side, this

model describes matter without quasiparticles. A recent experimental proposal has suggested that

the SYK model could be realized in an irregular graphene flake in the presence of a strong magnetic

field. Several lattice models constructed out of SYK dots were proposed in recent years, primarily

with the aim of constructing incoherent non-Fermi liquid systems. For systems which have a Fermi

surface in the non-interacting case, it was shown that SYK interactions lead to the system behaving

as an incoherent metal at high temperatures and as a Fermi liquid at low temperatures, with a

characteristic crossover temperature scale. Much excitement arose out of the linear in temperature

dc resistivity in the incoherent metal phase, which is characteristic of the strange metal phase in

high -Tc superconductors. After briefly reviewing these aspects, we addressed the physics of SYK
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interaction in semi-metallic models, where the Fermi surface in the non interacting case is reduced

to a Fermi point.

We constructed a simple one dimensional semi-metallic model with a quadratic dispersion. In-

corporating local SYK interactions, we showed that the model realizes two phases as a function

of temperature. In the low temperature limit, we found that the Schwinger-Dyson equations do

not admit an exact analytic finite temperature solution. We solved those equations exactly ex-

ploiting the scaling symmetry of the model, combined with numerical calculations. We found that

the Green’s function and self-energy scale with temperature with a power law of T−2/5 and T 4/5

respectively. We then study the transport properties and show that dc resistivity scales with a sub-

linear power law dependence on temperature, ρ ∼ T 2/5 . We computed the Lorentz ratio with the

analytically continued scaling functions and find that L ≈ 3.2, rather close to that of Fermi liquids.

The scaling analysis of this problem indicates that if one starts in the high temperature SYK fixed

point of the problem, which is given by t2/J ≪ T ≪ J where t is the hopping strength and J is

the SYK interaction, the hopping parameter will grow, as one scales the temperature down. At the

low temperature limit the Schwinger-Dyson equations indicate the presence of a distinct incoherent

NFL regime when T ≪ t2/J . That contrasts with the behavior of incoherent metals, which have a

finite Fermi surface, where the system flows towards a Fermi liquid at low temperature.

Our effective microscopic model of parallel quantum wires may be relevant to the recent exper-

iments on twisted bilayer tWTe2[41], which was effectively shown to be described as an array of

parallel Luttinger liquids. Effective models that could describe moiré heterostructures with more

complicated moiré patterns could prove useful in explaining the growing body of experimental

works in these systems. More analysis into the properties of dispersive SYK models especially in

understanding many body chaos remain open. More comprehensive studies on the implications of

incoherence on higher dimensional Dirac and topological materials also remain to be explored.
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Appendix A

Action for Luttinger liquids

This Appendix gives a brief derivation of the action for Luttinger liquids.

H ≡ 1

2

ˆ
dy
[ u
K

(∂yθ)
2 + uK (∂yϕ)

2
]
. (A.1)

The term Π(y) = ∂yθ is canonically conjugate to the field ϕ(y). The action for this theory is:

−S =

ˆ
τ

ˆ
y
(iΠ(τ, y)∂τϕ(τ, y)−H [ϕ(τ, y),Π(τ, y)]) (A.2)

=

ˆ
τ

ˆ
y
(i∂yθ(τ, y)∂τϕ(τ, y)−H [ϕ(τ, y),Π(τ, y)]) . (A.3)

The Hamiltonian in momentum space is

H =

(
1

2π

) ˆ
k

[
u

2K
k2θ(k)θ(−k) +

uK

2
k2ϕ(k)ϕ(−k)

]
. (A.4)

In momentum space the action becomes

−S =

(
1

2π

)2 ˆ
k,ωn

(
−ikωnθ(k)ϕ(−k)−

[
u

2K
k2θ(k)θ(−k) +

uK

2
k2ϕ(k)ϕ(−k)

])

=

(
1

2π

)2 ˆ
k,ωn

(
−ikωnθ(k)ϕ(−k)− u

2K
k2θ(k)θ(−k)− uK

2
k2ϕ(k)ϕ(−k)

)
, (A.5)
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where ωn, k = k. Now we add and subtract ω2
n
u
K
ϕ(k)ϕ(−k)), from which one readily finds

− S =

(
1

2π

)2 ˆ
k,ωn(

−1

2

ω2
n
u
K

ϕ(k)ϕ(−k) +

{
1

2

ω2
n
u
K

ϕ(k)ϕ(−k)− ikωnθ(k)ϕ(−k)− u

2K
k2θ(k)θ(−k)

}
− uK

2
k2ϕ(k)ϕ(−k)

)
.

The curly brackets can be rewritten as

{−} = − u

2K
k2
[
θ(k) +

iωn
u
K k

ϕ(k)

] [
θ(−k) +

iωn
u
K k

ϕ(−k)

]
.

Then if we change variables to θ(k) + iωn
u
K
kϕ(k) = θ̃(k),

−S =

(
1

2π

)2 ˆ
k,ωn

(
−1

2

ω2
n
u
K

ϕ(k)ϕ(−k) +
{
− u

2K
k2θ̃(k)θ̃(−k)

}
− uK

2
k2ϕ(k)ϕ(−k)

)
.

Integrating out θ̃(k) gives

S =

(
1

2π

)2 ˆ
k,ωn

(
1

2

ω2
n
u
K

ϕ(k)ϕ(−k) +
uK

2
k2ϕ(k)ϕ(−k)

)

S =

(
1

2π

)2 ˆ
k,ωn

1

2

(
ω2
n
u
K

+ uKk2
)
ϕ(k)ϕ(−k). (A.6)

Instead, if we had integrated out ϕ, we would get

S =
1

2

(
1

2π

)2 ˆ
k,,ω

(
ω2
n

uK
+
u

k
k2
)
|θ(k)|2 (A.7)

In position-time space,

S =
K

2

ˆ
τ

ˆ
y

[
1

u
(∂τϕ(τ, y))

2 + u (∂yϕ)
2

]
. (A.8)
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Appendix B

Renormalization group analysis

This Appendix gives a derivation of how the RG scaling dimensions are obtained. We start from

the smectic metal action given by,

S (θ) =
1

2

ˆ
k,k⊥,ω

(
ω2

W1(k)
+

k2

W0(k)

)
|θ(k)|2 . (B.1)

Perturbations to this action can be analyzed using a renormalization group analysis. For example,

the interaction that leads to superconductivity is

Sint (θ) =

ˆ
τ

ˆ
x
gsc
∑

a

cos
[√

4π (θa(τ, x)− θa+1(τ, x))
]
. (B.2)

Renormalization involves decomposing the original fields into short wavelength and long wavelength

components and then integrating out the long wavelength components from the action. In this

process, one obtains an effective action that has the same structure as the original one, but with

a new set of coupling constants. This helps ascertain the relative importance of various coupling

constants. See, for example [1]. We split the momentum space
∣∣∣−→k
∣∣∣ < Λ into a large region

∣∣∣−→k
∣∣∣ < Λ′

and a tiny sliver Λ′ <
∣∣∣−→k
∣∣∣ < Λ where Λ′ = Λ(1− dt) and

−→
k = (ω, k). We can then rewrite the

original field θ as a sum over slow and fast modes θa(τ, x) = θa(τ, x)f + θa(τ, x)s,

θa(τ, x) =

ˆ
∣∣∣−→k ∣∣∣<Λ′

ei
−→
k .−→x θa(

−→
k ) +

ˆ
Λ′<

∣∣∣−→k ∣∣∣<Λ
ei
−→
k .−→x θa(

−→
k )

≡ θa(τ, x)f + θa(τ, x)s

72



APPENDIX B. RENORMALIZATION GROUP ANALYSIS

Under this decomposition, the Gaussian part of the action (B.1) splits into two copies, one for slow

modes and one for fast modes. The partition function may be written as

Z =

ˆ
DθfDθse

−S(θf)−S(θs)−Sint(θa(τ,x)f+θa(τ,x)s)

= Z
f

ˆ
Dθse

−S(θs)
〈
e−Sint(θa(τ,x))

〉
f

(B.3)

where Zf =
´
Dθfe

−S(θf) and

〈
e−Sint(θa(τ,x))

〉
f
=

ˆ
Dθfe

−S(θf)−Sint(θa(τ,x)f+θa(τ,x)s). (B.4)

Reexponentiating (B.4), we can obtain an effective action Seff (θs) that depends only on the

slow modes,

Seff (θs) = S (θs)− ln
〈
e−Sint(θa(τ,x))

〉
f
. (B.5)

To compute the above correction, we can expand the above expression in powers of gsc when the

perturbation is weak. To the lowest order in perturbative RG, the action gets renormalized as

Seff (θs) = S (θs) + ⟨Sint⟩f . Therefore we need to compute ⟨Sint⟩f ,

〈
gsc cos

[√
4π (θa(τ, x)− θa+1(τ, x))

]〉
f

= gsc

〈
1

2

∑

σ=±
eiσ[

√
4π(θa(τ,x)−θa+1(τ,x))]

〉

f

= gsc
∑

σ=±

1

2
eiσ[

√
4π(θa(τ,x)s−θa+1(τ,x)s)]

×
〈
eiσ[

√
4π(θa(τ,x)f−θa+1(τ,x)f)]

〉
f
.

Using
〈
eiσ[

√
4π(θa(τ,x)f−θa+1(τ,x)f)]

〉
f
= e

−2π
〈
(θa(τ,x)f−θa+1(τ,x)f)

2
〉
,

we see that

〈
gsc cos

[√
4π (θa(τ, x)− θa+1(τ, x))

]〉
f

=
[
cos

√
4π (θa(τ, x)s − θa+1(τ, x))s

]

×e−2π
〈
(θa(τ,x)f−θa+1(τ,x)f)

2
〉
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where

〈
(θa(τ, x)f − θa+1(τ, x)f )

2
〉

= 2

ˆ π/L

−π/L

dk⊥
(2π/L)

[ˆ ′ dkdω

(2π)2

〈
|θ(k)|2

〉]
(1− cosk⊥L) .

The momentum integral gives

ˆ ′ dkdω

(2π)2

〈
|θ(k)|2

〉
=

ˆ ′ dkdω

(2π)2
1(

ω2
n

W1(k⊥) +
k2

W0(k⊥)

) =
√
W0(k⊥)W1(k⊥)

dt

2π
= κ(k⊥)

dt

2π
, (B.6)

where prime indicates mode elimination. Hence,

exp
[
−2π

〈
(θa(τ, x)f − θa+1(τ, x)f )

2
〉]

= exp

[
−2π × 2

ˆ π/L

−π/L

dk⊥
(2π/L)

κ(k⊥L)
dt

2π
(1− cosk⊥L)

]

= s−△sc (B.7)

where I used s = edt and △sc = 2
´ π
−π

dk⊥
2π [κ (k⊥)] (1− cos k⊥) . Also on renormalization,

´
τ

´
x →

s2
´
τ ′

´
x′ . Therefore the flow equation for gsc is gsc → gscs

2−△sc . This means that when the scaling

dimension of this operator △sc < 2, we superconductivity becomes relevant.

Similarly for the CDW instability, we have

Sint =

ˆ
τ

ˆ
x
gcdw

∑

a

cos
[√

4π (ϕa(τ, x)− ϕa+1(τ, x))
]
. (B.8)

In this case we need to compute
〈
cos
[√

4π (ϕa(τ, x)f − ϕa+1(τ, x)f )
]〉
. To this end, we use the

action (2.43). Following the same steps as above we get,

△sc = 2

ˆ π

−π

dk⊥
2π

[
κ (k⊥)

−1
]
(1− cos k⊥) .

Finally, for the case of single particle hopping, the bosonized interaction term is

Hsp = gsp
∑

a

cos
[√
π (θa − θa+1)

]
cos
[√
π (ϕa − ϕa+1)

]
. (B.9)
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Now we can average the θ and ϕ terms separately,

〈
cos
[√
π (θa − θa+1)

]〉 〈
cos
[√
π (ϕa − ϕa+1)

]〉
= exp

[
−π
2

〈
(θa(τ, x)f − θa+1(τ, x)f )

2
〉]

×

exp
[
−π
2

〈
(ϕa(τ, x)f − ϕa+1(τ, x)f )

2
〉]
. (B.10)

The average of the first term on the RHS is the same as for the case of sc obtained previously and

the second term corresponds to the cdw case respectively, except for a factor of 1
4 . Therefore the

scaling dimension of the single particle hopping operator, △sp is

△sp =
△sc

4
+

△cdw

4
. (B.11)

The calculations for the spinful case is similar. For example, the sc perturbation after Bosoniza-

tion is,

Hsc =
∑

j

gspinsc

ˆ
dx cos

[√
2π (Θρ,j −Θρ,j+1)

]
cos
[√

2π (Φσ,j)
]
cos
[√

2π (Φσ,j+1)
]
. (B.12)

The Φσ variables now contribute to the dimensions of these terms. Because the analogue of κ (k⊥)

in Eq. (14) is 1, in the main text, the contribution of these variables is trivial, and the dimensions

of △spin
sc is given by, △spin

sc = 1 +
´ π
−π

dk⊥
2π [κ (k⊥)] (1− cos k⊥) .
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Disorder averaging

The action for the problem defined in Chapter 4, Eq. (3.1) is

S =

ˆ
dτ

(∑

i

Ψ†
i (τ) (∂τ − µ)Ψi (τ)

)
+

ˆ
dτ

1

(2N)
3
2

∑

ijkl

JijklΨ
†
i (τ)Ψ

†
j (τ)Ψk (τ)Ψl (τ) , (C.1)

where |Jijkl|2 = J2. To deal with the random interaction, we need to average over their distribution.

For that, first we need to introduce M replicas of the fields. This can be achieved by just endowing

the fields with an extra index α which runs from 1 to M.

SM =
M∑

α=1

ˆ
dτ

(∑

i

Ψα†
i (τ) (∂τ − µ)Ψα

i (τ)

)

+
M∑

α=1

ˆ
dτ

1

(2N)
3
2

∑

ijkl

JijklΨ
α†
i (τ)Ψα†

j (τ)Ψα
k (τ)Ψ

α
l (τ) . (C.2)

The partition function is ZM =
´
DΨDΨ†e−SM . Eventually, we will be interested in the disorder

averaged Free energy defined as −βF = lnZ = limM→0
lnZM
M .

On disorder averaging using ⟨⟨e−
∑

ijkℓ JijkℓAijkℓ⟩⟩ = e2J
2
∑

ijkℓ ĀijkℓAijkℓ , we get,
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ZM =

ˆ
DΨDΨ† exp{−

M∑

α=1

ˆ
dτ

(∑

i

Ψα†
i (τ) (∂τ − µ)Ψα

i (τ)

)

+
∑

ijkl

J2

4N3

M∑

α=1

M∑

β=1

ˆ
dτ

ˆ
dτ ′Ψα†

i (τ)Ψα†
j (τ)Ψα

k (τ)Ψ
α
l (τ)Ψ

β†
l

(
τ ′
)
Ψβ†

k

(
τ ′
)
Ψβ

i

(
τ ′
)
Ψβ

j

(
τ ′
)
}.

(C.3)

We define the ‘Green’s function’ as NGαβ (τ − τ ′) =
∑

iΨ
†α
i (τ ′)Ψβ

i (τ) . Using Lagrange multipliers

expressed as an integral over Ξ, G we get,

I =

ˆ
DΞDG exp




M∑

α=1

M∑

β=1

ˆ β

0
dτ

ˆ β

0
dτ ′Ξαβ

(
τ ′ − τ

)
(
NGαβ

(
τ − τ ′

)
−
∑

i

Ψ†α
i

(
τ ′
)
Ψβ

i (τ)

)
 .

(C.4)

Then,

ZM =

ˆ
DΞDGDΨDΨ† exp{−

M∑

α=1

ˆ
dτ

(∑

i

Ψα†
i (τ) (∂τ − µ)Ψα

i (τ)

)

+
∑

σσ′

J2N

4

M∑

α=1

M∑

β=1

ˆ
dτ

ˆ
dτ ′Gαβ

(
τ − τ ′

)2
Gαβ

(
τ ′ − τ

)2

−
M∑

α=1

M∑

β=1

∑

i

ˆ β

0
dτ

ˆ β

0
dτ ′Ξαβ

(
τ − τ ′

)
Ψ†α

i (τ)Ψβ
i

(
τ ′
)

+N
M∑

α=1

M∑

β=1

ˆ β

0
dτ

ˆ β

0
dτ ′Ξαβ

(
τ ′ − τ

)
Gαβ

(
τ − τ ′

)
}. (C.5)

Assuming replica diagonal solutions, we may symbolically write,

ZM =

(ˆ
DΞDGDΨDΨ†e−S′

)M
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and

S ′ = N

ˆ
dτ

(∑

σ

Ψ† (τ) (∂τ − µ)Ψ (τ)

)
− J2N

4

ˆ
dτ

ˆ
dτ ′G

(
τ − τ ′

)2
G
(
τ ′ − τ

)2

+N

ˆ β

0
dτ

ˆ β

0
dτ ′Ξ

(
τ ′ − τ

)
Ψ† (τ ′

)
Ψ(τ)

−N
ˆ β

0
dτ

ˆ β

0
dτ ′Ξ

(
τ ′ − τ

)
G
(
τ − τ ′

)
, (C.6)

where −βF = lnZ = limM→0
logZM

M . The limit then becomes trivial leading to

−βF = log

(ˆ
DΞDGDΨDΨ†e−S′

)
.

Defining e−βF ≡ Z ′
eff ≡

´
DΞDGDΨDΨ†e−NS′

eff ,

S ′
eff =

ˆ
dτ

ˆ
dτ ′

(
Ψ† (τ)

(
δττ ′ (∂τ − µ) + Ξ

(
τ − τ ′

))
Ψ
(
τ ′
))

−
ˆ
dx
J2

4

ˆ
dτ

ˆ
dτ ′G

(
τ − τ ′

)2
G
(
τ ′ − τ

)2

−
ˆ β

0
dτ

ˆ β

0
dτ ′Ξ

(
τ ′ − τ

)
G
(
τ − τ ′

)
. (C.7)

After performing the Gaussian integral over Ψ, variation with respect to G (τ ′ − τ) gives

Ξ
(
τ − τ ′

)
= −J2G2

(
τ − τ ′

)
G
(
τ ′ − τ

)
. (C.8)

Variation with respect to Ξ (iωn) yields

G (iωn) =
1

iωn + µ− Ξ (iωn)
. (C.9)

Eqs. (C.8),(C.9) are Eqs. (3.3),(3.4) in the main text.
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