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Abstract: Cost reduction can be achieved by utilizing drilling simulators to efficiently 

optimize new wells to be drilled using available adjacent or offset well drilling data. 

Different approaches involving simulators that use inverted rate of penetration (ROP) 

models have been implemented to help improve the drilling performance of wells primarily 

within the Caney shale. A complete simulation and optimization technique is presented 

herein which utilizes drilling data from a nearby or offset well (Garrett well) to create an 

optimized drilling program for a new well to be drilled (Gallaway well). The Pason Drilling 

Simulator (PDS), previously known as DROPS® was used in this research to obtain an 

optimized drilling program for the Gallaway well. The PDS software uses inverted ROP 

models for different bit types, reported bit wear, lithological information, and pore pressure 

in addition to the drilling parameters. Raw drilling data from the offset well consisted of 

ROP, revolutions per minute (RPM) and mud weight among other drilling variables. Along 

with the PDS, the D-WOB software was run on the Garrett well drilling data to obtain the 

depth-based drill string friction coefficient and downhole weight on bit (DWOB) for every 

foot of the drilled well which is needed as an input into the PDS. The DWOB was analyzed, 

and results were compared to the SWOB to show the effect of wellbore friction on the 

weight-on-bit under downhole conditions. The results proved that the DWOB is 

significantly less than SWOB in the directional section of the well due to frictional losses 

along the wellbore. Several PDS simulations using the apparent rock strength logs (ARSL) 

and the concept of the learning curve were applied to define the optimum drilling 

parameters for the Gallaway well. To verify the accuracy of the PDS software, the 

simulation results will later be compared to results from actual field data from the Gallaway 

well by overlaying the ARSLs, the simulated ROP against the actual, and by analysis and 

observation of the trend displayed by plotting depth versus the unconfined rock strengths 

(UCS) of both wells in the different formations. The D-Series software will be used to 

obtain the ARSL for the drilled Gallaway well.
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CHAPTER I 

 

 

                                                          INTRODUCTION 

 

 

1.1 Overview 

 

The constant need to reduce oil exploration and development costs is inevitable. Drilling costs can 

represent as much as up to 40% of the entire exploration and development costs (Hossain, 2015). 

As a result, there is an increasing demand for drilling simulators and artificial intelligence 

technology in the drilling industry to simulate and optimize oil and gas wells for efficiency and 

cost-effective drilling. Various strategies to optimize a well have been developed, including the 

torque-on-bit (TOB) response which is used to reduce vibrations at the bit or mechanical specific 

energy (MSE) in order to reduce the energy used by the bit (Hegde and Gray, 2018). (Eren and 

Ozbayoglu, 2010) developed a model that uses actual field data collected through modern well 

monitoring and data recording systems to predict the ROP as a function of available parameters. 

Although the concept of drilling is the same globally, numerous factors can influence a wider range 

in drilling costs and performance. Most industries have sought to include futuristic methods of 

technology by using simulators and optimizers to cut costs and improve the efficiency curve. With 

the help of drilling simulators, a preplanned analysis that accounts for costs, lithology and other 

drilling variables is outlined before the actual drilling takes place. This gives the driller a glimpse 

into the actual drilling procedure before it has occurred, thus allowing for any adjustment
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Various drilling parameters such as lithology, bit type, downhole conditions, circulation system 

and drilling mud bit hydraulics have major influence on drilling costs and efficiency. The formation 

geology at the site and the location of the target reservoir are also primary factors that influence 

drilling cost. Geologic formations vary across the world, and indeed, within the same  

producing basin. Hard, abrasive, and heterogeneous formations typically have low penetration 

rates, frequent drill string failures, and significant deviation from the planned trajectory which can 

cause delays in drilling and equipment failure. Artificial intelligence and simulation technology can 

optimize and simulate wells in the most remote areas and complicated geological formations and 

the data can be used to plan for new wells. 

The incorporation of all these challenging features brings the frontier thought for current and future 

researchers. Simulation technology has proven to be reliable and accounts for wells drilled in more-

hostile environments, more-complex well programs, and deeper wells (Lummus, 1970).  

1.1 Research Objectives 

 

The first objective of this research is to shed light on the Pason Drilling Simulator (PDS) by using 

drilling data from an existing offset well (Garrett well) to create a complete optimized drilling 

program for an upcoming well (Gallaway well) to be drilled by Continental Resources (CLR). To 

achieve this objective, the friction coefficient, and Down Hole Weight on Bit (DWOB) must be 

obtained using the D-WOB software, as the PDS requires accurate DWOB values to generate the 

apparent rock strength log (ARSL). The ARSL from the Garrett well is then adjusted to the 

Gallaway well by stretching and shrinking the formation to match the proposed formation tops for 

the Gallaway well. The casing points are then inserted in to the PDS and different bits and operating 

parameters are simulated.  The trial and run procedure results in a simulator learning curve and the 

best results within the equipment limitations given by CLR have been presented to CLR prior to 

the drilling of the Gallaway well.  The final objective is to obtain field data from CLR after the 

Gallaway well has been drilled and will be presented once the drilling data is made available from 



3 

CLR. With this data, the D-series software will be run to obtain DWOB, which will be used to 

generate the ARSL for the Gallaway well. A comparison between the modified Garrett ARSL and 

the ARSL generated by the D-Series software and the PDS from Gallaway drilling data can then 

be made by overlaying the ARSLs analyzing any discrepancies or similarities.  The simulated and 

the actual ROPs from the two wells will also be compared and analyzed. 

1.2 Thesis Structure 

 

Chapter 2 presents a brief study on the history and evolution of simulation and optimization 

technology within the drilling industry, which was first applied in 1967 (Lummus,1970) along with 

a detailed literature review on some drilling variables and drilling simulators that have been 

developed in the past. Chapter 2 also introduces the ROP models that are used in some of the 

simulators to calculate apparent rock strength (ARS). The effect of wellbore friction along with 

some torque and drag models used to calculate wellbore rotary friction and wellbore sliding friction 

are also explained in this chapter. Literature review on the D-series software, which consists of two 

software applications (D-WOB and D-ROCK) is also mentioned and explained in this chapter and 

will be used to calculate the friction coefficient and DWOB from surface weight on bit (SWOB) 

for the Garrett well, and to generate an ARSL using field data from the well. The model used by 

the D-WOB software to calculate the friction coefficient is also explained in this Chapter 2.  

Chapter 3 presents information on the Garrett well. The Garrett well is the offset well used 

throughout this thesis study and information including the well path, location and geological setting 

on the Garrett can be found in Chapter 3. Chapter 4 presents the research materials and describes 

the research methodology. The purpose of this chapter is to introduce the input parameters along 

with the simulation steps that were undertaken to calculate the friction coefficient and DWOB for 

the Garrett well and produce an optimized drilling program for the Gallaway well using the PDS. 

Chapter 5 presents the results obtained from the simulator, including the finalized drilling program 

for the Gallaway well. The generated strength log from the simulator is also presented along with 
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detailed sectional optimization results. Along with the simulated results, this chapter also shows 

the results obtained from the D-WOB software for the Garrett well. The friction coefficient and 

DWOB results from the D-WOB software are all described and explained in this chapter. A 

discussion section is also included in this chapter which explains simulation and optimization 

alternatives that were carried out in an effort to increase drilling efficiency. To conclude this 

chapter, a recommendation based solely on the optimization process using the PDS software was 

drawn and recommended for the Gallaway drilling operation. A full comparison of a fully 

optimized Gallaway ARSL and the ARSL generated from Gallaway drilling data using the D-Series 

software can later be analyzed for similarities and differences in UCS values when the drilling data 

has been provided by CLR. Chapter 6 outlines the conclusions of this thesis study and Chapter 7 

provides suggestions for future work and research.  
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CHAPTER II 

 

 

                                                REVIEW OF LITERATURE 

 

 

2.1 Background 

 

Optimized drilling has come a long way, thanks to numerous researchers who have spent 

considerable time studying the effects of drilling variables and how they relate to each other. 

Optimized drilling techniques, first applied in 1967, have significantly reduced drilling costs 

(Lummus, 1970). The development of rotary drilling can be split into four distinct periods; 

Conception, Development, Scientific and Automation periods, with the most productive years 

falling under the Scientific period, dating from 1958 to 1968 (Lummus, 1970). Table 1 displays 

some of the detailed accomplishments of these periods from 1900 to 1968, with optimized drilling 

being one of the most significant accomplishments of the Scientific Period. 

According to Lummus (1970), the lowest cost of drilling results when limits are imposed that 

maximize not only drilling rate, but also equipment use and wellbore stability. In many cases, 

some drilling variables are limited or lowered to maximize others. A balance program is usually 

developed where drilling variables are at their most effective level. The philosophy of drilling 

optimization relies on using the record of the first well as a basis for calculations and applying 

optimization techniques to the upcoming wells (Lummus, 1970).
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Geomechanical data can also be obtained with logging operations performed in the wellbore, but 

these tools are typically expensive and have delicate components that can increase the risk of 

failure while performing operations. Through recent years, models have been developed and 

software has been utilized to evolve the MWD and LWD values into reputable correlations for 

rock strength. A convenient ROP model was developed to calculate rock mechanical properties 

such as confined compressive strength (CCS) and UCS at each drilled depth from drilling data 

such as ROP, weight on bit (WOB) and revolutions per minute (RPM) (Hareland and Nygaard, 

2007). These models can enable drilling and completion optimization to take place without the 

increased cost of LWD or MWD tools. 

Table 1: Rotary Drilling Development (Lummus, 1970) 

Period Date Development 

Conception 1900-1920 Rotary drilling principle,1900 

(spindletop) 

Rotary bits, 1908 

(Hughes) 

Casing and cementing, 

1904-1910 

(Haliburton) 

Drilling mud, 1914-1916 

(National Lead Co.) 

Development 1920-1948 More powerful rigs 

Better bits 

Improved cementing 

Specialized muds 

Scientific 1948-1968 Expanded drilling research 

Better understanding of hydraulic 

principles 

Significant bit improvements 

Optimized drilling 

Improved mud technology 

Automation 1968 Full automation of rig and mud 

handling 

“Closed-Loop” computer operation 

of rig 

Control of drilling variables 

Complete planning of well drilling 

from spud to production 
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2.2 Drilling Variables 

 

Lummus (1970) studied the effect of drilling variables and how they interact with one another. 

According to Lummus, drilling variables can be grouped as alterable or unalterable as depicted in 

Table 2. Some unalterable variables may be altered by changing the alterable ones. For instance, a 

change in mud type may allow for a change in bit type resulting in a faster penetration rate through 

a particular formation. In considering which variables to choose for mathematical optimization, 

experience and research suggest four alterable and two unalterable variables as listed in Table 3 

(Lummus, 1970). When variables are individually or simultaneously increased from one level to 

another, responses may produce a negative or positive interaction. A negative interaction exists 

when an increase in two drilling variables fails to produce a higher drilling rate as expected while 

a positive interaction produces a higher drilling rate than expected when two variables are increased 

(Lummus, 1970). Table 4 illustrates interactions among some important drilling variables and these 

results may change if the levels at which the variables are being compared are changed. Figure 1 

shows the related responses in the drilling rate when the variables are increased from one level to 

another. 

Table 2: Drilling Variables (Lummus, 1970) 

Alterable Unalterable 

Mud 

• Type 

• Solids Content 

• Viscosity 

• Fluid Loss 

• Density 

Hydraulics 

• Pump Pressure 

• Jet Velocity 

• Circulating Rate 

• Annular Velocity 

Bit type 

Weight-on-bit 

Rotary speed 

Weather 

Location 

Rig conditions 

Rig flexibility 

Corrosive borehole gases 

Bottom-hole temperature 

Round-trip time 

Rock properties 

Characteristic hole problems 

Water availability 

Formation to be drilled 

Crew efficiency Rock 

properties 

Characteristic hole problems 

Formation to be drilled 

Crew efficiency 

Depth 
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Table 3: Variables Considered in Optimization (Lummus, 1970) 

Alterable Unalterable 

Mud 

Hydraulics 

Bit type 

Weight-rpm 

Formation to be drilled 

Depth 

 

 

Table 4: Typical Drilling Variable Interaction in Hard Rock (Lummus, 1970) 

 

Variable Combination Interaction 

Weight-rpm 

Weight-hydraulics 

rpm-hydraulics 

Low solids-hydraulics 

Low solids-weight 

Bit type-formation 

Low solids-bit type 

Rpm-formation 

Mud Solids-NDP* 

Negative 

Positive 

None 

Positive 

Positive 

Either 

Positive 

Negative 

Positive 

         *Nondispersed, dual-action polymer 

 

 

 

Figure 1: Positive and Negative Interactions (Lummus, 1970) 
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2.3 The Drilling Simulator 

 

Drilling simulators have proven to be powerful tools, with the capacity for reproducing the drilling 

performance observed in drilled wells. Simulators have made it possible to use drilling data from 

reference or offset wells to simulate a new well to be drilled entirely from simulation results. 

Utilizing simulators has proven to show a significant reduction in cost and time, and can be helpful 

in the preplanning analysis for new wells to be drilled using different bit types and designs 

(Hareland and Nygaard, 2007). Through recent years, models have been developed and software 

has been utilized to evolve the measurement while drilling (MWD) or logging while drilling 

(LWD) values into reputable correlations for rock strength. This will further enable drilling and 

completion optimization to take place, without the added cost of LWD or MWD tools.  

2.3.1 Engineering Simulator for Drilling (ESD) 

 

In 1981, (Millheim, 1983) started creating the ESD software which works by subdividing the 

drilling system into parts consisting of geology, wellbore, drilling rig, fluid system and drill string, 

as shown in Figure 2. The ESD software was created to be a self-instructional system that can be 

mastered in less than a day without any prior knowledge of computers (Millheim, 1983). Figure 3 

shows a photograph of the ESD twin screen color graphics terminals with the laser screen as the 

control panel. Figure 4 shows the main hardware components. (Millheim, 1983) aim was to build 

a drilling simulator where all drilling mechanisms could be interactive such that an engineer could 

virtually drill a well with the computer either in real time or faster than real time. The ESD was 

designed to generate any subset from an internal previously developed data base and originate a 

complete drilling system with a step-by-step procedure where the ESD operator has the option to 

build each complete subset from scratch, redesign part of the subset, or choose a complete existing 

subset.  
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Figure 2: The Drilling System (Millheim, 1983) 

 

Figure 3: Picture of the ESD (Millheim, 1983) 
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Figure 4: ESD Hardware Configuration (Millheim, 1983) 

 

The ESD was created to drill depths of up to 30,000 ft where the geology can be subdivided into 

2,000 elements with thicknesses ranging from 1 to 50 ft (Millheim, 1983). A geological drilling 

log (GDL) can be developed from the control well drilling data or inferred for an exploration well. 

It is important to obtain accurate drilling data for the ESD to approximate closer to actual drilling 

conditions. The ESD has a special GDL program that incorporates drilling and wireline logging 

data and allows the engineer to develop the drilling log as shown in Figure 5. 



12 

 

Figure 5: Development of Geological Drilling Log (GDL) (Millheim, 1983) 

 

   2.3.2 Geological Drilling Log Software (GDL) and Pason Drilling Simulator (PDS) 

 

In 1994, Rampersad, et al. presented the Geological Drilling Log software which utilizes 

information obtained from a drilled well to optimize drilling costs for upcoming wells in the same 

field. The PDS software was built around a drilling-mechanics model that predicts the rate of 

penetration and rate of wear of a drill bit as a function of the type of bit, the rock being drilled, and 

the set of operational parameters, as presented by Bratli et al. (1997).  The GDL and PDS software 

both use inverted ROP drilling models specific to the bits used for individual intervals to generate 

a formation profile of properties for the entire section drilled on a foot by foot basis (Rampersad et 

al., 1994). The GDL software was not only created to improve the current understanding of the 

effects of drilling parameters, but also present methods to effectively optimize the drilling process. 
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The drilling models used in both software are capable of reproducing realistic ROPs and accurately 

simulating an oil well. 

The GDL software accounts for the effect of the geological environment in determining optimum 

drilling, which had never been introduced before in drilling simulation technology. Information 

extracted from a drilled well in a field is used to create a GDL, as shown in Figure 6. The GDL 

software contains rock strength with an example outlook depicted in Figure 7, which is incorporated 

into the drilling models under specified conditions to calculate ROP on a foot-by-foot basis. 

Through a series of simulation runs, optimum operating conditions for the lowest cost can be 

generated. 

The Pason Drilling Simulator (PDS), was developed based on the Geological Drilling Log (GDL) 

and data collected from a previous well drilled in the same area and has been proven to reduce 

drilling costs by more than 50% (Gjelstad et al., 1998). The performance of different drilling 

parameters is evaluated through a series of simulations to create an optimum drilling program for 

a new well to be drilled. Just like the GDL, the simulator itself contains an algorithm that determines 

the ROP and rate of wear of the bit as drilling proceeds (Bratli et al., 1997). 

The PDS also allows the user to change hydraulic programs, bit types, weight-on-bit (WOB), 

rotation per minute (RPM), detailed bit parameters and designs, time and cost per meter or foot 

calculation, section split or merge while considering bit wear during drilling (Mofrad, 2005). 

Evaluation of different options is made easy by using the artificial intelligence (AI) option that is 

built into the program. AI considers the ARSL to obtain results for a hard or soft formation (Mofrad, 

2005).  
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Figure 6: Creation of a Geological Drilling Log (Rampersad et al., 1994) 

 

 

Figure 7: Unconfined Rock Strength Derived from the Inversion of Drilling Model (Rampersad et al., 

1994) 



15 

2.3.2.1 ROP models 

 

 Hareland and Nygaard (2007) studied the importance of optimizing ROP for efficient drilling and 

created ROP models to calculate ARS. Drilling optimization by utilizing ROP models has reduced 

drilling costs substantially (Hareland and Nygaard, 2007). ROP models are mathematical models 

which describe how the penetration rate is affected due to changes in operational drilling 

parameters, changes in the rock properties and changes in bit types and design (Hareland and 

Nygaard, 2007). Several operational drilling parameters influence the ROP and are therefore 

included in the model. An ROP needs to include the effect of all the parameters such as WOB, 

RPM, flow rate, mud density and viscosity. The rock properties of the formations penetrated will 

also affect the ROP. For example, the high abrasiveness of the rock will contribute to accelerated 

bit wear, which in turn reduces ROP. Drilling data, bit parameters, drilling conditions and a known 

ROP all provide data that is used in an ROP model to generate a drill ability resistance. The 

drillability resistance is the resistance the bit has to overcome in order to shear the rock (Hareland 

and Nygaard, 2007). The drillability resistance for different drilling parameters, bit designs and 

geologies can be developed where the goal is to create a unique rock strength log based on ROP 

models regardless of bit type or design (Hareland and Nygaard, 2007). 

 Kerkar et al (2014) presented a method for estimating rock properties and in-situ rock mechanical 

properties in every well, based on calibration from initial rock core analyses and routinely acquired 

drilling data. Kerker analyzed wells drilled in the Lower Triassic Montney Formation E Lobe, 

Alberta, Canada in order to predict rock strength from the depth and time-based drilling data. Well 

A was used for the case study and the well’s orientation and geological layers encountered during 

the drilling operation are shown in Figure 8. 
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Figure 8: Formation Intervals and plot of true vertical depth against measured depth for the horizontal well 

(Well A) completed in Montney Formation E lobe 

 

The depth-based data used in this case study were in 0.5m (1.6ft) increments, while the time-based 

data were every 20s. Figure 9 shows the drilling parameters used as inputs into the D-Series 

software along with the survey data. Table 5 shows the pore pressure, mud weight, plastic viscosity 

and mud type which were extracted from daily drilling reports. The pore pressure of the well 

measured as 14.58 kPa/m at a specific gravity of 1.49 which confirmed underbalanced drilling in 

the lateral section (Kerkar et al., 2014). Drill string specifications were also obtained from daily 

drilling reports and are listed in Table 6. An MSF513M PDC bit from Reed Hycalog was used to 

drill the horizontal section of the well. The bit specifications are listed in Table 7. Additional 

drilling parameters consisting of weight of the hook, number of lines and sheave efficiency were 

set to 27 klbs, 10 and 98% respectively. The SWOB, hook load and topdrive RPM of the well where 

the measured hook load was adjusted for frictional losses in the sheaves of the hoisting system are 

displayed in Figure 10. This adjustment was done after subtracting the weight of the block. The 
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effect of the sheaves on the hook load is displayed in Equations 1 and 2, where Equation 1 refers 

to the raising block and Equation 2 is the lowering block. 

                                                           𝑆ℎ𝑒𝑎𝑣𝑒𝐻𝐿 =
𝐻𝐿𝑜𝑏𝑠

𝑛𝑙𝑖𝑛𝑒𝑠
∙

𝑒∙(1−
1

𝑒𝑛𝑙𝑖𝑛𝑒𝑠
)

𝑒−1
                                            Equation 1                   

 

                                                                  𝑆ℎ𝑒𝑎𝑣𝑒𝐻𝐿 =
𝐻𝐿𝑜𝑏𝑠

𝑛𝑙𝑖𝑛𝑒𝑠
∙

1−𝑒𝑛𝑙𝑖𝑛𝑒𝑠

1−𝑒
                                                Equation 2                            

  

Figure 9: Summary of inputs used in DWOB-DROCK software calculations 

 

 

Figure 10: SWOB, HL, ROP and top-drive RPM from depth-based file of Well A 



18 

Table 5: Depth resolved pore pressure, drilling fluid characteristics of Well A 

 

 

Table 6: Drill string specifications at total depth of well A 

 

 

Table 7: Design specifications of Reed Hycalog MSF513M PDC drill bit 
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The resultant hook load was then further corrected by subtracting the product of the differential 

pressure and cross sectional area of the drill pipe. The weight of each element of the drillstring 

was calculated from the drill string weight of that element multiplied by the buoyancy factor 

(Kerkar et al., 2014). In order to determine if the element was in tension or compression, ((Kerkar 

et al., 2014) used the survey data as a reference.  The forces were then added up from the bottom 

to the surface in an effort to compute the net hook load. Time-based data was used to identify off-

bottom calibration depths at which friction factors were determined iteratively to match the 

surface hook load and net hook load within a 0.5 kDaN tolerance using Equations 3 and 4. The 

DWOB was adjusted by applying standpipe pressure correction to the hook load. DWOB values 

could be further subjected to potential sliding criterion shown in Equation 5 in the buildup section 

of the wellbore and abrasiveness for different formations are shown in Table 8.  

 

              𝐹𝑡𝑜𝑝 = 𝛽𝑤∆𝐿 (𝑐𝑜𝑠𝛼 𝑜𝑟 
𝑠𝑖𝑛𝛼𝑡𝑜𝑝−𝑠𝑖𝑛𝛼𝑏𝑜𝑡𝑡𝑜𝑚

𝛼𝑡𝑜𝑝−𝛼𝑏𝑜𝑡𝑡𝑜𝑚
) − 𝜇 × 𝛽𝑤∆𝐿 (𝑠𝑖𝑛𝛼 𝑜𝑟 

𝑐𝑜𝑠𝛼𝑡𝑜𝑝−𝑐𝑜𝑠𝛼𝑏𝑜𝑡𝑡𝑜𝑚

𝛼𝑡𝑜𝑝−𝛼𝑏𝑜𝑡𝑡𝑜𝑚
) +

                                 (𝐹𝑏𝑜𝑡𝑡𝑜𝑚 − 𝐷𝑊𝑂𝐵 𝑜𝑟 [𝐹𝑏𝑜𝑡𝑡𝑜𝑚 − 𝐷𝑊𝑂𝐵] × 𝑒−𝜇|𝜃|)    (no bending)                     Equation 3               

 

                𝐹𝑡𝑜𝑝 = 𝛽𝑤∆𝐿 (𝑐𝑜𝑠𝛼 𝑜𝑟 
𝑠𝑖𝑛𝛼𝑡𝑜𝑝−𝑠𝑖𝑛𝛼𝑏𝑜𝑡𝑡𝑜𝑚

𝛼𝑡𝑜𝑝−𝛼𝑏𝑜𝑡𝑡𝑜𝑚
) − 𝜇 × 𝛽𝑤∆𝐿 (𝑠𝑖𝑛𝛼 𝑜𝑟 

𝑐𝑜𝑠𝛼𝑡𝑜𝑝−𝑐𝑜𝑠𝛼𝑏𝑜𝑡𝑡𝑜𝑚

𝛼𝑡𝑜𝑝−𝛼𝑏𝑜𝑡𝑡𝑜𝑚
) +

                                                           (𝐹𝑏𝑜𝑡𝑡𝑜𝑚  𝑜𝑟 𝐹𝑏𝑜𝑡𝑡𝑜𝑚 × 𝑒−𝜇|𝜃|)                   ( bending)                        Equation 4                           

 

                  If RPM > 14, no correction in WOB           where, constant=
(

𝑊𝑂𝐵

∆𝑃
)𝑖−2+(

𝑊𝑂𝐵

∆𝑃
)𝐼−3+(

𝑊𝑂𝐵

∆𝑃
)𝑖−4

3
                              

                  If RPM < 14, WOBslide  = constant x ∆p                                                                                       Equation 5                 
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Table 8: Typical gamma ray and abrasiveness constants for different rock types 

 

After selecting a percentage value for SWOB as DWOB, the ROP model developed for PDC drill 

bits presented  by (Hareland and Nygaard, 2007) as illustrated by Equation 6 was used. The PDC 

ROP model considers a force balance between one cutter and the formation in order to derive an 

analytical solution for the entire drill bit face with multiple cutters. The model was empirically 

calibrated with laboratory data obtained with prototype bits tested on a variety of formations. The 

empirical relation was further corrected for drill bit wear function as displayed by Equations 7 

and 8 depending on formation abrasiveness and wellbore cleaning efficiency based on hydraulics. 

Equations accounting for hydraulics are displayed by Equations 9 and 10. In addition to bit wear 

and hydraulic efficiency, the number of blades of a PDC is considered to lower the drilling 

efficiency, this effect is applied using Equation 11. (Kerkar et al., 2014), iteratively matched the 

calculated ROP to the measured ROP to calculate CCS. The coefficients a2, b2 and c2 were 

determined from laboratory tests performed under simulated borehole conditions. The CCS can 

then be correlated to the UCS by using regression constants obtained from laboratory triaxial 

tests. Equations correlating the CCS to the UCS are presented by Equations 12. 

                                                      𝑅𝑂𝑃 = [
𝐾1∙𝑊𝑂𝐵𝑎1∙𝑅𝑃𝑀𝑏1∙𝑐𝑜𝑠(𝑆𝑅)

𝐶𝐶𝑆𝑐1∙𝐷𝑏∙𝑡𝑎𝑛(𝐵𝑅)
] ∙ 𝑊𝑓 ∙ ℎ(𝑥) ∙ 𝑏(𝑥)                             Equation 6             

 

                                                                          𝑊𝑓 = 1 − 𝑎3 (
∆𝐵𝐺

8
)

𝑏3
                                                           Equation 7                 
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                                                                ∆𝐵𝐺 = 𝐶𝑎 ∑ 𝑊𝑂𝐵𝑖 ∙ 𝑅𝑃𝑀𝑖 ∙ 𝐶𝐶𝑆𝑖 ∙ 𝐴𝐵𝑅𝑖
𝑛
𝑖=2                                       Equation 8                    

 

                                                                                   ℎ(𝑥) = 𝑎2 ∙
(𝐻𝑆𝐼∙

𝐽𝑆𝐴

2∙𝐷𝐵
)

𝑏2

𝑅𝑂𝑃𝑐2
                                                             Equation 9 

                      

                                                                                 𝐻𝑆𝐼 =
𝐻𝐻𝑃

𝐴𝐵
=

[𝑄∙𝑃𝐵/1714]

[(
𝜋

4
)∙𝐷𝐵

2]
                                                          Equation 10                 

 

                                                                           𝑏(𝑥) =
𝑅𝑃𝑀(1.02−𝑁𝑏𝑥0.02)

𝑅𝑃𝑀0.92                                                        Equation 11            

             

                                                                                          𝑈𝐶𝑆 =
𝐶𝐶𝑆

1+𝑎𝑠∙𝑃𝑐𝑏𝑠
                                                                 Equation 12 

                    

 

ROP models calculate the rock strength at the bit operating conditions at bottom hole. In ordinary 

drilling parameters, the mud weight is higher than the conditions, therefore ROP models only 

calculate the confined rock strength. Unconfined rock strength can be found using equation 12 

Figure 11 shows sample values for as and bs constants which are calculated based on triaxial testing. 

                                                                      𝑆 = 𝑆𝑜(1 + 𝑎𝑠 ∙ 𝑝𝑒𝑏𝑠)                                                    Equation 13            

 

Figure 11: Determination of as and bs values for shales and sandstones (Hareland and Nygaard, 2007) 
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2.3.2.1.1 ROP Model for Roller/Tricone Bits 

 Hareland and Nygaard (2007) published the ROP models for the two main bit designs that are used 

in the drilling industry. An example of a tricone bit is shown in Figure 12. The two main bit designs 

used are roller cone and drag bits. Roller cone bits have three cones which rotate around their axis 

while drag bits consist of a fixed cutter mechanism which can include cutter blades, diamond stones 

or cutters. The most common type of drag bits are PDC bits which make use of Polycrystalline 

Diamond Compact (PDC) cutters mounted on the bit’s blades or body. The drag bits work by 

fracturing the rock through shearing. Because of the differences in bit design and different 

fracturing abilities observed, the different bit types are treated separately in the ROP models. 

Equation 14 shows the ROP model for roller cone bits as proposed by Warren (1984).  

                                                       𝑅𝑂𝑃 = (
𝑎𝑆2𝑑𝑏

3

𝑅𝑃𝑀𝑏𝑊𝑂𝐵2 +
𝑏

𝑅𝑃𝑀𝑑𝑏
+

𝑐𝑑𝑏
3µ𝑀𝑊

0.000516𝜌𝑞𝑣𝑛
)

−1

                               Equation 14      

 

Figure 12: Tricone bit example (Barzegar et al., 2014) 

The first term of equation 14 defines the maximum rate at which the rock is broken into small chips 

by the bit, the second term modifies the predictions to account for the distribution of the applied 

WOB to more teeth as the WOB is increased and the teeth penetrate deeper into the rock, and the 
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third term models the rate at which the cuttings are removed from the bottom based on the hydraulic 

impact force and the properties of the mud for one set of nozzles (Warren, 1984).  

The Warren model excludes two important parameters which also alter the ROP. The Warren model 

does not consider the effect of overbalance created by the pressure difference (pe) between mud 

weight (MW) and pore pressure (PP). This effect is outlined in equation 15. 

                                                                            𝑝𝑒 = 𝑀𝑊 − 𝑃𝑃                                                  Equation 15              

 Hareland and Hoberock (1993) describe a phenomenon called the chip hold effect that occurs when 

the higher mud weight, compared to the pressure in the pores below the bit, pushes the already 

drilled rock chips to the bottom, thus reducing the effectiveness of the cleaning.  Hareland and 

Hoberock (1993) accounted for this effect by including the following term in the Warren (1984) 

ROP model: 

                                                                    𝑓𝑐(𝑝𝑒) = 𝑐𝑐 + 𝑎𝑐(𝑝𝑒 − 120)𝑏𝑐                                Equation 16              

The second effect that is not accounted for in this model is bit wear. When roller cone bits start to 

wear and become dull, the stress on each cutter is reduced and the dullness increases, thus reducing 

ROP. To account for bit wear, Hareland and Nygaard (2007) introduced the effect of bit wear in 

the ROP model as given in equation 17 below. 

                                                                    𝑊𝑓 = 1.0 −
𝑊𝑐 ∑ 𝑊𝑂𝐵𝐼𝑖=1 𝑅𝑃𝑀𝐼𝐴𝑏𝑟𝑖𝑆𝑖

8.0
                                Equation 17                     

Including the bit wear in the ROP model yields a new ROP equation, which is given in equation 

18. 

                                          𝑅𝑂𝑃 = 𝑊𝑓 (𝑓𝑐(𝑝𝑒) (
𝑎𝑆2𝑑𝑏

3

𝑅𝑃𝑀𝑏𝑊𝑂𝐵2 +
𝑏

𝑅𝑃𝑀𝑑𝑏
) +

𝑐𝑑𝑏
3𝛾𝑓𝜇

0.0005516𝜌𝑞𝑣𝑛
)

−1

            Equation 18                   

Equation 18 models the effects that different operating conditions and rock strength have on ROP. 

The rock strength calculated using this model does not give a uniform rock strength that is 

universally transferrable from well to well when bit design is changed.  Therefore, a large number 



24 

of field and laboratory observations have been analyzed to observe the effect of various operational 

parameters on ROP for rollercone bits. Figure 13 shows the results that were observed from the 

analysis. Figure 13 depicts different operational condition effects on ROP for a rollercone bit. To 

accommodate the results from figure 13, the ROP equation is modified to better simulate the 

operational effects on ROP to the form expressed as equation 19. 

 

 

Figure 13: Normalized effects of operational parameters on ROP for rollercone bits. HHP is hydraulic 

horsepower. PV is plastic viscosity (Hareland and Nygaard, 2007) 

 

                                                                     𝑅𝑂𝑃 = 𝑊𝑓 (𝑓(ℎ𝑦𝑑) (
𝑎𝑆2−𝑏𝑠𝑑𝑏

2

𝑅𝑃𝑀∙𝑊𝑂𝐵2−𝑏𝑠))

−1

                            Equation 19                      

The chip hold function and cutter cleaning of the ROP model in equation 16 is replaced by an effect 

based hydraulic formula that treats the effect of flow rate, mud weight and plastic viscosity, 

hydraulic horsepower, and nozzle sizes according to Figure 13. The rock strength can then be 

calculated by inverting the rollercone bit ROP model in equation 18. 

2.3.2.1.2 ROP Model for PDC bits 

 

PDC bits have different design parameters than rollercone bits and fail the rock by shearing. ROP 

models for PDC bits must therefore treat bit designs differently than rollercone ROP models. Figure 
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14 shows an example of a PDC bit. The operational effects on a set ROP of 30 m/hr for PDC bits 

are shown in Figure 15 and the bit design parameters are shown in Figure 16. The various 

operational parameters have similar ROP trends for both PDC and rollercone bits. Therefore, it can 

be expected that the ROP model for PDC bits can be of a similar form as the ROP model for 

rollercone bits. The ROP model for PDC bits as presented by Kerkler et al (2014) is given by 

Equation 6. 

 

Figure 14: PDC bit (Image from Baker Hughes) 
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Figure 15: Normalized effects of operational parameters on ROP for a PDC bit (Hareland and Nygaard, 

2007) 

 

 

Figure 16: Normalized effects of PDC bit design parameters on ROP (Hareland and Nygaard, 2007) 

 

2.3.2.1.3 Natural Diamond Bit Model 

The Natural Diamond Bit (NDB) model was developed by Rampersad et al.  (1994) to be used if a 

well is to be drilled with NDBs. The NDB model was designed to allow rock penetration by 
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applying a certain WOB on each diamond. The ROP model for NDBs is given by Equation 20. 

Figure 17 depicts an example of an NDB. 

 

 

Figure 17: Natural Diamond bit (Al Dushaishi, Fall 2020) 

 

                                                              𝑅𝑂𝑃 =
14.14∙𝑁𝑠∙𝑅𝑃𝑀∙(𝐴𝑣−𝐴𝑣𝑤)∙𝑐𝑜𝑟𝑟

𝐷𝑏𝑖𝑡
                                           Equation 20 

 

Equations 21 and 22 calculate the mechanical weight on bit where ∆P is the pump off force acting 

on the face of the bit. The equivalent bit radius is defined by Equation 23, and the volume worn by 

each cutter per bit revolution is given by Equation 24. Values for bit data are shown in Table 9. 

                                                                    𝑊𝑂𝐵𝑚𝑒𝑐ℎ = 𝑊𝑂𝐵𝑎𝑝𝑝𝑙𝑖𝑒𝑑 − ∆𝑝𝐴𝑝                                        Equation 21 

                                                                                       

                                                                               ∆𝑝 =
𝐺𝑃𝑀2𝜌

12031(𝐾𝐴)2                                                              Equation 22 

                                                                                       

                                                                            𝑅𝑒 =
𝐷𝑏𝑖𝑡

2√2
                                                             Equation 23 

                                                                           



28 

                                                                 𝑉𝐷 = 𝐶𝑎 ∙ ∑
𝑊𝑂𝐵𝑚𝑒𝑐ℎ∙𝑅𝑃𝑀𝑖∙𝑆𝑖∙𝐴𝑟𝑎𝑏𝑟𝑖

𝑁𝑠∙𝑅𝑒

𝑛
𝑖=1                                        Equation 24 

 

Table 9: Diamond Bits Data (Rampersad et al., 1994) 

 

Equations 25 and 26 calculate the penetration of each diamond and penetration loss due to wear of 

diamond respectively. The front projected area of each diamond is calculated from Equation 27, 

while the projected area of the worn section of a diamond is calculated from Equation 28.  

Rampersad, et al. (1994) accounted for a lithology correction factor shown in Equation 29 which 

is applied to account for anomalies. 

                                                                      𝑃 =
2

𝜋∙𝑑𝑠
(

𝑊𝑂𝐵𝑚𝑒𝑐ℎ

𝑆∙𝑁𝑠
−

𝜋𝑃𝑤𝑑𝑠

2
)                                          Equation 25 

                                                                          

                                                                                   𝑃𝑤 = √2 ∙
𝑉𝐷

𝜋𝑑𝑠
                                                     Equation 26 

                                                              

                                                   𝐴𝑣 = (
𝑑𝑠

2
)2 ∙ 𝑐𝑜𝑠−1(1 −

2𝑃

𝑑𝑠
 ) − √𝑑𝑠 ∙ 𝑃 − 𝑃2(

𝑑𝑠

2
− 𝑃)                  Equation 27 

                                                    

                                                     𝐴𝑣𝑤 = (
𝑑𝑠

2
)2 ∙ 𝑐𝑜𝑠−1(1 −

2𝑃𝑤

𝑑𝑠
 ) − √𝑑𝑠 ∙ 𝑃𝑤 − 𝑃𝑤

2(
𝑑𝑠

2
− 𝑃𝑤)           Equation 28 

                                                                    

                                                                          𝑐𝑜𝑟𝑟 = 𝑎𝑑/𝑅𝑃𝑀𝑏𝑑 ∙ 𝑊𝑂𝐵𝑐𝑑                                     Equation 29 

 

Using the GDL software together with the appropriate bit models calculates the ROP at any 

particular depth (Rampersad et al., 1994). The calculation for cost per foot is given by Equation 30 
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and the process for determining best cost is outlined in Figure 18. For this particular study, 

Rampersad, et al maintained the drilling pressure differential at a constant overbalance of 300 psi 

and the rig cost was set at $600/hr. The tripping and connection times were kept at 1hr/1000ft per 

round trip and 5 min/30ft respectively. Figure 19 shows a typical learning curve obtained from 

running 20 simulations, which proves that by running numerous simulations and adjusting drilling 

parameters, it is possible to obtain the lowest drilling cost (Rampersad et al., 1994). 

                                                                 𝐶𝑓 =
(𝑡𝑟+𝑡𝑡+𝑡𝑐)𝐶𝑟+𝑡𝑟𝐶𝑚+𝐶𝑏

𝐷
                                     Equation 30 

 

Figure 18: Steps in Obtaining Optimum Drilling Cost (Rampersad et al., 1994) 
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Figure 19: Learning Curve for the Interval Drilled (Rampersad et al., 1994) 

 

   2.3.3 Virtual Experience Simulation (VES)  

 

Various drilling simulators have been developed to aid in drilling efficiency. In 1999, Millheim 

and Gaebler created the VES software to account for huge drilling data accumulations that evolve 

from wells drilled in the past. VES software provides a way to retain field drilling experience so 

that it can be easily accessed and learned by others.  Based on a concept of heuristics, which creates 

an interactive learning experience for the user, the unused drilling data is activated into data sets 

for geology, cementing, tripping, logging, penetration rate and unscheduled events. According to 

Millheim and Gaebler (1999), these data sets are then able to retain the field drilling experience 

and knowledge. The concept of heuristics offers a way to retain knowledge and experience that is 

specific to a specific geological and geographical area. Recounting of this knowledge is what is 

done via the use of VES.  Figure 20 represents a critical paradigm of heuristics which suggests a 

model of the simulation of human thought, artificial intelligence and heuristic problem solving. 

Figure 21 shows inert data accumulation operated on by a method to convert the unused data into 

retained knowledge and potential learning. Millheim and Gaebler (1999) created the VES software 

in an effort to make job specific drilling knowledge readily available on a platform for employees 

to learn and access. 
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The process of data activation includes generating tripping times as a function of total depth drilled.  

Millheim and Gaebler calculated the tripping rates of 18 drilled wells by collecting tripping data 

and sorting them in ascending order. Two scatter plots, one for tripping in and one for tripping out 

were then generated as shown in Figure 22. Based on the plots, a second order curve fitting 

polynomial calculation is performed for each data set. The fitting equation is given by Equation 31 

where the resulting parameters are shown in Table 10. 

                                                          𝑇𝑟𝑖𝑝𝑅𝑎𝑡𝑒 = 𝐴 + 𝐵1 ∗ 𝐷𝑒𝑝𝑡ℎ + 𝐵2 ∗ 𝐷𝑒𝑝𝑡ℎ2                        Equation 31 

 

Table 10: Trip Rate Parameters (Millheim and Gaebler, 1999) 

 

 

To extract ROP data, Millheim and Gaebler first digitalized the data according to the specific layers 

taken from master logs containing mud properties, ROP (given in minutes needed to drill 5ft), 

lithology, hydrocarbon gas content and a geological description.  Millheim and Gaebler found the 

importance of the influence of WOB and RPM on drilling performance. By using a technique called 

Isomeric mapping, the user of the software is able to set their decisions and compare different 

effects. Based on the need to give the user the flexibility of choosing WOB and RPM, the idea of 

interpreting the ROP as heights in topographical maps was formulated (Millheim and Gaebler, 

1999). A software program called Surfer V6.02 was used to generate the isomeric maps and the 

dimensional models. Using data from 12 drilled wells, (Millheim and Gaebler, 1999)  Millheim 

and Gaebler built a topographic map for one layer (No.15), where the ROP values were interpreted 

as heights. The isometric map and a 3D model were generated using Surfer V6.02 software as 

shown in Figures 23 and 24 respectively. Regions with better performance are highlighted and 

ranked. The numerals 1, 2, 3, and 4 identify regions where the combination of ROP and WOB 
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shows the best performance. The same analysis or data activation process can be made for each 

activity and parameter of the drilling operation. 

Based on the activated data sets, a complete model is developed where the user has an interactive 

environment to gain insights of a certain domain and test different scenarios. A purpose-built 

software called PowerSim Constructor 2.5D was used to develop the heuristics engine to enable 

the transfer of knowledge stored in the activated data sets. The major data sets support five basic 

processes encountered during drilling which are actual drilling, setting casing, setting lost 

circulation plugs, logging, and coring. These processes are shown in Figure 25. The user’s inputs 

are marked as shaded boxes and the probabilistically based heuristics are unshaded. 

 

Figure 20: Heuristic Triangle (Millheim and Gaebler, 1999) 

 

 

Figure 21: Merging Inert Data Set with the Heuristic Triangle (Millheim and Gaebler, 1999) 
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Figure 22: Trip Rate Derived from Actual Well Data (Millheim and Gaebler, 1999) 

 

 

   Figure 23: ROP Surface Map for Layer 15 in m/hr (Millheim and Gaebler, 1999) 
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Figure 24: 3-Dimensional Surface Map of Layer 15 (Millheim and Gaebler, 1999) 

 

 

Figure 25: VESD Flow Diagram (Millheim and Gaebler, 1999) 

 

2.4 Friction along the wellbore 

 
Wellbore friction occurs between the drillstring and wellbore and can cause surface measurements 

of weight on bit and torque to differ significantly from downhole measurements. In 1987 Falconer, 

et al.  presented a technique to determine friction losses in the drillstring on a foot-by-foot basis at 
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the wellsite by using a mathematical model based on trajectory of the wellbore and the weight and 

dimensions of the individual drillstring components. The model is based on the one proposed by 

Johncsik,et al. (1984) for determining side forces, tension, and torque losses for a drillstring in a 

given wellbore. The forces acting on an element of drillstring are the tensions at each end of the 

element and the buoyant weight of the element as shown in Figure 26. A friction factor for an 

element of drillstring can be calculated by Equations 32 and 33 if the torque and weight loss over 

the element are known. Friction forces acting on a drillstring are depicted in Figure 27 (Johancsik 

et al., 1984). Usually, the torque and weight losses at each element of the drillstring are not known, 

since only two measuring points are available that are at the drillfloor and at the mud tool. The 

model then uses the weight and torque losses calculated from the measurements of surface weight 

on bit (SWOB), MWD downhole weight-on-bit, surface torque, and MWD downhole torque. The 

outputs of DRAG (drillstring/wellbore sliding friction factor) and FRIC (drillstring/wellbore rotary 

friction factor) are the average friction factors along the whole drillstring from the MWD tool to 

the rotary table and can be calculated by Equations 34 and 35. DRAG usually ranges from 0.01 to 

0.05, where anything above 0.05 indicates abnormal drilling while FRIC ranges from 0.15 to 0.13 

are considered normal (Johancsik et al., 1984).                                                  

                                                                𝐹𝑅𝐼𝐶 =
𝑡𝑜𝑟𝑞𝑢𝑒 𝑙𝑜𝑠𝑠 𝑜𝑣𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑠𝑖𝑑𝑒 𝑓𝑜𝑟𝑐𝑒 × 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑟𝑎𝑑𝑖𝑢𝑠
                                     Equation 32 

                                                                             

                                                                        𝐷𝑅𝐴𝐺 =
𝑤𝑒𝑖𝑔ℎ𝑡 𝑙𝑜𝑠𝑠 𝑜𝑣𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑠𝑖𝑑𝑒 𝑓𝑜𝑟𝑐𝑒
                                              Equation 33 

                                                                      

                                                            𝐹𝑅𝐼𝐶 =
𝑇𝑜𝑟𝑞𝑢𝑒 𝑙𝑜𝑠𝑠 𝑜𝑣𝑒𝑟 𝑑𝑟𝑖𝑙𝑙𝑠𝑡𝑟𝑖𝑛𝑔

∑ [𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑠𝑖𝑑𝑒 𝑓𝑜𝑟𝑐𝑒 × 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑟𝑎𝑑𝑖𝑢𝑠]
𝑆𝑢𝑟𝑓𝑎𝑐𝑒
𝑀𝑊𝐷

                      Equation 34 

                                                                         

                                                                 𝐷𝑅𝐴𝐺 =
𝑊𝑒𝑖𝑔ℎ𝑡 𝑙𝑜𝑠𝑠 𝑜𝑣𝑒𝑟 𝑑𝑟𝑖𝑙𝑙𝑠𝑡𝑟𝑖𝑛𝑔

∑ [𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑠𝑖𝑑𝑒 𝑓𝑜𝑟𝑐𝑒]
𝑆𝑢𝑟𝑓𝑎𝑐𝑒
𝑀𝑊𝐷

                                   Equation 35 
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Figure 26: Forces acting on an element of drillstring (Johancsik et al., 1984) 

 

 

Figure 27: Friction forces acting on an element of drillstring (Johancsik et al., 1984) 

In 2012, Wu and Hareland (2012) presented an application of the Finite Element Analysis (FEA) 

model which has the ability to simulate the working behavior of the drillstring during a drilling 

operation. The FEA model takes stiffness into consideration and can also be used to back-calculate 

the friction factor or coefficient between drillstring and casing or formation using off-bottom data. 

Two coordinate systems are required for the FEA of any complex wellbore or drillstring, as 

depicted in Figure 28. The working behavior of the system is then described by the following 

dynamic equations as displayed in Equation 36. Boundaries and constraints can also be applied 

regardless of the complexity of the wellbore as shown in Figure 29. 
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                                                              [𝑀]{Ü} + [𝐶]{𝑈} + [𝐾]{𝑈} = {𝐹}                                       Equation 36 

 

Figure 28: Discretization of the drillstring (Wu and Hareland, 2012) 

 

 

Figure 29: Boundary conditions applied (Wu and Hareland, 2012) 

 

The normal force can be calculated by using equation 37 after the dynamic equations have been 

solved. The friction force can then be calculated using equation 38 if the friction coefficient is 

known (Wu and Hareland, 2012). Wu and Hareland (2012) calculated and analyzed the friction 

coefficients of two wells in western Canada (Well A) and the North Sea (Well B) using the FEA 

model. Well A measured over 14,763 ft in depth, while well B measured over 16,404 ft. Figure 30 
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shows well A’s geometry along with the friction coefficients calculated at three different depths. 

Figures 31 and 32 show a comparison between the SWOB and DWOB as calculated by the FEA 

program for both well A and B respectively. 

                                                    𝐹𝑛 = ((𝐹𝑡 ∙ ∆𝛼 ∙ 𝑠𝑖𝑛�̅�)2 + (𝐹𝑡 ∙ ∆𝜃 + 𝑊 ∙ 𝑠𝑖𝑛�̅�)2)
1

2                        Equation 37 

                                                                                                  

                                                                                𝐹𝑓 = µ ∙ 𝐹𝑛                                                       Equation 38 

 

Figure 30: The coefficients from FEA (Well A) (Wu and Hareland, 2012) 
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Figure 31: SWOB and DWOB from FEA (Well A) (Wu and Hareland, 2012) 

 

 

Figure 32: SWOB and DWOB from FEA (Well B) (Wu and Hareland, 2012) 

2.5 D- Series Software 

 

In 2017, Tahmeen et al. presented a cost-effective system composed of two D-Series software (D-

WOB and D-Rock) developed to estimate wellbore friction coefficient, calculate down-hole 
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weight-on-bit and rock property logs from available surface drilling data. This method presents an 

effective and economic method for using typical drilling data to generate rock strength 

geomechanical logs without the extended costs of logging equipment. An overview of how the D-

Series software works is shown in Figure 33. 

 

Figure 33: D-Series Software (M Tahmeen et al., 2017) 

 

2.5.1 D-WOB Application to calculate friction coefficient and downhole weight-on-bit 

 

Time and depth-based drilling data along with drill string information and survey data serve as the 

inputs into the D-WOB application. The wellbore friction torque and drag (T&D) model presented 

by Fazaelizadeh, et al. (2010) is used to calculate the coefficient of friction and effective downhole 

weight on bit (DWOB) from the surface measurements of WOB, hook load, surface applied RPM 

along with the wellbore survey measurements, standpipe pressure and drill string information. The 

wellbore friction models were developed by considering an element of the drill string in the 
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wellbore filled with drilling fluid and wellbore geometry (Fazaelizadeh et al., 2010). The following 

forces are considered on the drill string element: buoyed weight, axial tension, friction force and 

normal force perpendicular to the contact surface of the wellbore as shown in Figure 34 with a 

representing the drill string element with straight inclined section and b the curved section 

respectively (Mazeda Tahmeen et al., 2014) . 

 

Figure 34: Force balance on drill string elements(Mazeda Tahmeen et al., 2014) 

 

Equation 39 calculates the buoyed weight of the drill string element and equation 40 calculates the 

force balance on a drill string element when the bit is off bottom for a straight inclined section. 

                                                                                                  𝑊 = 𝛽𝑤∆𝐿                                                                  Equation 39 

                                                                                        

                                                                                 𝐹𝑡 = 𝛽𝑤∆𝐿(𝑐𝑜𝑠𝛼 − 𝜇𝑠𝑖𝑛𝛼) + 𝐹𝑏                                        Equation 40 

 

For a curved section in tension, the force balance on a drill string element is calculated by equations 

41 and 42. For a curved section in compression, the force balance on a drill string element presented 

by  Johancsik, et al. (1984) is calculated by equations 43 and 44.  These equations are all used to 

calculate the coefficient of friction when the drill bit is off-bottom as well as the DWOB when the 

drill bit is on-bottom (M Tahmeen et al., 2017).                                       

                                                             𝑐𝑜𝑠𝜃 = 𝑠𝑖𝑛𝛼𝑡𝑠𝑖𝑛𝛼𝑏 𝑐𝑜𝑠(𝜑𝑡 − 𝜑𝑏) + 𝑐𝑜𝑠𝛼𝑡𝑐𝑜𝑠𝛼𝑏                      Equation 41 
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                                                      𝐹𝑡 = 𝛽𝑤∆𝐿 [(
𝑠𝑖𝑛𝛼𝑡−𝑠𝑖𝑛𝛼𝑏

𝛼𝑡−𝛼𝑏
) + 𝜇

(𝑐𝑜𝑠𝛼𝑡−𝑐𝑜𝑠𝛼𝑏)

𝛼𝑡−𝛼𝑏
] + 𝐹𝑏(𝑒−𝜇|𝜃|)                  Equation 42 

                                                    

                                                                     𝐹𝑡 = (𝛽𝑤∆𝐿 [𝑐𝑜𝑠 (
𝛼𝑡+𝛼𝑏

2
)] − 𝜇𝐹𝑛 + 𝐹𝑏                               Equation 43 

 

                     𝐹𝑛 = [[𝐹𝑏(𝜑𝑡 − 𝜑𝑏) sin (
𝑎𝑡+𝑎𝑏

2
)]

2

+ [𝐹𝑏(𝛼𝑡 − 𝛼𝑏) ∙ (βw∆L) sin (
𝛼𝑡+𝛼𝑏

2
)]

2

]

1

2
                   Equation 44 

  

 

Using drilling data from a North American well applied to the lower Eagle Ford formation, 

Tahmeen et al (2017) performed an analysis on depths from 8,661 ft to 11,352 ft. The DWOB was 

calculated using the estimated friction coefficient, depth-based on-bottom drilling data and other 

required inputs. Figure 35 shows the difference between SWOB and calculated DWOB using the 

T&D model. The spikes in the weight on bit profile represent the higher WOB in the sliding mode. 

For the selected depth interval in the horizontal section, the friction coefficient was calibrated at 

each connection and the estimated values ranged from 0.09 to 0.18 (M Tahmeen et al., 2017). The 

calculated effective DWOB was observed to be around 77.6% of the surface measured WOB 

(SWOB) (M Tahmeen et al., 2017). The calculated DWOB values utilizing the T&D models were 

verified with the downhole weight on bit measurements obtained from the Copilot downhole tool, 

as shown in Figure 36 where spikes with higher SWOB can be seen. 
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Figure 35: Downhole WOB (DWOB) profile from D-WOB software (M Tahmeen et al., 2017) 
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Figure 36: Comparison of calculated DWOB with the measurement from Copilot downhole tool (M 

Tahmeen et al., 2017) 

 

2.5.2 D-ROCK Application to calculate CCS and UCS 

 

The outputs from the D-WOB application along with drill bit data, mud information and formation 

lithology are the inputs to the D-ROCK software used to obtain the geomechanical property log. 

By inverting and arranging the ROP models for PDC and rollercone drill bits developed by  

Hareland and Nygaard (2007) to account for the effects of bit wear, drilling parameters such as 

pump flow rate and RPM, and drill bit cutting structure, the rock confined compressive strength 

(CCS) and UCS  can be defined as equations 45 and 46 respectively (M Tahmeen et al., 2017). 
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Formation constants as, bs are calculated using laboratory triaxial test data on reservoir core 

samples and differ according to reservoir and formation type (M Tahmeen et al., 2017). 

                                                           𝐶𝐶𝑆 = [
𝑅𝑂𝑃

𝐾×𝐷𝑊𝑂𝐵𝑏1×𝑅𝑃𝑀𝑐1×ℎ𝑥×𝑊𝑓×𝐵𝑥
]

1

𝑎1
                               Equation 45 

                                                                                        𝑈𝐶𝑆 =
𝐶𝐶𝑆

1+𝑎𝑠×𝑃𝑐
𝑏𝑠

                                                          Equation 46 

                                                                                                                                                                                                            

Using the same drilling data from the North American well applied to the lower Eagle Ford 

formation, the UCS was generated utilizing the DWOB calculated from the combined models for 

both rotary drilling and sliding mode. The UCS log generated from the data is depicted in Figure 

37.  

 

Figure 37: UCS and Young’s modulus logs from D-ROCK software (M Tahmeen et al., 2017)
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CHAPTER III 

 

 

                                                    GARRETT WELL DATA 

 

 

3.1 Background 

 

The Garrett 1-36H well was drilled in 2013 by CLR. The drilling data was provided by CLR and 

contained all the required operational parameters for drilling presented in a time and depth-based 

format with intervals of either one foot or ten seconds. The Garrett well was drilled to a total depth 

(TD) of 17156 ft with a true vertical depth (TVD) of 14211 ft and a horizontal length that stretches 

out to 4980 ft. The Garrett well has a lateral length of 2695 ft and stands at an elevation of 1095 ft. 

3.2 Location 

 

The Garrett 1-36H is located in Stephens County, Oklahoma and was geographically placed in 

Section 36-2S-4W, drilling north in the downdip of the formation. The well card details of the 

Garrett well together with more location details can be found in Figures A1 to A5 of the Appendix. 

The Garrett oil well was targeted for the Caney Shale – a formation in the South-Central Oklahoma 

Oil Province (SCOOP) above the Woodford and Meramec formations near the Arbuckle 

Mountains.  The Garrett landed in the lower zone of the Caney shale. Figure 38 shows a topographic 

vicinity map of the Garrett shown from ground elevation at the surface hole.
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Figure 38: Topographic Vicinity Map of the Garrett Well (Image provided by CLR) 

 

3.4 Well path and Target Reservoir 

 

The Garrett well was drilled at an approximately 60° inclination from the 10,901 ft Kick Off Point 

(KOP). The Garrett was drilled with an original and ‘sidetrack’ section as represented in Figure 39. 

The sidetrack proved to have duplicate data from the original hole where quality control was 

necessary for data analysis. The sidetrack data was not used in the simulation and optimization 

process. Figure 40 shows a more traditional representation of a wellbore trajectory for the Garrett 

well without the sidetrack path. The target zone for the Garrett was in the Reservoir 3 zone of the 

Caney as displayed in Figure 41.  
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Figure 39: Garrett Well Path with Sidetrack 
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Figure 40: Garrett Wellbore Trajectory (Image provided by CLR) 

 

 

Figure 41: Target Reservoir for the Garrett well (Image provided by CLR)
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CHAPTER IV 

 

 

                                                         METHODOLOGY 

 

 

4.1 Overview  

 
In this chapter, a methodology is presented where the simulation and optimization steps are shown, 

as well as the inputs into the PDS and D-WOB software. The purpose of this chapter is to introduce 

the steps that were undertaken to calculate the friction coefficient and DWOB for the Garrett well 

using the D-WOB software and the steps to create the ARSL for the Gallaway from optimization  

using the PDS. The D-WOB application was used to generate DWOB from calculated friction 

coefficients based on equipment and torque and drag data. The D-Series software can also be used 

to calculate CCS, UCS, Young’s Modulus (E), Poisson’s ratio, permeability, and porosity and this 

data can later be utilized to better understand formation integrity, and characteristics along the 

horizontal section of the specific wellbore.  

 

4.2 D-WOB Software 

 
The D-WOB software was run to obtain the coefficient of friction and DWOB on a foot by foot 

basis for the Garrett well. The drilling data was first quality controlled to ensure accuracy and 

remove any redundant data. There is a quality control feature in D-WOB that allows for the depth-

based file to be quality controlled. This feature enables an easier quality control job and smoother 

trends to be formed. Lower and upper bounds for WOB, RPM and ROP can be adjusted to ensure 
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the removal of values outside limits of reasonable extremity that are usually caused by inaccurate 

rig measuring or non-drilling time. The following inputs were necessary in order to run the 

software. 

• Survey data (measured depth, TVD, inclination, and azimuth) 

• Drilling data (date & time, bit depth, measured/hole depth, WOB, RPM, ROP, stand-pipe 

pressure, flow rate, differential pressure, and mud weight) 

• Drill-string configuration (drill-string section lengths including BHA components) 

The time and depth file contains information that enables the T&D models to be executed. The 

BHA file was provided by CLR where each BHA was described in detail. The components were 

averaged according to weight while the length was a summation of the full length of the BHA. The 

survey file included the depth, azimuth, inclination, and dogleg angle. Additional data that was 

necessary to run the application included hook weight, number of lines and sheave efficiency. 

These variables were found from provided drilling data where a 96% sheave efficiency and 10 lines 

were used. The hook weight of 40 klbf was found by plotting the hook load during connection. The 

data was then converted to text files and transferred into the DWOB software.  

 

4.3 The Pason Drilling Simulator Input Files 

 
The PDS uses three main inputs: a lithology file, a drilling parameters file, and a bit design 

parameters file. The lithology file contains all the required information about the formations from 

surface to TD. Table 11 shows an example of the formation types that are present within an input 

lithology file. The drill file contains all necessary operating parameters that are used to generate an 

ARSL. Table 12 shows the different drilling parameter requirements and the corresponding units 

required to run the simulation. The drilling data provided by CLR for the Garrett well contained all 

necessary operational parameters for drilling given in a time and depth-based format. These 

parameters consisted of the WOB, RPM, ROP, hook load, gamma ray, pump pressure and flow rate 
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among other operational parameters. Graphs showing depth versus the Garrett input WOB, RPM 

and ROP were plotted to help analyze fluctuations and trends as these can have an influence on the 

output ARSL. A graph showing the depth versus the input mud weight was also plotted. These 

graphs can be found in Figures A6 to A9 of the appendix. A survey report containing the measured 

depth, inclination, azimuth, and dogleg severity provided a drilling outline of the kickoff point and 

lateral depth. A bit file summarizing the bits used for each section, the section depths, bit nozzle 

sizes, bit grade, and reason for tripping was provided along with a BHA file that contained the mass 

per length of the BHA and individual components for the assembly. Table 13 shows an example of 

the input information required for each type of bit. The PDC bits require some geometry 

characteristics that can be added within the simulator. Lastly, the daily drilling reports were 

obtained which provide a day-to-day analysis of the drilling operation, mud weight details, 

lithology descriptions, and daily costs that provide a key understanding of the drilling data. Using 

all the drilling data and information provided, it was possible to quality control the data using excel 

before converting it into text files required as inputs into the PDS. By ensuring that all start and end 

depths were the same in all input files, bit depths were accurately input, the lithology summation 

at a specific depth didn’t exceed 1 and all negative values were filtered from all input files, it was 

possible to run PDS without any errors. 
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Table 11:: Lithology Input File 

 

 

Table 12: Drilling Parameters Input File 
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Table 13: Bit Input File 

 

 

 4.3.1 Formation Tops 

 
Formation tops, bit information and BHA details were provided from meetings held with CLR. 

Formation tops for both Garrett and Gallaway are listed in Table 14. By adjusting formation tops 

accordingly within the PDS, it was possible to correlate the Garrett ARSL to the Gallaway ARSL 

to match the provided formation top depths for the Gallaway. This process involved stretching and 

shrinking certain geological formations to create an accurate depiction of the Gallaway strength 

log.  
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Table 14: Formation Tops for the Garrett and Gallaway Wells 

 
 
 

  4.3.2 Mud Weight Program (MWP) 

 
Mud weights, presented in a time and depth-based format with intervals of either one foot or ten 

seconds, from the Garrett well were used to create a mud weight program which was used in the 

simulation of the Gallaway well. Figure A7 in the Appendix shows the mud weights used for the 

optimization process. The proposed mud weights for the Gallaway as provided by CLR are shown 

in Table 15 below.  

 

Table 15: Proposed Mud Weights 

 
    

4.3.3 Bit Design and Parameters 

 
The simulations were run with a total of five bits from surface to TD. The Garrett bits which were 

used as the initial bit inputs are shown in Table A1 in the appendix. The proposed bits for the 
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Gallaway later replaced the Garrett bits to suit the new well to be drilled. The specific bits used in 

optimizing the Gallaway are shown in Table 16 below. These bit specifications were provided by 

CLR. A more detailed sectional analysis as well as corresponding bits that were used for each 

section will be discussed in chapter 5. 

Table 16: Bits used in the Gallaway 

Bit ID 

Bit 

size Nozzle size (in) 

Baker HC 6055 17.5 7x12 

Baker 506 12.25 6x16 

Baker 405 12.25 5x13 

Reed 713 8.75 5x13, 2x14 

 

4.3.4 Motor RPM 

 
A motor RPM was incorporated in the optimization process of the 12.25’’ and 8.75’’ sections. A 

0.08 revolutions per gallon (rpg) motor was used in the 12.25” section and a 0.2 rpg motor was 

used in the 8.75” section in the turn (build section). The motor RPM was used with flowrate to 

determine the bit RPM in sliding and rotating mode which is necessary in order to accurately 

optimize the sections based on the drilling mode used. The motor RPM was added to the surface 

RPM to get the bit total RPM. By knowing both the optimized bit RPM and motor RPM, the surface 

RPM was calculated using Equation 40. 

                                                 𝐵𝑖𝑡 𝑅𝑃𝑀 = 𝑆𝑢𝑟𝑓𝑎𝑐𝑒𝑅𝑃𝑀 +  𝑀𝑜𝑡𝑜𝑟 𝑅𝑃𝑀                               Equation 47
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CHAPTER V 

 

 

                                                               RESULTS 

 

 

5.1 Overview 

 

The following section presents results obtained from the D-WOB software and PDS optimization. 

The outputs for both the PDS and D-WOB software are discussed and outlined in this chapter. 

Results from the D-WOB software showing the coefficient of friction, D-WOB and SWOB for the 

Garrett well will also be discussed and results presented. A completely optimized drilling program 

for the Gallaway well will be presented in this chapter and a comprehensive and detailed sectional 

analysis will be outlined, and results explained. A discussion section explaining other optimization 

alternatives is explained and lastly, a recommendation for the Gallaway drilling plan will be drawn 

from the optimization results. 

5.2 Garrett Well D-WOB Results 

 

The D-WOB software was run to find the coefficient of friction and DWOB for the Garrett well. 

Drilling data from the Garrett lateral section was used to analyze the results. The D-WOB software 

uses time-based data when the drillstring is lowered before touching the bottom of the hole between 

connections. As the drillstring is not touching the bottom and WOB is zero, the friction coefficient 

can be obtained iteratively using the hook load by subtracting the hook weight and the sheave 

friction and then comparing it to the calculated buoyant drill string weight minus the friction 

component.  The friction component is then determined iteratively by taking the survey and string 
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weight components into account. The wellbore friction for the Garrett lateral is presented in Figure 

42 and shows a graphical representation of the average friction that occurs along that wellbore as 

obtained from D-WOB. The friction coefficient varies as the well approaches the lateral. This 

deviation can cause a spike in the friction which can be observed in the graph at 12,000ft. The 

comparison plot consisting of the DWOB and SWOB plotted side by side is also shown in Figure 

42. These plots were used to address the difference in WOB that is observed throughout the 

wellbore which is approximately 5-10 klbf. For a vertical well, this difference is zero as there is a 

100% weight transfer from the surface to the bit. 
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                     Figure 42: Friction Coefficient and (SWOB Vs DWOB)         
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5.3 Pason Drilling Simulator Results 

 
A detailed simulation and optimization approach implemented for the Gallaway is outlined below 

for each section. Figure 43 shows a plot of the Garrett well before the optimization process which 

shows the original ARSL before any alterations. 

 

Figure 43: Original Garrett Simulation window 

 

Optimized results for the Gallaway showing the generated ARSL are depicted in Figure 44. Figure 

45 shows the finalized simulation sectional parameters. A total rotating time of 394 hrs (16 days) 

was seen for the simulation using a total of 5 bits for the entire well and 150 hrs was seen up to 

KOP. The Gallaway well kicks off 2,960 ft further down than the Garrett at 13,861 ft. A total 

optimized rotating time of 150 hrs up to KOP could mean a reduction in rotating time and cost per 

foot for the Gallaway well.   
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17.5’’ Section 

Optimization in the 17.5’’ section resulted in an average ROP of 167 ft/hr. Controlled drilling was 

advised for this section due to potential hole cleaning issues when drilling faster. 

12.25’’ Section 

Two HC-bits with tier 1 cutters were used to drill the 12.25’’ section. This section was simulated 

using a WOB range of 35-60 klbs at an average ROP of 58 ft/hr and 37 ft/hr for bit 1 and bit 2 

respectively. A 0.08 rpg motor was also used in this section which resulted in a motor RPM of 60 

RPM at a mud flowrate of 750 GPM for the entire section and a recommended surface RPM from 

10 to 25 RPM. 

8.75’’ Section (Turn) 

The Gallaway well kicks off at 13,861 ft with an estimated 85% sliding and 15% rotating. An HC 

405 bit was used throughout this section with a simulated downhole WOB of 25 klbs resulting in 

an average ROP of 54 ft/hr. Estimated averaged parameters were applied in rotating mode since 

the prediction of sliding depths is impossible. It was advised to maintain the same differential 

pressure in sliding mode as when rotating with the 25 klbs for the entire section. A 0.2 rpg motor 

was also used throughout the section which yielded an 85 motor RPM at a mud flowrate of 425 

GPM and a recommended 20 RPM at the surface. 

8.75’’ Section (Lateral) 

An RH-713 bit with tier 1 cutters was used in the lateral with an estimated 95% rotating and 5% 

sliding. Downhole WOB in rotating mode was simulated with 20 klbs at an RPM of 195 resulting 

in an average ROP of 72 ft/hr. A 0.2 rpg motor was also used throughout the section which yielded 

85 RPM at a mud flowrate of 425 GPM and a recommended 110 RPM at surface. 
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                        Figure 44: PDS Optimized Results 

 

 
 

                           Figure 45: Detailed Simulation Sectional Parameter Results 
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5.4 Discussion 

 

A separate set of simulations were made using three bits in the 12.25’’ section instead of two bits. 

The addition of the new bit resulted in a total of six bits used for the entire well. This was done to 

run a comparison and see how three bits in the 12.25’’ section would affect the average well ROP 

and total rotating time. The use of an extra bit in the 12.25’’ section resulted in a 52 hr reduction in 

rotating time and a 9 ft/hr increase in average ROP but also added in trip time and bit cost. Figure 

46 shows a total well time comparison between two and three bits in the 12.25’’ section. Table 17 

summarizes the ROP, and total rotating time observed for the two scenarios.  The optimized results 

for a total of six bits showing the generated ARSL are depicted in Figure 47. Figure 48 shows the 

finalized simulation sectional parameters. A total rotating time of 342 hrs (14 days) was observed 

for the simulation using a total of 6 bits. 

Table 17: Two vs Three bits summary 

 
 
 
 

 
Figure 46: Two vs Three bits time comparison 

0

5000

10000

15000

20000

25000

30000

0 100 200 300 400

D
ep

th
,f

t

Time,hrs 

2 bits vs 3 bits

2 bits

3 bits



64 

 
      Figure 47: PDS Optimized Results for six bits 

 

 
         Figure 48: Finalized simulation sectional parameters for six bits 
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 5.5 Recommendation 

 

The concern with using three bits is that a higher WOB is required in longer intervals where 

torquing up the Down Hole Motor (DHM) could be an issue. Even though a higher ROP was 

generated when using three bits which in turn lessened the total rotating time, adding the trip time 

and bit cost still makes the two cases a wash. Due to the additional trip cost, bit cost and potential 

for DHM stalling at higher WOB over longer periods, 2 bits in the 12.25” section seems like the 

most reasonable option.
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CHAPTER VI 

 

 

                             CONCLUSIONS 

 

 

In the thesis herein, an ARSL was generated using the PDS and drilling data from an adjacent offset 

well (Garrett) to plan for a new well (Gallaway) to be drilled. Alongside the PDS, the D-WOB 

software was run to calculate the friction coefficient and DWOB of the Garrett well.  

The D-WOB software can be used to run a comparison between the DWOB and SWOB and verify 

the effect of friction along the wellbore. The PDS has the capacity to simulate and optimize a 

drilling process and generate an ARSL completely based on offset well data. This research shows 

how the use of the drilling ROP models (PDS), and T&D (D-WOB) can be used to predict both 

ROP and rock strength for upcoming wells.  

A recommendation based on the optimization procedure and equipment limitations was drawn and 

indicates that the use of two bits in the 12.25” was the most reasonable and cost-effective option. 

This research further proves that the ROP and DWOB are critical variables in determining an 

efficient and cost-effective drilling operation. Increasing the WOB improves drilling efficiency, 

however, it is critical to increase the WOB and reduce the RPM when encountering abrasive zones 

to avoid excessive wearing of the bit.
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CHAPTER VII 

 

 

                                 FUTURE WORK AND RECOMMENDATIONS 

 

 

The use of the drilling simulator creates more avenues for data validation and verification. The 

ARSL log generated by the PDS will be used to verify and validate the accuracy of the software by 

overlaying the adjusted Garrett ARSL with the ARSL that will be generated from Gallaway drilling 

data and adjusted DWOB from the D-WOB software. The strength log generated from the 

Gallaway by the PDS should match the strength log generated from the Garrett if the provided 

information on formation tops, drilling data and bit designs by CLR are correct. This process will 

start as soon as the drilling data has been provided by CLR. The ARSL generated for the Gallaway 

can later be used to plan and simulate for future wells to obtain an accelerated learning curve for 

wells to be drilled in the Caney formation in SW Oklahoma.  
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Figure A1: Well Location Plat 
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Figure A2: Well Site  
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Figure A3: Well card details 1 

 

 

 

Figure A4: Well card details 2 
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Figure A5: Monthly Production of the Garrett Well 

 

Table A1:  Garrett Bit Details 
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Figure A6: Garrett Input ROP 
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Figure A7: Garrett Mud Weight 
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Figure A8: Garrett Input WOB 
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Figure A9: Garrett Input RPM
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