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Abstract: Ground-source heat pump systems utilizing vertical borehole ground heat
exchangers are energy efficient. The most accurate method for sizing the boreholes is
based on simulations which make use of superposition of a unit-step thermal response
g-function. Due to long calculation times, a library of g-functions was constructed in
the 1990’s and is still utilized in ground heat exchanger design tools. Peer-reviewed
literature has been silent concerning the expansion of the library or further improve-
ments to the closed source g-function calculation program.

g-Functions can now be computed by utilizing a recently developed open-source pro-
gram, pyfunction. Version 1.1 of pygfunction had excessive memory consumption for
large borehole fields, motivating development of an alternative program written in
C++, named cpgfunction. The program, when coupled with an adaptive discretiza-
tion scheme, provided the ability to compute a new expanded library of g-functions.
A pure C++ fork of cpgfunction, named cpgfunctionEP, has been integrated into the
whole building energy simulation program, EnergyPlus�, as a third-party g-function
calculation tool. Early versions of cpgfunction were faster than pygfunction for most
cases, though recent developments in pygfunction have broken the computation bar-
rier for g-function calculation and reduced memory consumption. g-Functions are
computed live time in a newly developed Ground Heat Exchanger Design Toolbox
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CHAPTER I

Introduction

1.1 Background

Energy engineering is the practice of improving existing systems to more efficiently

consume energy, and in some cases improve living conditions. Commercial and res-

idential buildings consume nearly 50% of primary energy consumed in the United

States (https://www.eia.gov/consumption/), and are a common place for energy

engineers to replace existing equipment with more efficient devices. To enable en-

ergy engineering for design of new buildings or retrofits, significant research has been

put into building energy analysis and simulation programs. A substantial portion

of energy consumed by buildings falls into the category of heating ventilation and

air-conditioning (HVAC), and there is room to improve the design of devices that

transfer heat in and out of buildings so that energy can be more efficiently consumed.

A heat pump makes efficient use of electricity to transfer heat in the opposite

direction of natural flow1. Reversible heat pumps contain internal valves that allow

heating or cooling to be provided, utilizing an external heat source or heat sink. The

source/sink medium can be air, water or ground (Ingersoll et al., 1948). Air source

heat pumps used for heating can become ineffective due to frost formation on the

heat exchanger that inhibits heat transfer with the air. However, a water source heat

pump (WSHP) interfacing with an adequate volume of water, such as a large pond,

lake, or river can operate in cold weather, and can reduce energy consumption year

1The second law of thermodynamics states that the natural path of heat transfer is always from
hot to cold

1
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round due to higher thermal properties present in the fluid and less fluctuation2 in

temperature than the outdoor air. Large bodies of water or rivers are not available

at every building site. However, the ground is an infinite media with a large thermal

mass at a consistent favorable temperature below a depth of 5 m (16.4 ft) (Florides

and Kalogirou, 2007).

A WSHP can be coupled to a ground heat exchanger (GHE), or a network of

pipes buried in the ground, to form a ground source heat pump (GSHP). A heat

carrier fluid is pumped throughout the GHE to transfer heat to or from the ground

via convection heat transfer. In the summer months while the heat pump is in cooling

mode, heat is rejected to the ground, while in the winter months in heating mode heat

is extracted from the ground. GHEs can be open or closed systems. An example of an

open system is a extraction/injection well, where water is extracted from a well and

then injected back into the ground near the well. Closed systems include horizontal,

slinky or vertical networks (Florides and Kalogirou, 2007).

In North America, the most common GHE consist of vertically drilled boreholes

with single U-tube pipes connected in parallel flow. Double or multiple U-tubes can be

used but are less common. Concentric or co-axial heat exchangers are sometimes used

for deep boreholes. U-tubes are typically made of high density polyethylene (HDPE).

The installation process includes drilling a vertical borehole, feeding the U-tube(s)

into the hole and back filling with grout. The tubes can be weighted to help with the

downward feed, and a tube through which grout is pumped is attached to the U-tube,

but retracted as the borehole is backfilled. The purpose of the grout is to protect the

groundwater from surface infiltration and provide good thermal contact between the

tubes and the borehole wall. The circulating heat carrier fluid in a vertical borehole

GHE is commonly water or an anti-freeze/water solution.

2By Carnot’s equations for maximum theoretical heat pump efficiency, it can be determined that
the ideal heat pump performance can be achieved when the external body’s temperature approaches
the indoor temperature.
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This thesis focuses on the recent developments of computer programs that enable

the design of improved vertical borehole GHE systems to increase energy efficiency

of HVAC systems in buildings. Throughout the remainder of this manuscript, the

terms vertical borehole GHE and GHE are interchanged.

1.2 Ground Heat Exchanger Potential

GSHPs have a high installation cost when compared to ASHPs. The high initial

installation cost of vertical borehole GHEs is typically viewed as the primary hurdle

behind widespread adoption (Hughes, 2008). The costs associated with the installa-

tion of a GSHP include one or multiple water source heat pump(s), circulation pump,

grout, high density polyethylene pipe, drilling costs3, and labor for piping and heat

pump installation (Fyffe et al., 2011).

GSHP systems save energy and in return money and resources each year, where

the average payback time period was from 8.6 to 12 years in 2006 (Liu, 2010). In-

stallation of a large-scale ground source heat pump system during construction of a

new neighborhood could reduce payback time due to economies of scale (Fyffe et al.,

2011). A Residential Energy Consumption Survey in 2015 (Figure 1.1) found that

space heating, water heating and air conditioning account for more than 70% of en-

ergy consumption in households. A GSHP could reduce the water heating energy

consumed in the summer months by rejecting heat to indoor water storage as well

as the ground. Liu (2010) conducted a national GSHP retrofit study where he found

that replacement of space-heating, water-heating and air-conditioning with GSHPs

could reduce energy consumption associated with HVAC and water heating by 45.1%,

a savings of 4.2 quadrillion BTUs at the time.

The data plotted in Figure 1.1 make it clear that there is a great dependence on

petroleum and gas for space and water heating in homes. Transition from gas heating

3The drilling costs per foot for large and small systems is between $5-$7 and $8-$10, respectively
(Fyffe et al., 2011).

3



to efficient heating with electricity can make a home or building safer and cleaner. If

electricity is produced by gas, the primary energy consumption of the GSHP system

will only be lower than the gas furnace if the GSHP system performance factor mul-

tiplied by the power plant efficiency is higher than the gas furnace efficiency. GSHP

systems that are well-designed will usually meet this criterion, but there are also

poor GSHP systems that won’t. Therefore, GSHP technology provides the potential

to reduce total primary energy consumption in residential homes and relinquish the

dependence on gas product combustion for heating purposes.

Figure 1.1: US household energy consumption by end-use in quadrillion British ther-
mal units (BTUs) and billion dollars in 2015
(https://www.eia.gov/todayinenergy/detail.php?id=37433).

Design and installation of GSHPs during initial construction and retrofits are not

limited to residential housing. To enable energy efficiency research for commercial

buildings, a database of files that describe fifteen commercial building types and one

multifamily residential building for pre-1980, post 1980 and new construction have

been created (Deru et al., 2011). There are weather data files for 1042 locations in

the USA. The files are formatted to be input into a whole building energy simulation

program, EnergyPlus. These building reference models represent more than 60% of

4
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commercial buildings. They do not represent any building in particular, but can be

used as reference for design and modified to more closely resemble a specific building.

A building reference model and a weather data file can be simulated to create hourly

building loads for the year. Hourly building heating and cooling loads are a necessary

input for the design of GHE’s. Other inputs for GHE design will be discussed in

Section 1.3.

1.3 Borehole Thermal Interaction

The circulating fluid exits the borehole field and interfaces with the heat pump. The

heat pump moves heat out of the building in the summer and moves heat into the

building in the winter. The heat pump extracts or rejects heat to the circulating fluid,

which causes the fluid entering the GHE to be different than the exiting temperature.

That temperature difference causes convection heat transfer to occur inside of the

GHE piping. Conduction heat transfer then ensues inside of the borehole through

the grout. There are three heat flow paths inside of a borehole heat exchanger with

two pipes: heat transfer between the fluids in opposite flow, heat transfer from the

pipe with entering fluid to the borehole wall and heat transfer from the pipe with

exiting fluid to the borehole wall (Hellström, 1991). The resistance network can be

drawn as a triangle with two vertices located at each pipe, and one at the borehole

wall. A top view of a single U-tube and its associated ∆-circuit is shown in Figure 1.2.

The internal borehole thermal resistance network approximately reaches steady state

at the breaking time, tb = 5r2b/αg (Eskilson and Claesson, 1988).

The heat is then conducted through the ground (commonly referred to as soil

to reduce confusion in subscripts between grout). In a field of boreholes, thermal

interaction can play a significant role in the performance of the GHE. A borefield

too small and of too tightly packed boreholes could allow the circulating fluid to

overheat or freeze. A borefield too large would be unnecessarily expensive. Thus,

5



Figure 1.2: Top view of a single U-tube borehole heat exchanger with its correspond-
ing delta circuit.

there is a need for design tools that can simulate the circulating fluid temperature,

and account for the short-term internal borehole heat transfer, and the long-term

thermal interaction of boreholes. More details about existing design tools are given

in Section 1.4.

Eskilson (1987) developed techniques and a 3600 line Fortran program (Eskilson,

1986), named Superposition Borehole Model (SBM), to quantify long-term thermal

buildup in a ground heat exchanger. The theory was based on a continuous point

source (Ingersoll et al., 1948) integrated over a finite length, located in a semi-infinite

homogeneous medium. The point source integrated over a finite length has been

referred to as a finite line source. Eskilson’s solution was derived from Fourier’s lin-

ear partial differential equation describing conduction of heat in solids. The solution

could determine a temperature at any radial distance from the finite line source, at

any depth in the medium and any time. The temperature rise at a single location

in the medium could be found by summation, or superposition, of multiple finite

line sources. Eskilson tabulated the average change in borehole wall temperature

due to a constant rate of heat rejection. The thermal response functions were made
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dimensionless by careful consideration of the rate of heat rejection rate and ther-

mal conductivity of the soil. Eskilson’s thermal response g-functions quantified the

dimensionless average change in borehole wall temperature, and have been used in

design tools by superimposing a time varying heat extraction/rejection rate (building

heating and cooling loads) (Cimmino, 2019).

∆T̄b =
1

2πks

∫ t

0

dQ̇′
b(τ)

dt
g(t− τ)dτ (1.1)

Eskilson’s g-functions are applicable to the thermal interaction in the medium

between the outer borehole walls and have been referred to as the long-time step

g-function. Methods for quantifying the short-term thermal response inside of the

borehole were developed by Yavuzturk and Spitler (1999). Yavuzturk and Spitler

(1999) developed a short-term dimensionless response function that utilized a two-

dimensional transient finite volume numerical model for a borehole containing a sin-

gle U-tube. The short-term response model was used to extend the g-function to

shorter time steps. The computation time of these short-time step g-functions was

quick enough that they were not tabulated for interpolation. Xu and Spitler (2006)

simplified the numerical grid used in the calculation of the short-time step to be one

dimensional by considering the single U-tube borehole heat exchanger as a single pipe.

The equivalent single pipe was determined by conserving the volume of the fluid, pipe

and the borehole thermal resistance. Short and long-term g-functions are shown in

Figure 1.3. More details on the short-term g-functions can be found in (Young, 2004;

Claesson and Javed, 2011).

Further details for calculation of the long-term g-function are described in Chap-

ter II. The short-time step of (Xu and Spitler, 2006) is utilized in the new Ground

Heat Exchanger Design Tool and its use is discussed in Chapter III.
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Figure 1.3: Short (Xu and Spitler, 2006) and long-time step g-functions (Cimmino,
2015, 2018b) for a single U-tube with 0.2 L/s per borehole flow rate, 3/4 inch nominal
high density polyethylene piping, a borehole radius of 150 mm. The long term g-
functions are computed with a burial depth of 2m, a uniform borehole spacing of 5m
and a borehole length of 96m.

1.4 Existing Design Tools and Limitations

Eskilson and Claesson (1988) discussed the SBM simulation model for a ground heat

exchanger with options to pipe the network in parallel, series or a hybrid of the two.

The purpose of the simulation model is to determine the evolution of fluid tempera-

tures throughout time. The heat pump entering (or the heat exchanger exiting) fluid

temperatures are commonly used as the design constraints for sizing a system. Typ-

ically, a heating dominated building (ground extraction dominated) is constrained

by the peak minimum temperature, whereas a cooling dominated building (ground

8



rejection dominated) typically4 is constrained by the peak maximum temperatures.

Taking a cooling-dominated building as an example, for a specific borehole configu-

ration, moving boreholes further apart means reducing the peak heat pump entering

fluid temperature. The sizing process for simulation-based design varies the spacing

between or height of the boreholes so that the peak temperature does not exceed a

user defined constraint.

Simulation based design tools like that of Eskilson and Claesson (1988) are not

the only method for sizing GHEs. Cullin (2008) discussed a simplified design ap-

proach developed by Kavanaugh (1992); Kavanaugh and Rafferty (1997) that can be

worked by hand. The method has been presented in the American Society of Heat-

ing, Refrigeration and Air-conditioning Engineers (ASHRAE) HVAC Applications

Handbook (ASHRAE, 2011) and has been referred to as the “handbook method”.

However, Cullin et al. (2015) found the handbook method to have low accuracy.

Cullin et al. compared the sizing results procured by the simulation based design

of Spitler (2000) coupled with the hybrid time step procedure of Cullin and Spitler

(2011) (GLHEPRO) to that of Kavanaugh and Rafferty (1997). Measurement devices

installed on four ground heat exchangers provided the heating and cooling loads and

the fluid temperatures. The premises of the work was that using measured loads and

measured peak heat pump entering fluid temperature limits should result in sizing of

ground heat exchangers of the actual depth. The result was that the simulation-based

design depth was predicted within 6% of the actual for all four cases, whereas the

handbook method ranged from -21% (undersized) to 103% (over-sized).

Hellström and Sanner (1994) developed a ground heat exchanger design program

named Earth Energy Designer (EED) that utilized Eskilson’s SBM. The original Ver-

sion of EED touted several new features, including a graphical user interface written

4Depending on the choice of design minimum temperature and the date of the start of operation,
it is also possible that a cooling-dominated system may be constrained by the minimum temperature
limit being reached in the first year of operation.
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in Pascal, a database of ground thermal properties, estimation of the borehole ther-

mal resistance based on a pipe material database, the ability to control the circulating

fluid flow rate and access to a database of g-functions that could be quickly accessed.

The program consists of proprietary closed-source software. EED is commercially

available and has seen many updates. While there have been no improvements to

the SBM, or an expansion of the original database discussed in the peer-reviewed lit-

erature, the computer manual for EED Version 3 (BLOCON, 2015) contained more

configurations and introduced an optimization procedure that searches over config-

urations in the database. The optimization procedure can be done on a height or

cost basis. The procedure is not well described in the manual, but it appears to per-

form an exhaustive search over all configurations that will fit within a user-specified

rectangular land area, using a user-specified range of borehole spacing and borehole

depth with a maximum number of boreholes. A constant expansion factor for the

borehole spacing search can be user defined or automatically determined. The de-

termined configurations appear to be limited to contain uniform spacing in the x-

and y-directions (all of the configurations in the database contain a uniform borehole

spacing). A detailed list of results for various configurations is shown in an example,

where the detailed list can be sorted by category (e.g. total length or cost). The

optimization of cost is based on inputs for fixed cost of the system and each borehole

as well as the cost per length of drilling the boreholes and the trenching between the

boreholes. EED version 4 (BLOCON, 2017) introduced a mapping procedure that

can map irregular configurations to regular configurations in the library. It is stated

that the number of boreholes for the mapped field will typically be near the same as

the input field. Therefore, the size of the irregular configurations are limited to what

exists in the library computed by SBM. Examples provided appear to show accurate

results for the mapping procedure (within ±0.4 °C for both examples), though the

specific mathematical methodology remains undisclosed.

10



The database of g-functions, computed by Hellström via the SBM program, is also

utilized for simulation of ground heat exchangers in the Ground Loop Heat Exchanger

Professional (GLHEPRO) (Spitler, 2000) program. Malayappan and Spitler (2013)

implemented the simplified single integral analytical solution of Claesson and Javed

(2011) for computing the g-functions in GLHEPRO. However, the conclusion was

that the method greatly over approximated the g-functions for larger configurations,

so the method is recommended for a maximum of 36 boreholes.

EnergyPlus� (DOE, 2021) can perform a whole building energy simulation that

includes a ground coupled heat pump. Prior to Version 9.6.0, the two methods for

g-functions in EnergyPlus were either to compute a g-function utilizing the solution

of Claesson and Javed (2011), or to input a computed g-function. Prior to this work,

the recent monumental development of an open-source g-function calculation toolbox

by Cimmino (2018b), named pygfunction, could have been utilized to compute g-

functions for input to EnergyPlus. As part of the work described in this thesis,

EnergyPlus Version 9.6.0 is improved with the g-function calculation of Cook and

Spitler (2021) and an adaptive discretization scheme discussed in Chapter II.

In summary, the calculation of thermal responses between the boreholes in existing

design tools rely on low-accuracy manual methods, libraries, g-function calculations

with constraints on the number of boreholes, or in the case of EED some undisclosed

proprietary mapping procedure. To date, GLHEPRO requires a manual description

of the locations of boreholes, rather than a description of the available land area with

an optimized field being returned. EED contains the ability to perform an exhaustive

search over all (or a subset of) configurations available in the library. The required

inputs are a rectangular land area description, borehole spacing range (minimum

and maximum), borehole height range and a maximum number of boreholes. All

configurations that can be sized within the specified bounds are sized and placed into

a table. The table can be sorted in descending or ascending order by the category of
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primary interest (e.g. total length or cost). EED only utilizes borefields with equal

spacing in both directions, and the outer land description can only be described by a

rectangle.

This thesis describes a new program with a novel borehole configuration selection

methodology. The new program contains improved optimization in many aspects

when compared to EED, such as: a live-time g-function calculation that considers the

heat distribution in a more realistic manner (via pygfunction), ability to automatically

determine configurations with unequal x- and y-spacing, the outer land description

can be defined by polygonal vertices and inner polygonal no-drilling zones can be

defined. Additionally, the authors desire for this work is that it be open-source where

researchers can directly build off of the work to improve design methodologies in the

future. This desired approach is significantly different from the existing proprietary

GHE design programs.

1.5 Objectives

The primary objective of this work is the development of a new Ground Heat Ex-

changer Design Tool (GHEDT) that can can find an optimal configuration and de-

termine the required depth quickly5. GHEDT is both a standalone program and

serves as an automated design tool for quantifying economic benefits for use in an

online techno-economic program (Liu et al., 2020). To quantify the energy savings,

GHEDT generates input data for EnergyPlus. The capabilities of GHEDT include:

• Compute the effective borehole thermal resistance for any borehole containing

a single U-tube, multiple U-tubes or a coaxial tube.

• Compute an equivalent single U-tube based on any multiple U-tube or coaxial

GHE so that EnergyPlus can simulate the system (EnergyPlus currently can

5The original goal of this work was to automatically determine a configuration and size it within
5 minutes, though all but one routine completes in less than 30 seconds, and the longer routine
completes in around 1.5 minutes.
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only accept single U-tube piping arrangements).

• Perform an accurate and fast simulation of ground heat exchangers using g-

functions computed on the fly. The long-time step g-functions are computed by

the method of Prieto and Cimmino (2021), and the short-time step g-functions

are computed by the method of Xu and Spitler (2006).

• Develop a final sizing methodology to determine the required borehole depth

for a specific configuration.

• Automatically place boreholes within a user-defined land area. This is coupled

with a domain search to find an optimal configuration for a target drilling depth.

The more advanced design routines allow unequal spacing in each direction, the

ability to define an outer polygonal available land area and inner polygonal

unavailable areas.

1.6 Outline

The objective of this work is to develop a new ground heat exchanger design program

that can perform the simulation and sizing tasks like existing design tools (GLHE-

PRO, EED) in addition to novel optimized placement and sizing of boreholes based on

an outer polygonal land constraint with the optional ability to define inner no-drilling

zones.

• Chapter II Discusses the development of cpgfunction and why it was necessary,

an adaptive discretization scheme, a new g-function calculation for EnergyPlus

(cpgfunctionEP), a library of g-functions computed for use in GHE design tools

and an interpolation procedure utilized in GHEDT. Recent improvements to

the g-function calculation of pygfunction and cpgfunction are discussed.

• Chapter III presents the simulation and sizing methodology of GHEDT. The

ability to compute equivalent single U-tubes based on any multiple U-tube or
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coaxial tube configuration is discussed. Sizing results of GHEDT are validated

against the existing design tool, GLHEPRO.

• Chapter IV discusses recent improvements to pygfunction that allow fast and ac-

curate on the fly g-function calculation. Novel design algorithms, implemented

in GHEDT, for automated borehole placement are presented and proven to be

useful and robust.

• Chapter V contains conclusions and recommendations for future work.
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CHAPTER II

Ground Thermal Response g-Functions

2.1 Introduction

Ground-source heat pump (GSHP) systems are an energy-efficient, low-emission means

of heating and cooling buildings. Particularly for larger systems serving commercial

and institutional buildings, ground heat exchangers consisting of multiple vertical

boreholes are commonly used to provide the heat source and/or heat sink. Ground

heat exchangers represent a significant portion of the system first cost, and methods

to optimize the design by reducing the amount of drilling required are discussed in

Chapter IV.

A vertical borehole ground heat exchanger (GHE) consists of holes drilled into the

ground with high density polyethylene piping inserted that circulates a heat exchange

fluid to transfer heat between the fluid and the ground. The piping may be configured

as a single U-tube, double U-tube, or a coaxial arrangement. In most of North

America and much of the rest of the world, the holes are backfilled with grout to

prevent infiltration of polluted surface water into the ground and any aquifers present.

As a secondary effect, the grout facilitates conduction heat transfer, though it is

common for the grout to have a lower thermal conductivity than the surrounding

ground. In Scandinavia, GHEs are commonly filled with groundwater, relying on a

well top and steel casing into the bedrock to protect the groundwater from surface

pollutants. Common heat exchange fluids are alcohols (methyl or ethyl) and glycols

(propylene or ethylene) mixed with water.

The long-time scales associated with heat transfer in the ground make estimating
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the borehole-to-borehole thermal influence a complex process. Accurate prediction of

the ground response to heat input is crucial for determining a proper size of a GHE.

An undersized GHE may fail by overheating or freezing the circulating fluid, which

could cause increased operating costs through poor heat pump performance, heat

pump failure or circulating pump failure. An oversized GHE could be too large of an

initial investment to be installed. Given the significant cost of a GHE, a “right-sized”

GHE is highly preferable.

Prof. Johan Claesson and his PhD student Per Eskilson at Lund University de-

veloped methods (Eskilson, 1986, 1987; Claesson and Eskilson, 1988; Eskilson and

Claesson, 1988) to quantify the long-term thermal interaction of boreholes and the

associated ground heat transfer using a dimensionless borehole wall temperature re-

sponse function known as a g-function. g-Functions are used within a simulation to

predict the evolution of temperatures returning to the heat pump over time. The

results of a multi-year simulation can provide insight as to whether the drilling depth

should be varied, more boreholes should be added to the system, or the boreholes

should consist of a different configuration1. Within GHE sizing programs such as

Ground Loop Heat Exchanger Professional (GLHEPRO) (Marshall and Spitler, 1994;

Manickam et al., 1996; Spitler, 2000; Cullin, 2008; Grundmann, 2016) and Earth En-

ergy Designer (Hellström and Sanner, 1994) g-functions are used along with informa-

tion about ground thermal properties, heat pump performance, borehole configuration

and the building heating and cooling loads to predict temperature of the fluid return-

ing from the GHE. Both programs incorporate libraries (databases) of g-functions

for standard configurations, e.g. rectangles, L-shapes, U-shapes, etc. originally com-

puted by Hellström using a program written by Eskilson (1986). To the best of the

authors knowledge, this program for calculating g-functions is not open-source and it

is not publicly available.

1The term “configuration” is used in this thesis to mean the horizontal arrangement (x,y coordi-
nates) of boreholes as seen in a plan view.
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The limited set of borehole geometrical configurations available in the library has

served as the basis for many installed GHEs. Nevertheless, a more comprehensive

library would be useful in supporting design. At the onset of this work, a tool that

could calculate g-functions for large borehole fields with acceptable speed and mem-

ory requirements was also highly desired, both for use in designs and research of

faster methods for calculating g-functions. This chapter discusses the theory of the

g-function, the development of a C++ g-function calculation tool, cpgfunction (Cook

and Spitler, 2021) used to develop a new library with over 34k configurations contain-

ing up to 1024 boreholes (Spitler et al., 2021) and an adaptive discretization scheme

utilized to further decrease computation time. Cpgfunction has been forked and made

into a pure C++ project and been integrated in to EnergyPlus. The dimensioning

rules of Eskilson are utilized to interpolate g-functions.

In many respects, the need that drove development of cpgfunction has now been

met by the equivalent borehole method (EBM) of Prieto and Cimmino (2021). How-

ever, cpgfunction has proven to be useful for library development, and for custom

calculation of g-functions within EnergyPlus. It is also likely that it may be useful in

other design tools, in the form of a precompiled callable executable.

2.2 Background

2.2.1 Theory of the g-Function Calculation

This section summarizes aspects of the g-function calculation theory. First, Fourier’s

2nd order partial differential equation governs all heat conduction problems (Ingersoll

et al., 1948). Although other phenomena (e.g. saturated and unsaturated moisture

transport) may be present, g-functions are calculated assuming pure conduction heat

transfer. Because the partial differential equation is linear, the responses of individual

segments may be superimposed in space and time. The domain is assumed to be
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isothermal2 for purposes of g-function calculation. The isothermal ground surface

boundary is modeled with a method of images – mirror image segments above the

surface of the ground are included in the calculation.

To understand the theory of the g-function, it is important first to consider a heat

point source (Ingersoll et al., 1948). A point source is an infinitesimal point that

begins emitting heat at a rate of Q̇ at time t = t1 in a medium that initially is of

temperature T = 0 and contains no heat transfer. A radial flow of heat will begin,

and the temperature at any radial distance at any point in time can be found. The

solution for temperature at time t, radius r in a medium with conductivity k and

thermal diffusivity α based on a constant heat rejection rate Q̇ was given by Ingersoll

et al. (1948) as

T (r, t) =
Q̇

4πkr

2√
π

∫ ∞

r

2
√
αt

e−β2

dβ (2.1)

where β = r/2
√

α(t− τ). A solution based on a time varying heat extraction rate

was also presented.

T (r, t) =
1

2(π3/2)αr

∫ ∞

r

2
√
αt

Q̇(t− r2

4αβ2
)e−β2

dβ (2.2)

Eskilson (1987) integrated a point source from burial depth, D to the height of the

borehole H (D < z < D + H). Eskilson referred to the integration as a continuous

point source integrated along the length of the borehole, though more recently the

solution has been referred to as the finite line source. The solution included a mirror

source above the ground surface with negative temperature response to impose an

isothermal boundary at the ground surface, located at r = 0 and −D−H < z < −D.

Eskilson’s finite line source was a solution for the rise in temperature at any radial

2g-Functions are commonly used assuming the undisturbed ground is isothermal. This assump-
tion is usually justified by the near constant average temperature of the ground over the depth of
the borehole. It’s possible to superimpose an undisturbed ground temperature that changes with
time and depth. This might be useful if modeling very short boreholes.

18



distance r, any depth z and after a period t.

T (r, z, t) = − Q̇

4πkH

∫ D+H

D

(
1

r+
erfc

(
r+√
4αt

)
− 1

r−
erfc

(
r−√
4αt

))
(2.3)

The values of r+, r− and r are given as

r+ =
√

r2 + (z − s)2) r− =
√

r2 + (z + s)2 r =
√

x2 + y2 (2.4)

and erfc is the error function. Eskilson (1986) computed a two-dimensional numerical

grid of temperature responses in his computer program, called the Superposition

Borehole Model (SBM). The first position of the horizontal mesh array, located at the

borehole radius, was allocated for the borehole boundary condition, which considered

the borehole wall temperature to be uniform, or equal along the length. Further

discussion of the numerical mesh is given in Chapter IV. The g-function then, was the

average rise in temperature at a borehole wall due to a heat rate of Q̇/(2πkH) = 1°C,

computed by utilizing a finite difference method to sum up all the contributions of

thermally interacting boreholes.

Claesson and Javed (2011) derived a single integral analytical expression for the

average temperature rise along a borehole length. The solution is derived with a con-

stant heat rejection rate of Q̇/H along the borehole and includes a mirror response

above the ground surface to impose an isothermal ground surface. The average tem-

perature rise at the borehole wall is given as T̄ls,

T̄ls(r, t) =
Q̇

4πkH

∫ ∞

1√
4αt

e−r2s2 Ils(Hs,Ds

Hs2
ds (2.5)

where,

Ils(h, d) = 2ierf(h) + 2ierf(h+ 2d)− ierf(2h+ 2d)− ierf(2d) (2.6)
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ierf(X) =

∫ X

0

erf(x′)dx′ = Xerf(X)− 1√
π
(1− exp(−X2)) (2.7)

therefore, the long-term response for single borehole could be computed at the bore-

hole radius, rb.

Tb,1 = T̄ls(rb, D,H, t) (2.8)

The temperature response at borehole i in a field of multiple boreholes was given as

T̄b,i(t) =
N∑
j=1

T̄ls(dij, t) (2.9)

dij =

 rb i = j√
(xi − xj)2 + (yi − yj)2 i ̸= j

(2.10)

The average temperature rise at the borehole wall could then be determined.

T̄b =
1

N

N∑
i=1

N∑
j=1

T̄ls(di,j, t) (2.11)

Therefore, the unit step response g-function could be determined.

g(t) =
1

N

N∑
i=1

N∑
j=1

1

2

∫ ∞

1√
4αt

e−di,j2s2 Ils(Hs,Ds)

Hs2
ds (2.12)

Claesson and Javed (2011) concluded that the method was in good agreement with

Eskilson’s g-functions for short-time scales, though it was stated that as the number

of boreholes grew the differences also grew. The largest field compared in their paper

was a square layout with 9 boreholes.

A g-function calculation program utilizing the analytical expression would neces-

sitate far less finite line source evaluations when compared to the numerical grid of

SBM. With that understood, the method was of interest and was implemented into

EnergyPlus (DOE, 2021) and GLHEPRO. However, the solution of Claesson and
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Javed (2011) is based on a constant heat flux applied to the borehole wall. This

boundary condition solution is not the same as Eskilson’s, who considered an average

borehole wall temperature equal for all boreholes. Malayappan and Spitler (2013)

concluded that the method should only be used for less than around 35 boreholes.

Cimmino and Bernier (2014) set out to develop a computer program that utilized

the analytical finite line source solution and could approximate Eskilson’s g-functions

with accuracy. The finite line source response of Claesson and Javed (2011) was

enhanced by deriving a solution that allowed the two thermally interacting line sources

to be of different height and depth. Therefore, the boreholes could now be discretized

into a number of segments, nq along the length. The change in temperature at segment

v along borehole j due to a rate of heat rejection over the length Q̇′ of segment u

along borehole i was given.

∆Ti→j,u→v(t) =
Q̇′

i,u

2πk
hi→j,u→v(t) (2.13)

hi→j,u→v(t) = hFLS(t, dij, Hi,u, Di,u, Hj,v, Dj,v) (2.14)

hi→j,u→v (t) =
1

2Hj,v

∫∞
1√
4αt

1
s2
exp

(
−d2ijs

2
)
[ierf ((Dj,v −Di,u +Hj,v) s)

−ierf ((Dj,v −Di,u) s)

+ierf ((Dj,v −Di,u −Hi,u) s)− ierf ((Dj,v −Di,u +Hj,v −Hi,u) s)

+ierf ((Dj,v +Di,u +Hj,v) s)− ierf ((Dj,v +Di,u) s)

+ierf ((Dj,v +Di,u +Hi,u) s)− ierf ((Dj,v +Di,u +Hj,v +Hi,u) s)]

(2.15)

For the borehole wall temperature to remain equal in the field, it was found that

the heat extraction rates had to vary from segment to segment. The change in

temperature ∆Ti→j,u→v based on a time varying heat rejection rate Q̇′
i,u(t) was shown

to be possible via temporal superposition of the finite line source solution.

∆Ti→j,u→v (tk) =
k∑

p=1

[
Q̇′

i,u (tk)− Q̇′
i,u (tk−1)

2πk
hi→j,u→v(tk − tp−1)

]
(2.16)
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Where Q̇′
i,u (t0) = 0. The change in temperature of Tb,j,u based on a time varying

heat rejection rate can be found by summation of the changes in temperature from

all borehole segments, at all previous points in time.

∆Tb,j,u =
k∑

p=1

nb∑
i=1

nq∑
j=1

Q̇′
i,u (tk)− Q̇′

i,u (tk−1)

2πk
hi→j,u→v(tk − tp−1) (2.17)

The total rate of heat extraction applied to the boreholes, Q̄′ is made constant

throughout time.

∑nb

i=1

∑nq

j=1Hi,u

(
Q̇

′
i,u (tk)− Q̇

′
i,u (tk−1)

)
∑nb

i=1

∑nq

j=1Hi,u

= Q̄
′
δ (tk − t1) =

 Q̄
′

t = t1

0 tk ̸= t1

(2.18)

The heat rejection applied to the borehole walls can be made dimensionless by con-

sidering a nominal heat rejection rate Q̃ = Q̇′/Q̄′.

∑nb

i=1

∑nq

u=1Hi,u

(
Q̃i,u (tk)− Q̃i,u(tk)

)
∑nb

i=1

∑nq

u=1Hi,u

= δ (tk − t1) =

 1 t = t1

0 tk ̸= t1

(2.19)

The change in borehole wall temperature can then be made non-dimensional.

Θb,j,u (tk) =
k∑

p=1

nb∑
i=1

nq∑
u=1

(
Q̃i,u (tk)− Q̃i,u (tk−1)

)
hi→j(tk − tp−1) (2.20)

Where Θb,j (tk ) =
∆Tb,j (2πk)

Q̄′ . The case of Θb (tk) = Θb,j (tk) is uniform borehole

wall temperature for all boreholes.

Cimmino and Bernier (2014) did the following to compute g-functions that well

approximated the original g-functions of Eskilson:

• Applied a constant total heat rejection rate to the boreholes.

• Discretized the finite line source segments into 12 vertically stacked segments
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for each borehole.

• Adjusted the heat distributed to each segment to vary in time to ensure the

borehole wall temperatures were uniform.

Cimmino (2018a) went on to show how to build a system of equations to solve the

g-functions and introduced numerical methods to decrease calculation time. The

numerical methods consisted of:

• Similarity identification – Algorithms were presented for determining groups of

borehole segments that contain the same segment response. These segments

were all located at the same horizontal and radial distances from one another.

• Load history reconstruction – For an uneven time step, the heat rejection rate

is unknown at times. An accumulated heat extraction rate function was created

that interpolates the previous heat rejection rates. The accumulated heat ex-

traction rate function was linearly interpolated to find the rate of heat rejection

at the time step.

• Multithreading – The calculation of the segment response factors was performed

in parallel.

Cimmino (2018b) published an open-source python package, pygfunction, capable of

computing g-functions with boundary conditions of uniform heat flux (UHF), uniform

borehole wall temperature (UBWT) and uniform inlet fluid temperature (UIFT) for

all boreholes (Cimmino, 2015, 2016). More discussion of the g-function background

up through the current day is given in Chapter IV.

2.2.2 Performance of pygfunction (v1.1.1)

Ground source heat pump systems commonly use vertical borehole ground heat ex-

changers to serve as a heat sink and source. Since the ground heat exchanger (GHE)
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represents a significant portion of the system cost, it is important to accurately “right-

size” the GHE. This is particularly the case as large systems become more common.

Current interest in GSHP technology began in the 1970s with residential applications,

but there are many large commercial systems with hundreds of boreholes, and some

“district-scale” systems with more than a thousand boreholes. Two large district-

scale examples are the Ball State University system with more than 3600 boreholes

and the Epic Systems system with more than 6000 boreholes (Florea et al., 2017).

For both large systems serving commercial and institutional buildings, g-functions are

needed for design and simulation purposes. Calculation of these g-functions, whether

done for a specific design, or as part of development of a library, is of interest. Due

to available computing resources, the work in this chapter is focused on borehole

configurations with a maximum number of boreholes around 1000.

The first task to address in this process was how to compute g-functions, given

that for many years the only program that could do so was the SBM. The open-source

g-function calculation tool, pygfunction, proved to be accurate and was the quickest to

get started with (given that the techniques were already programmed and available).

In studying the results of the g-function calculation in pygfunction, it was found

that the convergence was dependent on the number of segments and the height of the

boreholes. Cimmino and Bernier (2014) discussed the idea of convergence based on

the number of segments used, but did so at one height. Figure 2.1 shows the error of

the g-function curve (over the 27 calculated points in dimensionless time points shown

in Appendix B), based on the number of equal segments along the borehole length and

shown for various heights. The reference cases here are g-functions computed with

96 equal segments along the borehole. g-Functions were computed using a 12x13

borehole layout. What is noticeable is that a borehole height of 24m is adequately

converged (<1%) with 6-8 segments. As the depth increases, the required number

of segments to reach a mean percent error of less than 1% increases. The required
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number of segments for adequate convergence at 48m is around 13 segments, and

then for 384m the number of segments required for less than 1 mean percent error

over the g-function would be more than 50 segments along the borehole length.

Figure 2.1: The mean percent error of a g-function curve based on an equal number
of segments used along the borehole length, plotted at various heights.

Pygfunction version 1.1.1 was available at the start of this work. Increasing the

number of segments along the borehole resulted in memory allocation failures on

typical personal computers (PCs). The culprit was found to be that the memory

consumed became so large that the program could not execute. Pygfunction is a very

powerful tool for calculating g-functions, but for larger borehole fields with hundreds

of boreholes and thousands of finite line sources, the required memory and com-

putational time can be quite high, exceeding several hours and requiring hundreds

of Gigabytes (GB) of random access memory (RAM). Figure 2.2 shows the com-

putational time and memory requirements for calculation of g-functions for square

borehole fields up to 1024 boreholes, with 24 finite line sources per borehole. The

computational time and memory are plotted against the total number of finite line

source segments, nbh ×nq, for each ground heat exchanger. (I.e. nbh is the number of
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boreholes and is multiplied by the number of finite line source segments per borehole

nq.) Cimmino and Bernier (2014) approximated Eskilson’s g-functions with 12 finite

line sources per borehole. As shown in Figure 2.1, the g-functions have some sensi-

tivity to the discretization and for larger borefields and deeper boreholes, more than

12 finite line sources are needed.

The performance of pygfunction version 1.1.1, shown in Figure 2.2, was captured

on Oklahoma State University’s High Performance Computing Cluster OSU HPCC.

All compute nodes on the cluster use dual Intel Skylake 6130 CPUs (OSUHPCC,

2021). There are 164 “batch” nodes with 96 GB RAM, 12 “bigmem” nodes with

768 GB RAM and one “supermem” node with 1.5 terabytes (TB) RAM. For larger

fields with several hundred boreholes or more, the memory required can easily exceed

what’s available on most desktop computers (typical desktop computers currently

have 8-16GB of RAM), and even exceed the 96 GB available on the most commonly

available OSUHPCC “batch” nodes.

Figure 2.2: The timing and memory performance of pygfunction (version 1.1.1) based
on the total number of sources used in the calculation.

Therefore, the amount of memory required can be very important. With a new
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expanded library of g-functions in mind that contain configurations up to 1000 bore-

holes, it would be beneficial for the consumption of memory to be below 96 GB so

that the “batch” nodes could be utilized on the cluster. A new g-function calculation

program written in C++, named cpgfunction, was developed with an eye towards

reducing memory consumption. The result is a nearly 8-fold reduction in memory.

2.3 Methodology

2.3.1 Development of cpgfunction

This section gives an overview of the cpgfunction methodology, much of which is de-

rived directly from pygfunction. In order to benefit from the increased speed of a com-

piled language, cpgfunction was written in C++. Both programs require calculation

of segment-to-segment response functions, using Cimmino and Bernier’s generaliza-

tion (2014) of Claesson and Javed’s (2011) single integral analytical finite line source

formulation. Letting hij (tk) represent the dimensionless mean temperature rise of

the j th segment due to a unit heat flux input at the ith segment, after time tk, a

matrix is H [i, j, tk] formed in pygfunction and later used to calculate the g-function.

This matrix is responsible for much of pygfunction’s memory consumption.

The H matrix has a form of symmetry across the diagonal; if Li, Lj are the lengths

of the ith and j th segments, respectively:

Li ·H [i, j, tk] = Lj ·H [j, i, tk] (2.21)

Given the need to reduce the memory consumption, only the lower triangular half of

the matrix is stored; when needed, values from the upper triangular half are recalcu-

lated using a reordered form of Equation 2.21. This process has been referred to as

matrix “packing”. The lower half of the matrix is stored in a vector using an index
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transformation:

Idx (i, j) =
i ∗ (2 ∗ nq ∗ nbh − i− 1)

2
+ j (2.22)

Where nq ∗ nbh is the total number of finite line sources, and Idx is the index for the

vector.

In order to calculate the UBWT and UIFT boundary conditions, pygfunction

(v1.1.1) allocates memory and computes variants of the segment response matrix H,

which are used in the spatial and temporal superposition processes. Cpgfunction does

not allocate additional space for these matrices, but accesses the packed matrix H,

which is a vector. The resulting memory savings of using a single triangular packed

matrix and eliminating the two additional matrices gives approximately a six-fold

reduction in memory required. Beyond this reduction, the containers (specifically

the vector container available in the standard C++ library) used in cpgfunction are

minimized. C++ containers handle the memory allocation and deallocation that

would have to be explicitly described in C. Each container is only allocated once,

and the locations in those arrays overwritten with new values rather than replaced.

The net impacts, as shown later, are, in practice, reductions between five-fold and

nine-fold.

Having spoken of the general symmetry of the H matrix, it is important to note

that both programs take advantages of other symmetries for reducing the number

of calculations of segment-to-segment response functions. In large rectangular-grid

configurations, there are many, many identical pairs of segments. (By “identical”,

it is meant that they have the same horizontal distance and same vertical distance,

within some tolerance.) As discussed by Cimmino (2018a), computing a single seg-

ment response for boreholes in similarity groups can greatly speed the g-function

computation where there are large numbers of identical pairs.

For smaller problems, the speed improvement of the similarity identification pro-

cess in cpgfunction results in faster performance. Though, as the problem becomes
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large enough, the lack of vectorization in the temporal and spatial superposition pro-

cess in cpgfunction (version 1.0) results in pygfunction becoming slightly faster for

the largest cases benchmarked. Cpgfunction makes extensive use of multithreading

to perform calculations in parallel.

Regarding the boundary conditions, it should be noted that cpgfunction currently

only implements calculation of the UBWT boundary conditions; calculation of UIFT

boundary conditions would be a desirable capability.

2.3.2 Adaptive Discretization Scheme

In order to further reduce the memory and time requirements, the discretization can

be adjusted for each case. This section describes the methodology.

2.3.2.1 Sensitivity to Discretization and Boundary Conditions

As Cimmino and Bernier (2014) discussed, the accuracy of the semi-analytical (stacked

analytical finite line source) solution was dependent on the number of vertical seg-

ments. Additionally, the uniform inlet fluid temperature boundary condition of Cim-

mino (2015) is the closest model to reality for a borefield piped in parallel. Therefore,

the desired g-function to be calculated was a UIFT boundary condition with many

segments along the borehole. Due to long calculation times, a library of typical UIFT

g-functions were computed utilizing pygfunction version 1.1.1 (this was done prior to

development of cpgfunction) for use in an automated borefield selection process for

square fields ranging from 4 to 1024 boreholes (Liu et al., 2020). However, even with

the use of the OSU HPCC, calculation of 5 B/H ratios for each configuration took

significant time due to there only being 8 nodes with more than 96 GB of RAM.

The RAM consumption of pygfunction (version 1.1.1) was a major bottleneck. This

bottleneck could be overcome if memory consumption was reduced enough to allow

the 160 nodes with up to 96 GB of RAM on OSU HPCC to be utilized.
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The UBWT boundary condition makes the assumption that the flow rate is high

enough along the borehole such that the temperature along the borehole is equal,

and that the temperature along all the boreholes are also equal. Hence, a uniform

borehole wall temperature. However, the UIFT boundary condition proposed by

Cimmino (2015) is closer to reality. The solution is available in pygfunction and

requires additional input details. The UIFT solution requires u-tube placement and

properties. The properties include ground, grout and pipe thermal conductivities,

mass flow rate of fluid and fluid thermal properties. The UIFT solution is dependent

on borehole resistance. Borehole resistance is based on grout thermal conductivity

and u-tube pipe placement. There are three configurations for single U-tubes from

the literature worth mentioning, comprised of the A, B, and C geometries originally

described by Paul (1996), and shown in Figure 2.3:

• A configuration – the tubes are touching one another. This is the worst case sce-

nario, where the temperature of the water in the downward flowing tube could

be mostly transferring heat to/from the upward flowing tube to the heat ex-

changer rather than the surrounding ground. This leads to a very high borehole

resistance.

• B configuration – the tubes are evenly spaced in the borehole. This is considered

to be the average or typical result of weighting and dropping U-tubes into the

borehole without controlling their position. This results in what is considered

typical borehole resistance.

• C configuration – the pipes are touching the outside wall. This is a best case

scenario, and can be accomplished with placing borehole spacers in the holes.

However, spacers increase the cost of installation, so this low borehole resistance

scenario is normally forgone in practice.

The UIFT g-function falls in between the UHF solution of Claesson and Javed
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Figure 2.3: Borehole configuration A (left), B (middle) and C (right) using U-tube
made from nominal 3/4 inch SDR-11 tubing.

(2011) and the UBWT solution of Cimmino and Bernier (2014). The UIFT solu-

tion tends upwards towards the UHF solution as the effective borehole resistance is

increased, and downwards towards the UBWT solution as the effective resistance is

decreased. The effective borehole thermal resistance essentially quantifies the ability

of the circulating fluid inside of the pipes to transfer heat to the surrounding ground.

Configuration A of the boreholes results in a high resistance because of the distance

between the tubes and the borehole walls, exacerbated by the short-circuiting heat

transfer from the downward fluid to the upward fluid. The B configuration is the

typical case. The C configuration is only in practice possible by using spacers and

represents the lowest borehole resistance because the thermal interaction between

the upward and downward flow is reduced, and the tubes are against the borehole

wall. Table 2.1 shows three borehole configurations, utilizing shank spacings from A,

B and C configurations with varied conductivity to exemplify the desired borehole

resistance. The variation of the g-function curves are shown in Figure 2.4.

The UIFT g-function falls in between the UHF and the UBWT, where the UHF

over approximates and the UBWT under approximates. Given that the stacked finite

line source g-function tends upwards as the number of vertical segments is decreased,
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Table 2.1: Effective borehole thermal resistance values used at H=96m for a 12x13
borefield.

Values varied High R∗
b Average R∗

b Low R∗
b

Grout conductivity, kg (W/(m·K)) 0.64 1.0 2.77
Shank spacing, s (m) 0.0 0.022 0.066

Eff. Borehole Resistance, R∗
b ((m·K)/W) 0.2707 0.1643 0.0841

Figure 2.4: Boundary condition variation with a varied effective borehole thermal
resistance for the UIFT g-function.

the UBWT boundary condition with less segments could approximate a UIFT g-

function with many segments.

2.3.2.2 Typical Parameters

The original g-function library developed by Hellström contained g-functions for 27

dimensionless points in time, and about 8 curves at various B/H ratios for each

configuration. Computing an exhaustive library of UIFT g-functions would require

more degrees of freedom, and more computation time, given that the UIFT g-function

is largely impacted by the effective borehole thermal resistance. In an attempt to

create an expanded library utilizing UIFT g-functions, typical parameters are used.

These values are only typical, not recommended, and are seldom correct. However,
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an average case UIFT g-function is believed to be a better approximation of reality

than a g-function computed with the UBWT boundary condition.

The mass flow rate ṁ is a required input to the UIFT g-function A typical recom-

mended system flow rate for a GHE is 2.5 gallons per minute (GPM) per peak cooling

ton (2.5 GPM/ton). Though drilling depth per cooling ton varies widely, a roughly

typical value is 250 ft/ton. From these two values, a typical rate of 1 GPM/100 ft of

borehole height may be found. This corresponds to about 0.2 kg per second for every

100 m of drilling for water (0.2 kg/s per 100 m).

Grouting material is backfilled in boreholes to protect groundwater and provide

thermal contact. Though the grouting material intends to facilitate heat transfer

from the pipes to the ground, the grout often has a lower thermal conductivity than

the surrounding ground. Grouting materials that are higher in thermal conductivity

and easier to pump (like graphite-enhanced mixtures) can be more expensive than ac-

ceptable. Table 2.2 contains grouting material and their thermal conductivity ranges.

A typical thermal conductivity of the ground (or soil) used is 2.0 W/(m·K), and the

typical thermal conductivity for grout is about 1.0 W/(m·K).

Table 2.2: Typical geothermal grouting materials and their ranges of thermal con-
ductivity (Collins and McClain, 2009; GeoPro, 2021).

Grouting Material Thermal Conductivity (W/(m·K))
Pure Bentonite 0.64-0.74

Bentonite/Sand Mixture 0.90-2.0
Graphite-Based Mixture 1.36-2.76

Standard high-density polyethylene (HDPE) SDR-11 pipe sizes are selected from,

and are tabulated in Appendix A. The smallest pipe is chosen, and when the head

loss exceeds 15 ft, a larger pipe is selected. The head loss, hL is dependent on the

Darcy-Weisbach friction factor, f , the diameter of the pipe, D, the average velocity
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V and the gravitational constant gc.

hL = f
L

D

V 2

2gc
(2.23)

The friction factor simplifies to f = 64/Re for laminar flow. The friction factor

inside a pipe in turbulent flow is a function of Reynolds number, Re and the relative

roughness ϵ/D. Colebrook’s iterative equation served as the basis for the Moody

chart and is used to calculate the friction factor (Çengel and Ghajar, 2015).

√
f = −2.0log10

(
ϵ/D

3.7
+

2.51

Re
√
f

)
(2.24)

A pipe roughness for HDPE piping, ϵ = 2.0× 10−5 is made use of. Table 2.3 provides

the discrete heights that are used in the generation of a database. The associated

pipe sizes, which do not exceed 15 ft of pressure drop, are given. The intermediate

values of friction factor and Reynolds number are provided for reproducibility. The

mass flow rates provided are on a per borehole basis, ṁb so to get the system mass

flow rate the number of boreholes would need to be multiplied.

Table 2.3: Discrete heights to be computed in database, the associated pipe sizes, the
head loss and intermediate values.

H (m) Nominal Size (in) Di (mm) Do (mm) f Re hL (ft) ṁb (kg/s)
24 0.75 21.83 26.67 0.045 2795 2.70 0.048
48 1 27.33 33.4 0.039 4465 6.10 0.096
96 1.25 34.49 42.16 0.035 7077 13.41 0.192
192 2.5 59.75 73.03 0.033 8170 6.56 0.384
384 3.5 83.13 101.6 0.030 11744 9.14 0.768

2.3.2.3 Determination of Optimal Segments

With a g-function library in mind, 5 heights are selected to be computed; 24m 48m,

96m, 192m and 384m. Typical borehole layouts are made use of and displayed in

Table 2.3. The mass flow rates are increased to ensure the Reynolds number inside
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of the borehole stays turbulent.

Converged UIFT g-functions (utilizing 4m segment lengths) are computed for

the 5 heights at configurations ranging from 2x2 to 32x32 boreholes and are stored.

These are all computed using a uniform borehole spacing of 5m. These reference

cases, computed with the UIFT boundary condition, are aimed to be replicated using

UBWT with a reduced number of segments. To discover the number of segments that

should be utilized in the UBWT g-function calculation to approximate the typical

case UIFT g-functions, the UBWT g-functions are computed over a range of segments

at each height. The mean percent error over the entire g-function curve is computed

with the reference being the converged UIFT case. The points plotted in Figure 2.5

represent the specific mean percent error points based on the number of segments used

in the UBWT calculation, where the lines in between the points represent a linear

interpolation curve. To determine the ideal number of segments to approximate a

UIFT g-function with the UBWT calculation, a linear interpolation is used at each

height to solve for the number of segments that makes the mean percent error equal

to 0. In other words, the root is found. These intersection points are marked as red

X’s in Figure 2.5, and a vertical dashed line is drawn down to where the optimum

number of segments per borehole is. These results are stored. This process of finding

the ideal number of segments per borehole at each height is done for each field.

The process of determining the ideal number of segments is done at each height

and for each of the borefields with reference curves (2x2 to 32x32). The optimum

segment lengths are shown in Figure 2.6a and the optimum number of segments are

shown in Figure 2.6b. There are trends associated with each height over the different

borefields. At each height, once the total drilling depth becomes sufficiently large,

the optimum number of segments appears to approach a set number of segments.

Once the combination of number of boreholes and borehole depth becomes great

enough, it is not feasible to calculate the reference case because the memory require-
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Figure 2.5: Finding the root of the mean bias error for a 19x19 borefield at 5 different
heights.

ments exceed the available memory on the available cluster nodes. For this reason,

reference cases cannot be computed for all combinations of number of boreholes and

borehole depth. Therefore, not all of the optimum segment lengths (Figure 2.6a)

are plotted. The optimum segment length (left) up to 96m can be computed for all

the fields, while the 192m height cases can only be compared up to a 25x25 and the

384m up to a 20x20. For example, a 32x32 field at a height of 384m made up of 4m

long segment lengths for 30 time steps would consume on the order of 2.3 terabytes

of RAM using the pygfunction (version 1.1.1). The cluster has no compute nodes

available with this much memory.

Table 2.4 describes the adaptive segment scheme. Each of the depths computed

for the library creation were chosen to double at each step and be divisible by 4.
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(a) (b)

Figure 2.6: Optimum segment lengths (a) and number of segments (b) given total
drilling depth and a specific height in a field.

This was done because all of the g-functions are computed with a burial depth of 2m,

and similarities can be increased. Based on a depth and a range of boreholes, the

adaptive discretization scheme “snaps” to a segment length selection which will both

increase similarities and very closely approximate the UIFT calculation. A depiction

Table 2.4: Discretization scheme based on number of boreholes and height.

Depth (m) Range (NBH)
Segment

Length (m)
Number of

Segments / BH
24 All 8 3
48 All 12 4
96 All 12 8
192 NBH <120 BH 16 12
192 NBH >= 120 BH 12 16
384 NBH <220 BH 16 24
384 NBH >= 220 BH 12 32

of how the 2m burial depth and 4m segment discretization can increase similarities

is displayed in Figure 2.7.

2.3.3 Interpolation

Though not part of cpgfunction, GHEDT generates g-functions for specific heights

and a spline-based interpolation scheme is used based on the number of computed

37



Figure 2.7: Depiction of similarities across the ground surface with 4m discretization
increments based segment lengths with 2m burial depths.

curves. The interpolation procedure utilizes a spline fit at each of the dimensionless

points in time. At each of the points in time computed, the g-function points over

the range of heights are fitted to a spline. For example, g-functions at various B/H

ratios are shown in Figure 2.8a, and a linear interpolating spline is drawn between

the height values at each dimensionless point in time. Figure 2.8b takes a close look

at the interpolation scheme for the last dimensionless value, ln
(

t
ts

)
= 3.003, over

the range of height values. Various spline curves (linear, quadratic, and cubic) are

shown, as well as a Lagrange polynomial fit. SciPy’s (Virtanen et al., 2020) (version

1.6.2) interpolation package (scipy.interpolate) is utilized. The interp1d function is

used for the spline interpolation and the lagrange function it utilized to create the

Lagrange polynomials. The minor error introduced by the interpolation procedure,

when compared to a reference g-function, is discussed in subsection 2.4.3.
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(a) (b)

Figure 2.8: A visualization of a linear spline interpolation (left) and a visualization
of various spline interpolation (linear, quadratic and cubic) curves and a Lagrange
polynomial at ln(t/ts)=3.003.

2.4 Results

2.4.1 Validation and Performance of cpgfunction

This section shows a validation of cpgfunction to pygfunction for example cases and

compares the performance of the two programs.

2.4.1.1 Verification and Timing for Example Cases

The results include a validation of accuracy; comparisons of RAM utilized; and com-

parisons of timing for high-similarities and low-similarities cases.

Cpgfunction has been verified against pygfunction for a variety of cases. The

UBWT boundary condition in cpgfunction matches the results of pygfunction quite

accurately. Consider the four cases shown in Figure 2.9 – an L-shape, U-shape, open

rectangle, and a configuration generated with Poisson disk sampling. A Poisson disk

sampling algorithm implemented by Hill (2017), based on Bridson (2007), is used to

generate this field and other fields (below) with reduced similarities. Compared to a

true random placement of boreholes, using the Poisson disk sampling algorithm elim-

inates the possibilities of having boreholes closer together than a minimum distance,
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or farther apart than twice that distance. A minimum distance of 5m is used. Fig-

(a) L (b) U

(c) Open (d) Poisson disk

Figure 2.9: Borehole configurations - illustrative test cases.

ure 2.10 shows the g-functions computed with each program; the root mean square

error (RMSE) differences between the 27 points of each g-function, is less than 0.1%.

Table 2.5 summarizes the time required by the two programs; the last column

gives the ratio of the time required by pygfunction to that required by cpgfunction. It

could be considered the “speed ratio”, quantifying how many times faster cpgfunction

is than pygfunction. The g-function is represented as a series of g-values, computed

for specific values of ln(t/ts). The amount of time to compute a g-function varies

linearly with the number of g-values computed. All g-functions in this Chapter are

represented by 27 g-values. The speed ratio is related to the relative prevalence of
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Figure 2.10: Comparison of g-functions calculated with cpgfunction and pygfunction.

similar segment pairs. Cases with higher numbers of similar pairs have lower ratios.

Ordering the cases as Poisson Disk, L, U, Open rectangle, orders the ratio from

highest to lowest and the prevalence of similar pairs from lowest to highest.

Table 2.5: Summary of example cases.

Config. Number sources Pygf. time (s) Cpgf. time (s) Ratio
L 204 19.7 1.6 12.7
U 300 22.9 2.3 9.9

Open 384 23.3 3.7 6.4
Poisson Disk 840 168.0 11.0 15.3

This trend can be explained as follows. The g-function calculation occurs in two

parts: (1) computing segment-to-segment responses and filling the segment matrix,

and (2) building and solving systems of equations. In process (1), cpgfunction cal-

culates segment-to-segment response factors notably faster than pygfunction (version

1.1.1), due to the advantage of using a compiled language (C++ instead of Python.)

Both programs incorporate similarity identification presented by Cimmino (2018a)

to reduce the number of necessary segment-to-segment responses (finite line source

integrations) to be computed. Segment-to-segment responses that are similar con-
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tain pairs of segments with identical or near-identical horizontal and vertical offsets,

such that the segment-to-segment responses are identical or near-identical. However,

a high prevalence of similar segments reduces the advantage of cpgfunction. This

occurs because less time is spent in process (1), and the remainder of cpgfunction

contains less vectorization than pygfunction. Therefore, the building and solving sys-

tems of equations that adjust the distribution of heat are comparatively slower in

cpgfunction (version 1.0) than in pygfunction. The segment response matrix must be

indexed by Equation 2.21, thus cpgfunction’s speed relies heavily on multithreading.

The superposition process is of order O(n!) (Big O notation), and is therefore very

computationally intensive. pygfunction contains vectorization in the superposition

process, where cpgfunction only contained multi-threading. However, in later devel-

opment (cpgfunction v2.0), a vectorized linear algebra function, written in Fortran, is

utilized that can perform matrix vector multiplication with a packed symmetric ma-

trix. Vectorization is significantly faster than sole parallelization. This is discussed

in subsection 2.5.1 cpgfunction and pygfunction.

2.4.1.2 Results for Fields with High Similarities

As discussed in the last section, large rectangular borehole configurations have large

numbers of identical segment pairs, which reduces the speed advantage of cpgfunction

compared to pygfunction. In this section, cpgfunction v1.0 and pygfunction v1.1.1 are

compared. Later developments (in both pygfunction and cpgfunction) are discussed

and compared in subsection 2.5.1 cpgfunction and pygfunction. The comparison in

this section is without the adaptive discretization scheme.

To compare the performance of cpgfunction and pygfunction for cases with high

similarities, g-functions were calculated for uniformly spaced square configurations

from 2x2 to 32x32 boreholes. A horizontal spacing of 5m and a depth of 96m were

utilized, with 24 segments per borehole. For each case, the computation time was
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determined within the code by polling the system clock at the beginning and end of

the calculation. The RAM consumption is provided by the Simple Linux Utility for

Resource Management (SLURM) (Yoo et al., 2003), which OSU HPCC makes use of

for job scheduling.

Figure 2.11a shows a comparison of the computational time for the 30 of the 31

cases, plotted against the total number of sources nbh × nq in the field. (Even using

a compute node with 768 GB of RAM, pygfunction ran out of RAM for the 32x32

borehole case, so pygfunction results are not shown for this case.) The ratio of the time

required for pygfunction to that required by cpgfunction is plotted in Figure 2.11b.

Up to about 10,000 sources, cpgfunction is faster than pygfunction; above 10,000

sources the two programs have similar computational speed, with cpgfunction being

slightly slower than pygfunction for some cases.

As can be seen in Figure 2.11a, there is some “wobble” in the results – slight

deviations from a smooth curve with pygfunction. The reason is not known, but it

seems likely that other processes on the compute node may have small effects on the

computational time.

(a) (b)

Figure 2.11: Timing comparisons for square configurations (left) and ratios (pygfunc-
tion/cpgfunction) of computing time.

Pygfunction uses the NumPy package (Harris et al., 2020) which provides high

level access to low-level vectorized matrix operations. Here, the computational speed
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of pygfunction exceeds that of cpgfunction with configurations containing high number

of sources and similarities in large part due to the similarity identification methods of

Cimmino (2018a), which reduce the amount of time spent in pure Python code while

calculating segment-to-segment response factors. (Again, the more similar segment

pairs, the greater the possibility for pygfunction to have a computational edge in

speed.) After the segment responses are computed, the remainder of pygfunction’s

UBWT g-function calculation depends heavily on NumPy matrix operations which

provide access to low-level highly optimized Fortran functions.

Figure 2.12a compares the memory requirements for the square borehole configu-

rations. Figure 2.12b shows the ratio of peak RAM consumed by pygfunction to that

consumed by cpgfunction. For larger fields where the RAM becomes a limiting factor,

pygfunction uses about seven to nine times as much RAM. Picking just one example

– the case with 5400 sources corresponds to a borehole field with 225 boreholes in a

15x15 configuration. For this case, pygfunction requires 20.5 GB of RAM – a value

that will exceed the available RAM on all but the highest spec desktop computers.

Cpgfunction will only require 3.6 GB – a value that is commonly available on modern

desktop computers.

(a) (b)

Figure 2.12: Comparison of peak RAM usage (left) and the ratio (pygfunc-
tion/cpgfunction) of peak RAM usage.
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2.4.1.3 Results for Fields with Low Similarities

To investigate the speed of the two programs for more irregular cases, a series of

Poisson disk configurations were calculated. These fields were chosen based on having

the same surface area as the rectangular cases above, but the aspect ratio (width

to length of the field) was chosen as 4. Then, for each rectangle, a Poisson disk

distribution was created. A sample field of 900 m2 area, with 28 boreholes is shown

in Figure 2.13. Figure 2.14a shows a comparison of the computation time required

Figure 2.13: Sample Poisson disk field.

for the two programs with the Poisson disk fields, where there are comparatively

low numbers of similar pairs. As shown in Figure 2.14b, cpgfunction is significantly

faster than pygfunction for all cases; as the number of sources gets high, cpgfunction

is about 4 times faster than pygfunction. A later version of pygfunction (version

2.0) vectorized the similarity identification as well as the calculation of the segment

response integrals, which proved to be much faster than solely multi-threading (see

subsection 2.5.1 cpgfunction and pygfunction).

2.4.1.4 Example

For purposes of example, a g-function for a system installed in the 1990s was cal-

culated with both pygfunction and cpgfunction. The 320 borehole system (Dinse,

1998) was installed at Daniel Boone High School in Washington County, Tennessee.

The boreholes are 46m deep and are laid out in 16 groups of 20 boreholes each. Each

group is a 4x5 rectangle with 4.6m spacing. The field consists of two rows of 8 groups,
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(a) (b)

Figure 2.14: Timing results for the Poisson disc fields (left) and the ratio (cpgfunc-
tion/pygfunction) of computing time.

with spacing of 6.1m between each group, as illustrated in Figure 2.15. Thus, there

are considerably more similarities than there would be in a 320-borehole Poisson disk

field, but less than there would be in a uniformly-spaced 32x10 rectangular field. For

both programs, 12 segments per borehole were used for a total of 3840 segments.

Figure 2.15: Example borehole field, a real world system installed at Daniel Boone
Highschool in Washington County, Tennessee (Dinse, 1998).

The two g-functions are shown in Figure 2.16. The RMSE difference between

the two g-functions, each with 27 points, is less than 1%. For this case, pygfunction

required 10.8 GB of RAM and cpgfunction required 2.0 GB. The computation time

for each step is summarized in Table 2.6. As can be seen, cpgfunction has a significant

advantage in calculating the segment-to-segment response factors. Also noticeable is

the fact that pygfunction, by being able to take fuller advantage of very fast linear

algebra libraries is faster at building and solving the system of equations.
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Table 2.6: Summary of 320-borehole example.

Step Pygf. time (s) Cpgf. time (s) Ratio
Identifying similarities 258.5 29.9 8.6
Calculating segment-to-segment
response factors

293.1 2.1 139.6

Building and solving system
of equations

108.3 197.7 0.55

Total 662 229.8 2.8

Figure 2.16: Example borehole field g-functions.

2.4.2 Performance of cpgfunction with the Adaptive Discretization Scheme

The adaptive discretization scheme is implemented for the fields ranging from 2x2 to

32x32. The scheme is implemented, and the mean percent errors are computed and

plotted in Figure 2.17. The mean percentage is computed over the entire g-function

curve at all 27 dimensionless points.

Figure 2.17 shows the mean percentage error of cpgfunction using the adaptive

discretization scheme. The range of errors shown (-1.5% to 0.7%) validates that the

scheme has been implemented correctly, and that the discretization of Table 2.4 keeps

the results in an acceptable range. However, this plot is made for the same fields as

were used to develop the adaptive discretization scheme, as described in subsubsec-
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tion 2.3.2.3 Determination of Optimal Segments. To investigate the accuracy for

other configurations, new fields are generated using the Poisson-disc sampling rou-

tine. These fields use the same areas that the 2x2 to the 32x32 does, but the ratio of

length to width is changed to ensure the discretization scheme does not only apply to

fields on a square layout with regular spacing. These fields are configured as follows:

A1 = A2 (2.25)

l1w1 = A1 (2.26)

l2 = 1/2l1 (2.27)

Thus 2w1 = w2. The Poisson disc sampling is applied so that no boreholes fall

within a radius of 5m to one another. The reference cases using UIFT at 4m segment

lengths are computed, and the UBWT g-functions are computed using the adaptive

discretization scheme for these fields. The results are displayed in Figure 2.18, where

the land areas and number of boreholes can be seen in the lower legend. For the vast

majority of cases the results are quite good: -2.5% to +0.5%. The few larger errors

(less than -4%) are well within the range of typical uncertainties for design (about

±10%). Further research could be done to improve the scheme in the future. Later

research into an adaptive discretization scheme by other members in the research

group3 proved that even less segments were necessary for use in an adaptive dis-

cretization scheme by utilizing segments of unequal length. Shorter segment lengths

were utilized near the top and bottom of the borehole. This author later contributes

to pygfunction version 2.1 to enable unequal segment length functionality (discussed

in Chapter IV Borehole Configuration Selection in the GHEDT).

The following is an example to show the increase in performance provided by the

3The research group consists of an undergraduate research assistant, Timothy West, the author
and the author’s advisor, Dr. Jeffrey Spitler.
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Figure 2.17: Segment length discretization scheme validation for square fields with
uniform spacing.

Figure 2.18: Validation of the discretization scheme for the Poisson-disc sampled
fields ranging small to large land areas.

adaptive segment scheme. Consider a 19x20 field (380 boreholes) at a depth of 192m

computed with 4m segment lengths for a UIFT reference case. This would be a total of

18,240 sources. The amount of RAM consumed would be 435 GB using pygfunction,

but only 50 GB for cpgfunction as can be seen in Figure 2.19b (an 8-fold reduction
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of RAM). The amount of time saved in going from pygfunction to cpgfunction in

this case is little to none. Then the adaptive discretization scheme is applied to the

UBWT boundary condition so that it can approximate the highly accurate converged

UIFT solution. There is a reduction in RAM from 50 to 5 GB and a decrease in time

from 2.6 hours to 12.5 minutes. The time reduction from the adaptive discretization

scheme is given in Figure 2.19a. The number of segments used is reduced from 18,240

to 6080.

(a) (b)

Figure 2.19: The performance increase by use of cpgfunction and adaptive discretiza-
tion scheme; significantly faster computation and less memory consumed.

2.4.3 Performance of Interpolation Procedure

For the database of g-functions, discrete values of borehole spacing, height and burial

depth are used for the calculations to give a set of g-functions for each configuration.

To then use the database in design, an interpolation scheme must be implemented.

This section presents and compares various interpolation fits and examines the im-

plications of the interpolation. As discussed by Eskilson (1987) and Cimmino and

Bernier (2014), the g-function scales based on four dimensionless variables: t/ts, rb/H,

D/H and B/H. This allows, for example, computing the response of a configura-

tion with a specific value of B, and by interpolation between g-functions for different

B/H ratios, utilizing the results for other B spacings. Though Claesson and Eskilson
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(1988) claimed that the g-function had a weak dependence on D/H, the dimensionless

value is considered in this analysis.

An example here is based on a rectangular 7x10 borefield, for which g-functions are

computed for a borehole spacing of 5 and 20 meters. Even though the borefields have

different borehole spacings, the inputs that contain the same dimensionless parame-

ters should produce equal g-functions. These are computed using the methodology

of Cimmino and Bernier (2014) and could been seen as a verification that the dimen-

sionless ratios apply the way Claesson and Eskilson (1988) originally discussed them.

Furthermore, an interpolation procedure is introduced, and the error associated with

interpolation is presented.

The dimensional and dimensionless values for the g-functions computed are given

in Table 2.7 and Table 2.8. The g-functions containing the same dimensionless values

are nearly identical. The errors are summarized in Table 2.9, confirming that the

g-functions do indeed scale with B/H. The g-functions are plotted in Figure 2.20.

Table 2.7: Summary of dimensional and non-dimensional parameters for the 7x10
borefield with uniform spacing of B=5m.

B (m) D (m) H (m) rb (mm) B/H D/H rb/H
5 2 24 75 0.20833 0.08333 0.00313
5 2 48 75 0.10417 0.04167 0.00156
5 2 96 75 0.05208 0.02083 0.00078
5 2 192 80 0.02604 0.01042 0.00042
5 2 384 87.5 0.01302 0.00521 0.00023

Table 2.8: Summary of dimensional and non-dimensional parameters for the 7x10
borefield with uniform spacing of B=20m.

B (m) D (m) H (m) rb (m) B/H D/H rb/H
20.0 0.66667 32.0 0.016 0.6250 0.0208 0.0005
20.0 1.0 48.0 0.024 0.4167 0.0208 0.0005
20.0 2.0 96.0 0.048 0.2083 0.0208 0.0005
20.0 4.0 192.0 0.096 0.1042 0.0208 0.0005
20.0 8.0 384.0 0.192 0.0521 0.0208 0.0005

To perform a check that the interpolation procedure that has been implemented
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Table 2.9: Mean percent errors for g-functions with the same dimensionless values.

B (m) H0 (m) H1 (m) H2 (m) H3 (m) H4 (m)
5 96 48 24 12 8
20 384 192 96 48 32

MPE (%) -3.76E-14 -9.51E-14 5.63E-14 1.47E-13 1.23E-05

Figure 2.20: g-Functions computed for a borehole configuration of 7x10 with the same
dimensionless values.

is accurate, the dimensionless borehole radius and burial depth values are made equal

so that the only variation is the B/H value. This will not be the case in the library,

but from the following example it can be assumed that the interpolation is properly

implemented. Additionally, the error associated with using fewer g-function curves

than have been computed for the library is investigated. This information will be

useful later - when a live-time g-function needs to be computed, it will be known how

many bracketing g-function curves should be computed.

Based on Figure 2.8b it appears that the maximum difference between the inter-

polating procedures is when the height values are furthest apart and will produce the

maximum error in interpolation. The maximum error is quantified by computing a

reference g-function with equal dimensionless values other than the B/H ratio. A
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reference g-function is computed at a height of 288m, and the various interpolation

procedures are utilized. The mean percent errors are computed over the 27 dimen-

sionless points in time. Table 2.10 shows the mean percent error based on a number

of g-function curves utilized, and the interpolation procedure used. For the first row

of Table 2.10, 5 g-functions computed at 24, 48, 96, 192, and 384 m are used. The

second row uses the last four depths; the third row uses the last three depths, and

the 4th row interpolates between 192 and 384m depths. Interpolation cannot be per-

formed with less than 2 curves. Here, the error of the quadratic spline interpolation

is the least. The error of the curve will change based on where the interpolation is

being done, and how far apart the curves are. This is an extreme case; most errors

will be lower.

Table 2.10: MPE values associated with the kind of interpolation technique used
based on the number of reference g-functions.

# of
g-Functions

Linear spline
error (%)

Quadratic spline
error (%)

Cubic spline
error (%)

Lagrange
polynomial
error (%)

5 -0.727 0.052 0.111 -0.736
4 0.759 1.271 1.294 1.294
3 3.313 3.760 3.760
2 6.950 6.950

The errors are quantified over a range of heights utilizing all 5 g-function curves,

and are shown in Figure 2.21. The absolute error for all the methods is less than 1%,

and therefore any are acceptable for use. The quadratic spline maintains accuracy

the best over the whole range. Errors caused by interpolation at the calculated height

values (24m, 48m, 96m, 192m and 384m) are nearly 0. The absolute average errors are

0.36, 0.04, 0.05 and 0.33 for the linear, quadratic, cubic and Lagrange fits respectively.

The mean percent error over the entire g-function curve is useful to quantify,

though the more relevant error to quantify is the error in sizing. In subsection 3.7.3

Borehole Heat Exchanger Effects on Sizing, Hellström’s g-functions are interpolated
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Figure 2.21: The mean percent error of the interpolated g-function curve at height
values ranging from 24 to 384m utilizing various kinds of interpolation.

over and sized compared to GLHEPRO. GHEDT, for a single U-tube, is shown to

be within less than 0.5%. In subsection 4.3.2 Integer Bisection Search, going from 5

to 3 curves is shown to have less than a 0.1% effect on the sizing of a system. The

interpolation procedure is utilized in GHEDT. During the design process of GHEDT,

after a field is selected, it must be sized. The user defines a minimum and maximum

height range. Three g-function curves are computed. The quadratic spline is utilized

for interpolation. The function will utilize a quadratic spline for interpolation as long

as there are at least three g-function curves provided, will utilize linear if 2 curves are

provided and is capable of working with one g-function curve as long as the requested

height is the same as what is in the interpolation table.

2.4.4 Library

The use of cpgfunction coupled with the adaptive discretization scheme computed

on the OSU HPCC “batch” nodes served as the basis for a new library containing

over 34,000 configurations. Currently available libraries, implemented in eQuest (Liu
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and Hellström, 2006), GLHEPRO (Spitler, 2000), and EED (BLOCON, 2015) have

less than 1000 possible configurations and are proprietary. Spitler et al. (2021) gives

a brief description of this new, publicly available library containing g-functions for

34,321 configurations at 5 depths. Some of the configurations are available in existing

libraries; others are new. The new configurations are C-shapes, lopsided-U-shapes

and zoned rectangles.

2.5 Recent Developments

2.5.1 cpgfunction and pygfunction

Recent developments have occurred for both pygfunction and cpgfunction. This sec-

tion briefly describes the developments made in 2021 to both programs. Speed in-

creases have occurred by further utilization of the processor. The speed improvements

discussed here are on a pure computational basis. The code being utilized makes bet-

ter use of the computer chip at each clock cycle. The NumPy package in Python

provides high level interface for array programming, and is fast for matrix operations

because it wraps the OpenBLAS library; an optimized Basic Linear Algebra Subpro-

gram (BLAS) library that contains the Linear Algebra Package (LAPACK), written

mostly in Fortran. The speed increase of cpgfunction from version 1.0 to 2.0 was

garnered by utilizing an OpenBLAS function call that can do a symmetric packed

matrix vector (SPMV) multiplication. The SPMV function accepts a packed sym-

metric matrix, and requires that the matrix be defined as an upper or lower packed

matrix. The SPMV function can multiply the symmetric packed matrix by a vector,

and the OpenBLAS function performs the operation with computational efficiency.

The SPMV function is utilized in the temporal and spatial superposition process of

cpgfunction, and resulted in on average more than a 60% increase in speed. Though

the increase in speed of cpgfunction was over shadowed by the increase in speed from

pygfunction version 1.1.1 to version 2.0. Cimmino focused on improving the speed
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for the identification similarities, and the calculation of the segment response factors.

These processes were where cpgfunction previously had the advantage, as shown in

Table 2.6. The similarity identification was previously done in pure Python syntax

for pygfunction version 1.1.1. The finite line source integration of pygfunction version

1.1.1 was done utilizing the SciPy package. The SciPy package wraps the Quadrature

Package (QUADPACK); a Fortran package for integration. The Gaussian-Kronrod

quadrature integration is specifically the integration that is utilized. Pygfunction ver-

sion 1.1.1 multithreaded the calculation of the similarities. For pygfunction version

2.0, Cimmino vectorized the similarity identification process, and it is now performed

using NumPy array linear algebra. Additionally, the finite line source integration is

vectorized by utilizing a SciPy function named “quad vec”.

The speed of each of the versions for each program are shown in Figure 2.22a

for square cases. The ratio of cpgfunction to pygfunction is plotted in Figure 2.22b,

which quantifies how many times faster pygfunction is than cpgfunction. The version

1 comparison is shown to approach unity for very large cases, and for the largest cases

pygfunction has the edge. Though, the version 2 comparison, pygfunction outperforms

for nearly all cases. The speed comparisons for Poisson disc sampled fields is shown

in Figure 2.23a. Figure 2.23b is the ratio of how many times faster pygfunction is

than cpgfunction. The comparison for version 1 of each program is that pygfunction

is about ¼ as fast for larger cases, though pygfunction version 2 gains an even greater

edge compared to cpgfunction version 2 for fields with low similarities.

The memory consumption of pygfunction version 2.0 is reduced. Cimmino reduced

the repetition of the segment response matrix definitions that were present in version

1.1.1. Cpgfunction still consumes less memory (the memory for cpgfunction version

1.0 and version 2.0 are the same), though the current usage of the packed symmetric

matrix and the SPMV function makes the assumption that the segments along the

borehole are equal. Even more recent developments to pygfunction (version 2.1)

56



(a) (b)

Figure 2.22: Timing comparisons for square configurations (left) and ratios (cpgfunc-
tion/pygfunction) of computing time for versions 1 and 2.

(a) (b)

Figure 2.23: Timing comparisons for Poisson configurations (left) and ratios (cpg-
function/pygfunction) of computing time for versions 1 and 2.

have proven that unequal segments can both reduce computation time (by reducing

the total number of segments utilized) and increase the accuracy. Unequal segment

lengths along with even further speed improvements of pygfunction are discussed

in Chapter IV Borehole Configuration Selection in the GHEDT. While the speed

improvements discussed here were on a purely computational basis, the improvement

of Prieto and Cimmino (2021) is an entirely new way of considering how to solve the

problem. Pygfunction benefits from the vectorization present in each process. The

speed performance of equivalent borehole method (Prieto and Cimmino, 2021) is in
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part due to the previous successful attempts at vectorizing the code in pygfunction.

Figure 2.24: Memory comparisons for pygfunction v1.1.1, pygfunction v2.0 and cpg-
function.

2.5.2 cpgfunctionEP

The EnergyPlus development team requested that the cpgfunction project solely uti-

lize C++ code. EnergyPlus is currently working to remove any remaining Fortran

code, and the developers weren’t keen on the author introducing Fortran libraries into

the mix. CpgfunctionEP version 0.6 is a fork of cpgfunction version 2.0 and is avail-

able in the EnergyPlus version 9.6.0 release. The differences between the programs

are described in this section.

The first modification to cpgfunctionEP was the removal of the OpenBLAS de-

pendency. There were two optimized linear algebra Fortran functions in OpenBLAS

that allowed cpgfunction to fully utilize the central processing unit (CPU). One of

the functions was the SPMV function of BLAS, and the other was a function that

solved general equations (GESV) that performs LU-decomposition with partial piv-

oting. Both of these function calls are located in the “building and solving equations”
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section of the code. NumPy and SciPy utilize the OpenBLAS library, and the author

believes it to be the fastest CPU based linear algebra library. The differences in the

speed of each program based on the calculation step and the ratio quantifying how

many times faster cpgfunction version 2.1 (the most recent release) is than cpgfunc-

tionEP is given in Table 2.11. The performance is captured on an 11th Generation

Intel Core i9-11900K at 3.50GHz, and all 16 logical threads are used for multithread-

ing. The g-function is calculated for a borehole field with a 12x13 configuration with

12 equal vertical segments. Calculating segment-to-segment response factors in cpg-

functionEP is done with the integration approximation of Cimmino (2021), while cpg-

function utilizes the Gauss-Kronrod quadrature integration implemented by Munoz

(2014). There appears to be a slight increase in speed by utilizing the approximation.

The steps of computation for building and solving the systems of equations is

shown in Table 2.12. The 3 times decrease in speed of the temporal superposition is

a result of the replacement of the SPMV function with a hand rolled C++ implemen-

tation that contains multi-threading via OpenMP. The decrease in performance by

deprecating the call to the GESV function is more than that of the SPMV function.

For this case, the result is a 73 times decrease in speed. The LU decomposition uti-

lized in cpgfunctionEP is currently Crout’s method with implicit pivoting, inspired

by Press et al. (2002). The Eigen library was planned to be utilized as a replacement

of the OpenBLAS linear algebra, but segment fault errors occurred when building

on Linux Ubuntu when utilizing Eigen’s LU decomposition. A thorough analysis of

the inputs and outputs of the Eigen function that caused the segment fault was per-

formed. The conclusion was that the problem was inside of Eigen. The Eigen library

is not currently a dependency of cpgfunctionEP. The reason for the segment fault was

not identified.

There are more computationally savvy methods than Crout’s method, with im-

plicit pivoting, currently utilized in cpgfunctionEP. There was a deadline to get cpg-

59



functionEP ready for the release of EnergyPlus version 9.6.0. The next improvements

to cpgfunctionEP should be the development or utilization of a pure C++ function

that competes in speed performance with the OpenBLAS GESV function. The calcu-

lation of segment-to-segment responses could also be vectorized via OpenMP’s single

input multiple data (SIMD) instruction set. With these two improvements, cpgfunc-

tionEP might have a chance at competing with the performance of pygfunction.

Table 2.11: Summary of timings for a 12x13 field with 12 segments based on the
calculation step in cpgfunctionEP version 0.6 and cpgfunction version 2.1.

Step
cpgfunctionEP-v0.6

time (s)
cpgfunction-v2.1

time (s)
Ratio

Identifying similarities 2.13 2.05 1.04
Calculating
segment-to-segment
response factors

0.92 1.26 0.73

Building and solving
system of equations

341.30 15.50 22.02

Table 2.12: Section breakdown of the building and solving systems of equations for
27 time steps and a 12x13 borehole field.

Step cpgfunctionEP (v0.6) cpgfunction (v2.0) Ratio
Time to build matrices 4.44 5.00 0.89
Load history reconstruction 0.07 0.07 0.94
Temporal super position 7.65 2.48 3.08
LU Decomposition 325.00 4.44 73.26

2.6 Conclusions

At its initial development, cpgfunction version 1.0 was a great improvement for the

purposes of generating a library of g-functions on the OSU HPCC. Cpgfunction, in

combination with an adaptive discretization scheme, was able to generate a new ex-

panded library more than 34 times the size of Hellström’s proprietary library. Later

developments to the adaptive discretization scheme led to the idea of unequal segment

lengths, which are proven to be both more accurate and faster with fewer segments, as
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shown in Chapter IV Borehole Configuration Selection in the GHEDT. Cpgfunction

was forked and a pure C++ version was implemented into EnergyPlus, named cpg-

functionEP. It is likely that cpgfunctionEP will not be replaced anytime soon, though

it may be further developed to increase the speed of the calculation. cpgfunctionEP

does not perform as fast as cpgfunction due to lack of external optimized vectorized

code.

Given that cpgfunction is written in a compiled language, it may be easier for GHE

sizing tools not written in Python to utilize the calculation. It is currently unclear if an

executable could be created from pygfunction. Cpgfunction, at its current speed, could

be suitable for use in sizing tools for up to several hundred boreholes. Additionally,

cpgfunction may be further developed to utilize the equivalent borehole method of

Prieto and Cimmino (2021). See Chapter IV Borehole Configuration Selection in the

GHEDT for a discussion of the equivalent borehole method.

The status of cpgfunction is that it currently only compiles on Linux. The reason

for that is the OpenBLAS library does not appear to utilize CMake yet. Though,

the library does claim to provide pre-compiled binaries for Windows, so a developer

familiar with Windows and C++ should be able to quickly compile a version on

Windows. cpgfunctionEP is not currently recommended for use in sizing tools for

it is slow when compared to cpgfunction. Though, cpgfunctionEP does compile on

all three operating systems (Mac, Linux, Windows). Cpgfunction and cpgfunctionEP

are both open-source programs and are available at https://github.com/j-c-cook.

Also, cpgfunctionEP is available in the EnergyPlus repository https://github.com/

NREL/EnergyPlus/tree/develop/third_party/cpgfunctionEP-0.6.
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CHAPTER III

Sizing and Simulation in the GHEDT

3.1 Introduction

The ground is a widely accessible medium with large thermal capacity and can be used

as thermal storage for heating and cooling applications. For larger commercial and

institutional buildings, the most common technique to extract or reject heat to the

ground is via a vertical borehole heat exchanger (BHE). In North America, a vertical

BHE typically contains a single U-tube made of high-density polyethylene and is

backfilled with grout. In North American applications, the borehole is commonly 50-

125 m in depth, but shallower and deeper boreholes are sometimes used. A vertical

borehole ground heat exchanger (GHE) can consist of one or many BHEs that receive

fluid in a (usually) parallel piping arrangement with the header piping buried 1-1.5 m

below the ground surface. The circulating fluid or heat carrier fluid exits the boreholes

and is supplied to one or more water source heat pumps (WSHPs), which then rejects

heat to or extracts heat from the circulating fluid, depending on whether the WSHP is

in heating mode or cooling mode. The design of the BHE plays a significant role in a

GHEs performance in the short-term (ranging from 5 minutes to 2 days). Over longer

periods of time (days to decades) the ground properties and arrangement of boreholes

becomes increasingly important for the performance. Understanding the short and

long-term performance of a GHE prior to installation is crucial. A GHE designed too

small can suffer from long-term temperature build-up or draw-down, causing poor

system performance or failure. A GHE that is too large could exacerbate an already

expensive initial installation cost, resulting in a waste of money and resources, or
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cause a lower first-cost system being chosen. This chapter presents a Python package

named Ground Heat Exchanger Design Toolbox (GHEDT), which provides the tools

necessary to quantify the short and long-term thermal interaction in a GHE. GHEDT

can predict heat pump entering fluid temperatures over the system design life. It can

determine the required borehole depth of a specified borehole field to ensure the heat

pump entering fluid temperature remains within specified bounds. GHEDT is novel

in its ability to select a borehole field layout based on a target depth, though this

chapter focuses on the simulation and sizing methodologies.

3.2 Background

The GHEDT contains a g-function based simulation procedure. The g-function, orig-

inally developed by Prof. Johan Claesson and his PhD student, Per Eskilson (1987),

quantifies the average borehole wall temperature, T̄b due to a constant total but time

varying heat rejection rate applied over the length of the borehole wall Q̇′
b (Cimmino,

2019).

∆T̄b =
1

2πks

∫ t

0

dQ̇′
b(τ)

dt
g(t− τ)dτ (3.1)

The g-functions are an intermediate solution to a pure heat conduction model that

is derived from Fourier’s differential equation. The long-term thermal buildup is

accounted for by integrating the point source solution (Ingersoll et al., 1948) over the

length of the borehole and superimposing the response of all boreholes (Claesson and

Javed, 2011). The g-function is dependent on dimensionless time and dimensionless

geometric ratios (Claesson and Eskilson, 1988). The equation describing the use of

the g-function to find the average borehole wall temperature is simplified by applying
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a constant heat rejection rate.

T̄b = Tg +
Q̇b

2πksH
g

(
t

ts
,
B

H
,
rb
H
,
D

H

)
(3.2)

Where:

Tg is the undisturbed ground temperature,

ks is the soil/ground thermal conductivity,

t is the time,

ts is the time scale, H2/(9αs), and t/ts is the dimensionless time,

H is the borehole “height” - that is the depth beyond the depth of the horizontal

piping,

B is the borehole spacing, and B/H is the dimensionless spacing,

rb is the borehole radius and rb/H is the dimensionless borehole radius, and

D is the burial depth (depth of the horizontal piping) and D/H is the dimen-

sionless burial depth.

Historically, existing design tools like Ground Loop Heat Exchanger Professional (GL-

HEPRO) (Marshall and Spitler, 1994; Manickam et al., 1996; Spitler, 2000; Cullin,

2008; Grundmann, 2016) and Earth Energy Designer (Hellström and Sanner, 1994)

have made use of a library of precomputed long-term g-functions. The time to com-

pute g-functions can be quite large, and therefore, a precomputed library has been

preferred in previously developed GHE sizing tools. The g-function library was com-

puted by Hellström, a colleague of Eskilson. Prior to the developments described

in Chapter IV, an enhanced library was computed for use in the GHEDT (Spitler

et al., 2021). GHEDT contains methods for interpolating g-functions based on the
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dimensionless borehole height, B/H and can correct g-functions for the dimension-

less borehole radius, rb/H. The GHEDT can interpolate g-functions computed by

the open source g-function calculation toolbox, pygfunction (Cimmino, 2018b), but

in this chapter Hellström’s g-functions are used so that the simulation of GHEDT

can be validated against GLHEPRO.

The long-time step accounts for the long-term heat buildup but does not account

for short-term thermal processes inside of the borehole. A system can be dominated

either by short term peak loads or long-term loads as discussed by Young (2004). The

short-term thermal processes were initially represented as being quasi-steady state,

using only a borehole thermal resistance. Yavuzturk and Spitler (1999) developed

a dynamic 2D (radial-angular) model of the borehole to extend the g-functions to

short time steps. Xu and Spitler (2006) simplified this to a one-dimensional radial

geometry - a cylinder of fluid, surrounded by a single pipe, surrounded by grout.

Xu and Spitler showed this approach worked very well if the parameters of the one-

dimensional radial model conserve the thermal capacity of each element (water1 , pipe,

grout), the effective borehole thermal resistance, and the thermal resistance between

the fluid and the grout. Xu and Spitler formulated this for a single U-tube, but it can

be readily extended to double U-tubes and co-axial heat exchangers by computing

equivalent single U-tube BHEs. This extension is described in this document, and is

implemented with compatibility to EnergyPlus in mind, so that the resulting systems

defined by GHEDT can be used in a whole building simulation for predicting energy

consumption. The one-dimensional redial numerical model implemented by Mitchell

(2019) was pulled from his Ground Loop Heat Exchanger (GLHE) code base, edited

to accept objects that are children of (inherit from) pygfunction pipe objects and

vectorized to increase the calculation speed (by about 22x). Pygfunction provides

the effective borehole thermal resistance calculation utilized in GHEDT. Pygfunction

1The working fluid is referred to as “water” here, though in practice it may be a water-antifreeze
mixture.
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had existing single and multiple U-tube models, and a coaxial pipe model has been

developed and committed to pygfunction (in collaboration with Cimmino). Borehole

thermal resistance is discussed in detail in the next section.

GHEDT can perform both an hourly simulation that considers the load on the

ground at each hour and a hybrid time step simulation that greatly decreases the

computation time to predict the evolution of the heat pump entering fluid tempera-

ture. An enhanced and automated hybrid time step procedure that extends the work

of Cullin and Spitler (2011) is presented.

The necessary inputs to describe a GHE in GHEDT are:

• Hourly rejection/extraction loads on the ground for 1 year duration – these

are usually based on simulation using EnergyPlus or a similar whole-building

energy simulation (WBES) program. The WBES program predicts the hourly

heating and cooling loads and estimates the resulting heat rejection/extraction

with a model of the WSHP.

• Soil thermal properties – this consists of the thermal conductivity, the volu-

metric heat capacity of the soil and the undisturbed ground temperature. For

projects in the final design stage, these values are determined with a thermal

response test (Spitler and Gehlin, 2015).

• Fluid properties – this consists of the thermal properties of the fluid and the

system flow rate. The thermal properties can be computed by an open source,

state of the art, Python fluid property calculation package, CoolProp (Bell et al.,

2014). The system flow rate is determined in conjunction with the heat pump

selection.

• Pipe and grout thermal properties – these properties are typically provided by

the manufacturers.
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• Configuration of boreholes – this consists of the x,y coordinates of the boreholes,

as well as the depth.

The remainder of this document describes the simulation and sizing procedures

of GHEDT. The next section describes computation of borehole resistance for single

U-tube, double U-tube, and coaxial tube BHEs. The computation of the effective

borehole thermal resistance is validated by comparing to GLHEPRO. Determining

equivalent single U-tube borehole heat exchanger geometries is then discussed. The

short time step g-function response for each geometry is then compared to GLHEPRO.

The hourly and hybrid time step simulation procedures are discussed and compared

to one another. Then the sizing results of the three BHEs are compared to GLHE-

PRO for a 12x13 configuration with 5m equal spacing, in an attempt to validate the

simulation procedure of GHEDT.

3.3 Borehole Resistance

3.3.1 Theory

The performance of the borehole heat exchanger often involves representation as a

thermal network, which has:

• Local borehole thermal resistance, Rb: at any depth, the resistance to heat

transfer between the fluid and the borehole wall.

• Local borehole internal resistance, Ra: at any depth, the resistance to heat

transfer between the upward and downward flowing fluid streams.

• Effective borehole thermal resistance, R∗
b : approximating the average borehole

fluid temperature as the simple mean of the entering and exiting fluid tempera-

tures, the effective borehole thermal resistance is the resistance to heat transfer

between the simple mean fluid temperature and the borehole wall temperature

for the entire borehole.
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The calculation of these resistances is described in some detail by Javed and Spitler

(2016, 2017). Use of the effective borehole thermal resistance allows a conceptually

simple model of the borehole. It can be treated as a single pipe with fluid entering

at temperature, Tin, and exiting at temperature, Tout where the pipe is rejecting heat

to its surroundings at a constant rate, as shown in Figure 3.1 (left).

Tout = Tin +
Q̇b

ṁcp
(3.3)

The equivalent resistance network is given in Figure 3.1 (right). Considering temper-

ature to be analogous to voltage, and heat flow analogous to current, the governing

equation for the average borehole wall temperature, T̄b can be written:

T̄b = T̄f −
Q̇b

L
R∗

b (3.4)

Where the average fluid temperature T̄f refers to the simple average of the inlet

and the outlet temperatures. In practice, constant ground heat rejection/extraction

loads are not present, but the solution to the actual loads over time is found by

superimposing step-functions representing the changing loads. See Section 3.6 Ground

Heat Exchanger Simulation and Spitler and Bernier (2016) for further discussion.

Figure 3.1: An equivalent borehole heat exchanger pipe with constant surface heat
flux (left), and an associated effective borehole resistance network (right).

A single U-tube borehole heat exchanger has fluid at an inlet temperature, Tf1,
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flowing downwards and an outlet temperature, Tf2 flowing upwards. The tubes each

reject or extract heat to their surrounding grout via convection heat transfer at the

tube wall and conduction heat transfer through the pipe wall over the length of the

pipe, giving a heat transfer rate of Q̇/L. The ability of each pipe to transfer heat

to the borehole wall is given by the local borehole thermal resistance, Rb. The most

accurate technique for computing the local borehole resistance of any arbitrarily po-

sitioned pipe in a borehole is the multipole method (Claesson and Hellström, 2011).

For calculating the effective borehole thermal resistance, a ∆-resistance network (Fig-

ure 3.2) is often used as an approximation for the heat flow in the borehole. In this

case, the local internal thermal resistance, Ra, is found by considering the network

between the two pipes (Javed and Spitler, 2016) as shown in Equation 3.5. Then,

the internal borehole energy balance for Figure 3.2 is given by Equation 3.6 and

Equation 3.7, where the convention is that z is positive going downwards.

Figure 3.2: Top view of a single U-tube borehole heat exchanger with its correspond-
ing delta circuit.

Ra =

[
1

R1−2

+
1

R1−b +R2−b

]−1

(3.5)
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− ṁcf
dTf1

dz
=

Q̇1

L
(z) =

Tf1 − Tb

R1−b

+
Tf1 − Tf2

R1−2

(3.6)

ṁcf
dTf2

dz
=

Q̇2

L
(z) =

Tf2 − Tb

R2−b

+
Tf2 − Tf1

R1−2

(3.7)

Cimmino (2019) uses the multipole solution for any n number of tubes arbitrarily

positioned to determine the delta-circuit thermal resistances and presents a method

adapted from Hellström (1991); Claesson and Hellström (2011) to calculate the effec-

tive borehole thermal resistance in pygfunction.

3.3.2 Development

Pygfunction (Cimmino, 2018b) is utilized for computing effective borehole thermal

resistances and is enhanced2 where need be. The BHE objects of GHEDT are children

of (inherit from) parent objects that are defined in pygfunction. Cimmino developed

effective borehole resistance calculations for use in computing g-functions, but this

feature is also used in GHE simulation, where the effective borehole resistance plays

an important role in the performance of a system. The GHEDT BHE objects com-

pute intermediate parameters, such as pipe thermal resistance and fluid convection

coefficient, upon initialization. Objects are defined that hold the fluid, soil, grout,

and pipe thermal properties to reduce the number of required parameters for input

to other functions and objects. Variations of these improvements to the interface to

pygfunction could and will likely work their way into the program itself.

Single and multiple U-tube models were available in pygfunction (Cimmino, 2015,

2016, 2019). The modularity of the implementation allowing multiple objects able to

interface with a single g-function calculation (polymorphism) is a desirable trait for

borehole heat exchanger models. Polymorphism is a desired characteristic of the BHE

models so that the objects can be passed into reusable functions to compute equivalent

2The author has collaborated with Cimmino to enhance pygfunction for use in GHE design and
has contributed to pygfunction.
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single U-tube boreholes. A concentric (otherwise referred to as coaxial) borehole

heat exchanger model has been added to pygfunction for use in UIFT g-function

calculations, and borehole thermal resistance calculations can now be computed as

well. Figure 3.3 shows a pie section of a concentric borehole heat exchanger with the

resistance network. A fluid at an inlet temperature, Tf,1 enters the top of the pipe in

the center, flows to the bottom, and returns in the annulus as Tf,2. Rcyl,3 represents

the grout; Rcyl,2 represents the outer pipe, and Rcyl,1 represents the inner pipe.

Figure 3.3: Resistance network for concentric pipe in borehole.

The concentric model has a downward flow and an upward flow and Hellström’s

(1991) expressions, shown in Figure 3.1, can be used for calculating effective borehole

thermal resistance. With the simpler co-axial network, the internal thermal resistance
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can be defined as the sum of resistances between the two fluids.

Ra = R1−2 = Rconv,1 +Rcyl,1 +Rconv,2 (3.8)

The thermal interaction between the fluid in the annulus and the borehole wall is

defined as the sum of the resistances between the fluid temperature, Tf,2 and the

borehole wall, Tb.

R2−b = Rconv,3 +Rcyl,2 +Rcyl,3 (3.9)

The resistance between the inner fluid, Tf,1 and the borehole wall Tb is set to infinity

because there is no direct connection between the temperatures.

R1−b = ∞ (3.10)

The conduction resistances in cylinders, Rcyl is a direct calculation given the inner,

ri and outer, ro radii, and the thermal conductivity, kp.

Rcyl =
ln(ro/ri)

2πkp
(3.11)

Computing the convection resistances, Rconv requires knowledge of the convection

coefficient. The Nusselt number is required to determine the convection coefficient.

The first step in computing the Nusselt number is calculation of the Reynolds number.

Re =
4ṁ

µπDh


laminar Re ≤ 2300

critical 2300 < Re ≤ 4000

turbulent Re > 4000

(3.12)

Where ṁ is the mass flow rate, µ is the dynamic viscosity of the fluid and Dh is
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the hydraulic diameter of the pipe. The hydraulic diameter is a ratio of the cross-

sectional area to the wetted perimeter, Dh = 4Ac/p. The hydraulic diameter is used

for the annular region; for the inner pipe, the hydraulic diameter simplifies to the

inner diameter.

Dh =
4Ac

p
=

4πD2/4

πD
= DCircular tubes:

The hydraulic diameter of the annulus region, given the outer diameter, Do and inner

diameter, Di is given by:

Concentric tubes: Dh =
4Ac

p
=

4π(D2
o −D2

i )/4

π(Do +Di)
= Do −Di = 2(ro − ri)

The (Gnielinski, 1976) correlation is used for computing the Nusselt number for tur-

bulent flow (Çengel and Ghajar, 2015). The Nusselt number in laminar flow for a

constant surface temperature boundary condition inside a circular tube is reduced to

Nu = 3.66. The Darcy-Weisbach friction factor is a necessary input for determining

the Nusselt number. The Colebrook-White equation is used for turbulent flow, and

the laminar flow friction factor reduces to f = 64/Re (Çengel and Ghajar, 2015).

In determining the Nusselt number, a one-dimensional interpolation function is

used in the critical region to ensure there are no dramatic jumps in determination of

the Nusselt number during design (Gnielinski, 2013). Hellström (1991) gave correla-

tions for the Nusselt number while in laminar flow in the inner annulus, Nua,i and

the outer annulus, Nua,o regions of a concentric tube heat exchanger.

Nua,i = 3.66 + 1.2

(
ri
ro

)−0.8

(3.13)

Nua,o = 3.66 + 1.2

(
ri
ro

)0.5

(3.14)

The inner and outer Nusselt numbers in the annulus region are equivalent for turbu-
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lent flow.

After the Nusselt number in a region is solved for, the convection coefficient of

the fluid, hf , given the thermal conductivity of the fluid, kf can then be found.

hf =
kfNu

Dh

(3.15)

From there, the convection resistances can be solved for.

Rconv =
1

hf2πri
(3.16)

3.3.3 Borehole Resistance Validation

Given the existing borehole heat exchanger models of pygfunction, the single U-tube

and multiple U-tubes, and the added coaxial model, code can readily be written to

compute the borehole resistances. Pygfunction’s borehole heat exchanger models are

wrapped to provide a new application programming interface (API) that reduces the

number of inputs required to call the models and update the resistances during design

when the flow rate to each borehole or height of the boreholes is modified. The API

defines the way a function is called, and GHEDT simplifies the API for BHEs. It is

important to ensure that the BHE models of GHEDT don’t introduce any errors in the

effective borehole resistance calculation. To verify the implementation, the effective

borehole resistance calculations for the three borehole heat exchanger models are

compared to GLHEPRO. A series of test cases are defined and described as follows.

The test case inputs that do not pertain to geometry in the borehole heat exchang-

ers are given in Table 3.1. The single and double U-tube borehole heat exchanger

geometry is summarized in Table 3.2 and shown (top view) in Figure 3.4. The two

U-tubes are different colors for the double U-tube shown in Figure 3.4b. The coaxial

borehole heat exchanger geometry is defined in Table 3.3 and the top view is shown

in Figure 3.5.
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Table 3.1: Non geometric parameters necessary for computing borehole resistances

Volumetric flow rate per borehole, V̇b (L/s) 0.2
Height of boreholes, H (m) 100
Ground thermal conductivity, ks (W/(m·K)) 2
Grout thermal conductivity, kg (W/(m·K)) 1
Pipe thermal conductivity, kp (W/(m·K)) 0.4
Water temperature, T (°C) 20
Pipe roughness, ϵ (m) 1.00E-06

Table 3.2: Single and double U-tube borehole geometry

Borehole Diameter, Db (mm) 150
U-tube Inside Diameter, Dp,i (mm) 21.6
U-tube Outside Diameter, Dp,o (mm) 26.6
Shank Spacing3, s (mm) 32.3

(a) Single U-tube (b) Double U-tube

Figure 3.4: Top views of U-tube borehole heat exchangers, based on geometrical
inputs given in Table 3.2.

Table 3.3: Coaxial borehole geometry

Borehole Diameter, Db (mm) 175
Inner Tube Inside Diameter, Dp,i (mm) 44.2
Inner Tube Outside Diameter, Dp,a,i (mm) 50
Outer Tube Inside Diameter, Dp,a,o (mm) 97.4
Outer Tube Outside Diameter, Dp,o (mm) 110

3“Shank spacing” is the distance between the two legs of the U-tube measured from the outer
tube walls. For a double U-tube, it is the distance between the two opposite tubes, again measured
from the outer tube walls. The shank spacing is considered to be constant over the height of the
borehole.
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Figure 3.5: Top view of a concentric borehole heat exchanger, based on the geomet-
rical inputs given in Table 3.3.

Given the borehole heat exchanger inputs described in Table 3.1, Table 3.2 and

Table 3.3 for single U-tube, multiple U-tubes and coaxial models, the intermediate

values are presented in Table 3.4 to help with reproducibility: Reynolds number,

pipe resistance, convection coefficient and convective resistance. For the coaxial heat

exchanger, the Reynolds number is for the annulus; the convection coefficient and

resistance apply to the inside of the outer pipe wall, and the pipe resistance is given

for the outer pipe. The resulting effective borehole resistance given the borehole

volumetric flow rate described in Table 3.1 is also provided in Table 3.4.

Table 3.4: Effective borehole thermal resistance values and intermediate values to the
calculation

Field Single U-tube Double U-tube Coaxial
(parallel)

Reynolds number 11667 5833 22914

Pipe resistance (K/(W/m)) 0.083 0.083 0.083
Convection coefficient (W/m2·K) 2522 1292 57.1
Convective resistance (K/(W/m)) 0.0897 0.0952 0.106
Effective borehole resistance (K/(W/m)) 0.2073 0.1597 0.1929

4The coaxial Reynolds number given is for the outer annulus region.
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The effective borehole thermal resistances of GHEDT are now compared to GL-

HEPro over a range of flow rates. Figure 3.6a presents the effective borehole thermal

resistances over a range of Reynolds numbers for the three borehole heat exchangers

described above. The only input value that is varied to provide the range of Reynolds

numbers is the volumetric flow rate per borehole. The flow rates are provided in Fig-

ure 3.6b. As can be seen in the Figure 3.6, the effective borehole thermal resistances

calculated by GHEDT match those calculated by GLHEPRO quite well, with some

discrepancy in the transition region, due to minor differences in how the transition

region is modeled. The transition region is 2300 < Re < 4000, and the coaxial tube

has the largest discrepancies Figure 3.6b.

(a) (b)

Figure 3.6: The effective borehole thermal resistances versus Reynolds number (a)
and versus volumetric flow rate per borehole (b) for single U-tube, multiple U-tube
and concentric borehole heat exchangers

3.4 Generation of Equivalent Single U-tube Representations

3.4.1 Background

It is desirable for GHEDT to be compatible with EnergyPlus. That is, a simula-

tion of a specific GHE in GHEDT will result in the same heat pump exiting fluid

temperatures as in EnergyPlus. EnergyPlus has three options for calculation of g-
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functions: uniform heat flux boundary condition, the uniform borehole wall temper-

ature boundary condition of Cook and Spitler (2021) coupled with an adaptive dis-

cretization scheme, or the g-function can be input rather than computed. Therefore,

the g-function described in a EnergyPlus input file is an optional output of GHEDT.

However, EnergyPlus must still compute the effective borehole thermal resistance for

the simulation. Currently, the only BHE model available for input to EnergyPlus is

the single U-tube. Therefore, with compatibility to EnergyPlus in mind, GHEDT

goes beyond determining the equivalent parameters for the one-dimensional radial

model. Instead, GHEDT determines the equivalent parameters for a single U-tube

that can be input into EnergyPlus.

For compatibility with the current EnergyPlus version, multiple U-tube and coax-

ial BHE models are transformed to an equivalent single U-tube BHE and can be

determined for most cases5. Therefore, when a multiple U-tube or coaxial BHE is

described for simulation and sizing in GHEDT, an equivalent single U-tube must be

determined and output for EnergyPlus to properly simulate the design input provided

by GHEDT. This is done by preserving the volume of the fluid and pipe, the sum of

the convection and pipe resistance and the total effective borehole thermal resistance.

The equivalent single U-tube parameters can all be readily determined algebraically,

except for finding the equivalent pipe conductivity and thermal conductivity of the

grout. Brent’s method, a root finding procedure implemented in SciPy (Virtanen

et al., 2020) is twice employed for finding the equivalent pipe thermal conductivity

and the equivalent grout conductivity. The pipe conductivity is varied such that the

total pipe resistance is made equal, and then the effective borehole thermal resistance

is set equal.

5While researching this, it was found that there are valid co-axial configurations that cannot be
rendered as an equivalent single U-tube and still conserve the volume of water while maintaining
the borehole diameter. This is an inherent limitation in this approach. To solve this problem, the
borehole diameter is increased when necessary. In the longer term, EnergyPlus will need to treat
double U-tube and co-axial configurations.
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The volume and resistance calculations for multiple U-tube and coaxial BHEs are

described in the following two sections. The pipe conductivity can be varied such that

the summation of the pipe and convection resistances are equal for both the original

and equivalent geometries. The grout thermal conductivity can then be varied to set

the effective borehole thermal resistance values equal. In the case that the equivalent

geometry does not fit inside of the borehole, the borehole radius is enlarged to fit the

two pipes with reasonable spacing in the borehole.

3.4.2 Multiple U-Tubes

In this section, n represents the number of pipes, where a double U-tube contains 4

pipes. The first step, calculation of the equivalent single U-tube requires computation

of surface area at the fluid-pipe interface, gives the surface area (in m2/m):

As = nπD2
p,i (3.17)

Then, using the convection coefficient at that surface, the convective resistance for

the double U-tube is:

Rconv =
1

hAs

(3.18)

The volume of the fluid, pipe and grout are found by considering a 1 m length section

of the pipe (volumes here are in units of m3/m):

Vfluid = nπ

(
Dp,i

2

)2

(3.19)

Vpipe = nπ

(
Dp,o

2

)2

− Vfluid (3.20)

Vgrout = nπ

(
Db

2

)2

− Vpipe − Vfluid (3.21)
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The resistance of the pipes can be found:

Rpipe =

(
Do

Di

)
n2πkp

(3.22)

These parameters will be applied to find the equivalent single U-tube description.

3.4.3 Concentric

The volumes to be considered for computing an equivalent single U-tube given a

concentric BHE are provided below. The volume of the fluid and the pipe are required

to be computed, the grout volume is unnecessary, but included. The grout volume

doesn’t need to be determined because the borehole diameter is already defined. The

variables used in this section are based on Figure 3.3.

Vfluid = π

[(
D1

2

)2

+

(
D3

2

)2

−
(
D1

2

)2]
(3.23)

Vpipe = π

[(
D2

2

)2

−
(
D1

2

)2

+

(
D4

2

)2

−
(
D3

2

)2]
(3.24)

Vgrout = π

[(
D5

2

)2

−
(
D4

2

)2]
(3.25)

The convection and outer pipe resistance thermally separate the water from the grout

portion of the borehole. The inner pipe and fluid thermal resistances are included in

the R∗
b calculation, but don’t have an effect on the equivalent U-tube pipe and fluid

thermal resistance. The Xu and Spitler (2006) model treats the fluid as a single lump.

That is, it’s all at one temperature with no internal thermal resistance. Therefore,

the outer annulus convective resistance and the outer pipe resistance of the concentric

heat exchanger determine the needed convective resistance and pipe resistance of the
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equivalent single U-tube, as follows.

Rconv =
1

ha,oAs,3

(3.26)

Rpipe =

(
D4

D3

)
n2πkp,o

(3.27)

3.4.4 Equivalent Single U-tube

After the total volumetric capacitance of the fluid and pipe and the resistances for

convection and pipe have been found, an equivalent single U-tube can be solved

for. The value n in this section is held constant at 2 because the parameters for an

equivalent single u-tube are being found. Any equivalent values will be marked with

an equivalent, eq, subscript.

The inner and outer equivalent single U-tube diameters are solved for.

Dp,i,eq = 2

√
Vfluid

nπ
(3.28)

Dp,o,eq = 2

√
(Vfluid + Vpipe)

nπ
(3.29)

A horizontal shank spacing where the tubes are equal distance from each other and

the walls is solved for. It could happen that the equivalent pipes do not fit in the

borehole; this will only occur for the coaxial BHE. If the pipes do not fit within the

existing borehole radius, the borehole radius is adjusted so that the pipes will fit

within the borehole, plus an additional 1/10 borehole radius. The equivalent pipe

thermal conductivity is solved for.

kp,eq =
ln(Dp,o/Dp.i)

2π(nRpipe)
(3.30)

Now, an initial grout conductivity guess is used from the existing BHE, which com-
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pletes the inputs and allows creation of a single U-tube BHE. A root finding procedure

is then implemented twice. The first procedure’s cost function is one that solves for

the equivalent pipe thermal conductivity that drives the difference between the sum

of the convection and pipe resistance between the BHEs to 0. The equivalent pipe

thermal conductivity is varied. This is necessary to match the resistance between

the fluid and the grout. The mass flow rate could be varied to ensure an equivalent

convection coefficient, but the mass flow rate is a sensitive parameter that should not

be varied just for the purposes of an equivalent U-tube.

Following the pipe conductivity being found, the second root finding procedure is

implemented where the cost function is the difference between the effective borehole

thermal resistance of the original and equivalent BHEs. The value of grout thermal

conductivity that makes the cost function 0, or solves the root, ensure that the effec-

tive borehole thermal resistance of the equivalent BHE is equal to the original. The

equivalent BHE grout conductivity is varied.

The multiple U-tube from Table 3.2 and the concentric heat exchanger from Ta-

ble 3.3 have a single equivalent borehole heat exchanger computed. The intermediate

volumetric and resistances as well as the final equivalent single U-tube results for the

two borehole heat exchangers are given in Table 3.5. The equivalent single U-tubes

are visualized in Figure 3.7.

These equivalent BHEs must be computed any time the mass flow rate to each

borehole or the height of the boreholes change. The volumetric flow rate for the

system is usually set early during the design process. Because the boreholes are

piped in parallel, the mass flow rate to each borehole is the system flow rate divided

by the number of boreholes. The change in flow rate affects the local and effective

borehole thermal resistances. The height is varied in the sizing process, affecting

the effective borehole thermal resistance. The equivalent BHE is specific to the flow

rate and height but will serve its purpose well in EnergyPlus because EnergyPlus is
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Table 3.5: Table for intermediate results in solving equivalent single U-tube borehole
heat exchanger

Equivalent parameters Double U-tube Coaxial
Fluid volume per meter, Vfluid (m3/m) 0.0015 0.007
Pipe volume per meter, Vpipe (m3/m) 0.0008 0.0025
Total Convective Resistance, Rconv (K/(W/m)) 0.132 0.0095
Total Pipe Resistance, Rpipe (K/(W/m)) 0.021 0.0484

Fluid volumetric flow rate, V̇b (L/s) 0.2 0.2
Radius of inner pipe, rp,i (m) 0.0152 0.0334
Radius of outer pipe, rp,o (m) 0.0188 0.0389
Shank spacing, s (m) 0.0248 0.0054
Convection coefficient, h (W/m2.K) 1287 247.4
Pipe thermal conductivity, kp (W/(m·K)) 0.2317 0.249
Grout thermal conductivity, kg (W/(m·K)) 1.6966 0.522
Effective borehole resistance, R∗

b (m·K/W) 0.1597 0.1929

only doing a simulation. The single U-tube equivalent borehole is valid at a specific

effective borehole thermal resistance. Therefore, in the design of a system in GHEDT,

the equivalent single U-tube is computed many times. The calculation is fast enough

to not be concerned with several calls throughout a sizing procedure.

The short-term response g-functions can now be solved for. The object accepts

a single U-tube borehole heat exchanger object as an input – this is the equivalent

single U-tube BHE in the case of double U-tubes and co-axial BHE.

(a) Double U-tube equivalent (b) Coaxial tube equivalent

Figure 3.7: Equivalent single U-tube for double U-tube (a) and coaxial (b) (Note:
the borehole radius grew for the coaxial heat exchanger).
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3.5 Short Time Step

The short-term response of the borehole is largely due to the interaction inside of

the borehole. The short-term response accounts for around the first 2 days of the

response of a GHE due to a constant heat rejection load applied. A building that

is dominated by short peak loads could be greatly undersized if only the long-term

response is simulated.

The short-term radial numerical model of Xu and Spitler (2006) implemented in

GHEDT was originally implemented by Mitchell (2019) and modified for code opti-

mization. The short-term radial numerical model has been edited to accept a borehole

heat exchanger object of GHEDT (which are children of pygfunction objects). The

calculation is vectorized (by this author) by implementing the one-dimensional grid

into NumPy (Harris et al., 2020) arrays, and the tridiagonal solver of an optimized

Basic Linear Algebra Subprograms (BLAS) library (van de Geijn and Goto, 2011),

OpenBLAS, is directly called via SciPy’s (Virtanen et al., 2020) wrapper.

The short-term response g-functions for the three BHEs described in Table 3.1,

Table 3.2 and Table 3.3 are plotted in Figure 3.8. The double U-tube and coaxial

tube short-term response g-functions utilize the equivalent single U-tube BHEs found

in the previous section. The minor differences between the implementations lead to

minor differences in sizing results. This will be explored in the next section.

3.6 Ground Heat Exchanger Simulation

3.6.1 Overview

The purpose of the ground heat exchanger (GHE) simulation in GHEDT is primarily

to determine the minimum and maximum heat pump entering fluid temperatures

over the design life. For purposes of sizing, the design life is often taken to be 20-30

years. While the piping network in the ground will last much longer, the building and
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Figure 3.8: Short-term response g-functions for the single U-tube, double U-tube and
coaxial tube borehole heat exchangers. The double U-tube and coaxial tube BHEs
utilize the equivalent single U-tube calculations.

building loads are likely to change in the future. Finding the minimum and maximum

heat pump entering fluid temperatures can be done with an hourly simulation, but in

order to achieve adequate computational speed, a hybrid time step approach (Cullin

and Spitler, 2011) is commonly used. Hourly heat rejection/extraction loads, like

those shown in Figure 3.9, are necessary to simulate a GHE with an hourly time

step. These are typically assumed to repeat every year over the design life. For the

hybrid time-step approach, the hourly loads are represented with monthly values and

monthly peak values.

3.6.2 Hourly Simulation

The heat pump entering fluid temperature, Tf,entering, can be found by performing an

hourly simulation of the GHE. The first step in an hourly simulation is to determine

the average borehole wall temperature, T̄b at an hour, n. This is accomplished by

superimposing the g-function with a time varying heat rejection rate, Q̇ applied to a

85



Figure 3.9: Atlanta office building one-year hourly ground extraction load profile.

borefield with nbh number of boreholes.

T̄b,n = Tg +
n∑

i=1

Q̇i − Q̇i−1

2πksHnbh

g

(
tn − ti−1

ts

)
(3.31)

Equation 3.31 represents a superposition of step pulses. The superposition can be

done because the pure conduction heat transfer model6 is based on linear differential

equations.

To solve for the change in fluid temperature given an effective borehole wall tem-

perature and a constant heat extraction along the borehole, the effective borehole

thermal resistance is used as discussed in the Borehole Resistance section above.

Given the effective borehole thermal resistance network, the simple mean fluid tem-

6The model does not handle the effects of groundwater flow. As discussed by Chiasson et al.
(2000), for groundwater flow to have a significant effect, high hydraulic conductivity and high hy-
draulic gradient must be present. The vast majority of locations do not meet these criteria. Future
research is needed to develop fast and accurate design models that can be used for locations with
high hydraulic conductivities and gradients.
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perature between the inlet and the outlet, T̄f , can be determined:

T̄f = T̄b +
Q̇b

H
R∗

b (3.32)

Since the effective borehole thermal resistance is derived based on the simple mean

fluid temperature, the heat pump entering fluid temperature can be readily deter-

mined as:

Tf,entering = T̄f +
Q̇b

2ṁcp
(3.33)

Therefore, the heat pump entering fluid temperature at hour n, hn, can be determined

by the following equation.

Tf,entering,n =
Q̇b,n

2ṁcp
+

Q̇b,n

H
R∗

b +
n∑

i=1

Q̇b,i − Q̇b,i−1

2πksH
g

(
(hn − hi−1) ∗ 3600

ts

)
(3.34)

The number of operations required to determine the heat pump entering fluid tem-

perature in big O notation is given by O(n!), where n is the number of time steps

used in the simulation. This results in relatively high computation times, as shown in

Figure 3.10, where the times for the hybrid time step simulation, discussed in the next

section, are shown to be 3 orders of magnitude lower for a 20-year simulation. The

hybrid time step procedure still makes use of a detailed simulation (Equation 3.34),

but vastly reduces the number of time steps used by representing the load profile with

monthly average and monthly peak loads. Therefore, in the design process where,

say, 10 simulations might be done to size a ground heat exchanger, the hybrid time

step is preferred. However, the availability of the hourly simulation in GHEDT allows

us to confirm that the hybrid time step simulation has sufficient accuracy.

Using the loads shown in Figure 3.9, and the single U-tube BHE of Table 3.1

and Table 3.2, a three-year simulation of a 12x13 borehole field with 5m spacing is

performed. The hourly simulation provides the heat pump entering fluid temperatures
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Figure 3.10: Computation times for various simulation periods (1-40) years – hourly
and hybrid time steps.

at each hour are shown in Figure 3.11. The maximum and minimum temperatures

are marked, as for the designing sizing procedure, these are the critical values.

Figure 3.11: Hourly heat pump entering fluid temperatures determined with an hourly
simulation for 3 years.
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3.6.3 Monthly Hybrid Time Step

The hybrid time step procedure utilizes monthly average and monthly peak time steps,

rather than using the 8760 hourly loads each year. The hybrid time step concept dates

back at least until 1996 (Manickam et al., 1996). However, until Cullin (2008) devel-

oped a peak load analysis procedure and implemented it in an Excel spreadsheet, the

duration of the square pulse for use in GHE design tools was left up to the engineer’s

judgement. Cullin and Spitler (2011) described a more complete investigation of the

peak load analysis procedure, finding that compared to an hourly simulation for 48

building/climate combinations, the peak load analysis approach had an effect on the

size between +8% overprediction to 6% underprediction. They deemed these errors

small enough to consider the method viable for sizing, given uncertainties about the

ground, and that the long-term g-function considers the ground to be homogeneous

and only contain pure conduction. They also identified several limitations: (1) the

peak load duration was the same for each month; (2) the calculated duration was

based on only on the 24-hour period in which it occurred – a better estimate would

take into account at least the previous day; (3) peak loads were always assumed to

occur at the end of the month. Furthermore, the actual implementation required

iterative manual analysis by the program user to find the correct peak length.

One of the new contributions of the work here is to improve the approach to remove

the three limitations described above, and to completely automate the process, so that

calculation of the loads and hybrid time steps is completely automated.

The improved and automated procedure first splits the ground loads into heating

(ground heat rejection) and cooling (ground heat extraction) loads. The total, peak

and average loads are found for each month. The day that the peak load occurs on

is stored, and the 48-hour load containing that day and the prior day load profile is

stored. If the peak load day occurs on the first day of the month, the last day of the

previous month is used. If the peak load day occurs on January 1, December 31 will
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be used as the prior day.

The peak load duration for each month is found by simulating the 48-hour period

(on an hourly basis) and pulses of a range of durations (1-hour, 2-hour, 3-hour, etc.)

with two load profiles (a peak and nominal), and then a comparison is made. The

first load 48-hour load profile is a constant peak load, Q̇peak, that is the difference

between the monthly average and the actual peak load.

Q̇peak,i = max(Q̇i)− avg(Q̇i) (3.35)

Where the subscript i refers to the month. The second simulation is a nominal load,

Q̇nom that finds the difference between each hour, denoted subscript j, and the average

for the month. The load is then scaled by the maximum load for the month.

Q̇nom,i,j =
Q̇i,j − avg(Q̇i)

max(Q̇i)
(3.36)

The duration that gives the same peak as the 48-hour hourly simulation is brack-

eted, and the actual non-integer duration in hours is found by interpolation. The

curves used to determine the peak load duration for heating and cooling are shown

in Figure 3.13 for the month of June given the hybrid load profile discussed below.

To ensure the described methodology performs as desired, a synthetic load profile

is created, and shown in Figure 3.12. The synthetic load contains a monthly average

load, and a monthly peak load for heating and cooling. The automated hybrid time

step analysis should therefore find the same monthly average loads, and monthly peak

loads as the synthetic load profile input. Essentially, given an hourly load profile,

the hybrid analysis determines monthly average and monthly peaks. Therefore, the

hybrid analysis performed on the hybrid load should result in the same hybrid load

profile. This is done to ensure that the program is behaving as expected.

The first month’s building heating load (ground heat extraction) has a constant
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load of 1 kW, with a peak of 2 kW applied at the 7th day for the first month for

a duration of 1 hour. The peak load is then doubled each month, and the peak

day, constant load and duration of peak load are incremented by one each month.

Therefore, the second months heating load has a 2 kW constant load, a peak of 4 kW

and the peak is applied at the 8th day of the month, the peak load duration is 2 hours

and the peak load day one incremented by one day. The building cooling load profile

(ground heat rejection) is applied opposite that of the heating load. The first months

building cooling mode contains a peak load of 24 kW, a constant heating load of 12

kW and a peak load day at the 18th day of the month, and a peak load duration of

12 hours.

Figure 3.12: Synthetic ground extraction load profile with doubling peak load each
month.

The peak load analysis for the synthetic load profile is illustrated for the month

of June in Figure 3.13. The number of peak hours found are 6 and 7 for heating and

cooling respectively. The heating and cooling loads both have a peak simulation, and a

48-hour nominal simulation. The peak hour is determined by drawing a horizontal line

(shown in yellowish/orange) to intersect with the peak simulation. The time at which
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the horizontal line intersects is the peak duration for the month and heating/cooling

load. The peak load analysis procedure results for the synthetic load were checked

for each month (Table 3.6) confirming that the procedure works correctly. The errors

all fall within 1%.

Figure 3.13: The peak load analysis to determine peak duration for heating and
cooling loads in the month of June for a synthetic load profile.

Table 3.6: The output of the peak load analysis procedure on the synthetic load.

Fields Total Peak Average Peak Day Peak Duration
Load Type Clg Htg Clg Htg Clg Htg Clg Htg Clg Htg
January 9072 745 24 2 12.2 1 19 7 11.89 1
February 7513 1348 22 4 11.2 2 18 8 10.89 1.99
March 7540 2241 20 6 10.1 3 17 9 9.92 2.99
April 6561 2896 18 8 9.1 4 16 10 8.93 3.98
May 6016 3745 16 10 8.1 5 15 11 7.94 4.97
June 5089 4356 14 12 7.1 6.1 14 12 6.95 5.96
July 4500 5257 12 14 6 7.1 13 13 5.96 6.95
August 3745 6016 10 16 5 8.1 12 14 4.97 7.94
September 2896 6561 8 18 4 9.1 11 15 3.98 8.93
October 2241 7540 6 20 3 10.1 10 16 2.99 9.92
November 1444 8041 4 22 2 11.2 9 17 1.99 10.9
December 745 9072 2 24 1 12.2 8 18 1 11.89
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In most cases where a single year’s loads are repeated, the peak temperatures usu-

ally occur in the last year of operation, though peak minimum temperatures some-

times occur in the first winter, as shown in Figure 3.14. These loads are for a cooling

dominated office building in Atlanta, and the temperatures would tend downward

over time. Since computational time taken by the hybrid time step simulation is

dependent on the number of steps, one way to save time is to not model the peak

loads during the years between the first year and last year.

The ground heat extraction/rejection loads are converted to a hybrid time step

representation and the result is shown in Figure 3.14a. Then, a hybrid time step

simulation is performed for a single U-tube with a 12x13 rectangle with 5m uniform

spacing. This gives an estimated temperature at the end of each time step, as shown

in Figure 3.14b.

(a) 20-year hybrid load (b) Heat pump entering fluid temperatures

Figure 3.14: Hybrid loads and resulting heat pump entering fluid temperatures for a
20-year simulation.

3.6.4 Validation

The results of the hybrid time step solution are checked against the results of the

hourly simulation. The two sets of loads are shown in Figure 3.15 for a three-year

period. As discussed in the previous section, peak loads are only applied during the

first and last year. Visually, the hybrid peak loads match the actual peak loads quite
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closely, as expected. The hybrid procedure was validated in subsection 3.6.3, and a

numerical error of the peak load representation was always less than 1% in Table 3.6.

Figure 3.16 shows the results of a three-year simulation using these loads. For the

Figure 3.15: Hourly and hybrid time-step loads for the Atlanta office building over 3
years.

first and third years, the results match within about 0.14°C. The error this causes in

sizing is addressed in subsection 3.7.3.

3.7 Sizing

3.7.1 Cost Function

The sizing procedure is aimed at finding the root of a “cost function” that is referred

to as “excess temperature.” This excess temperature cost function may be unreferred

to in literature up until this point. This is formulated by taking the maximum of the

difference between the actual maximum heat pump EFT and the design maximum,
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Figure 3.16: Hourly and hybrid time-step predictions of peak heat pump entering
fluid temperatures.

and the difference between the minimum heat pump EFT and the design minimum.

∆Tmax = max(EFT )− EFTmax,allow (3.37)

∆Tmin = EFTmin,allow −min(EFT ) (3.38)

The excess temperature then represents the maximum amount by which either design

limit is exceeded.

Texcess = max([∆Tmax,∆Tmin]) (3.39)

The goal then is to find the root of the excess cost function, which is the minimum

depth at which the design limits are met. This is illustrated for one particular case

in Figure 3.17 – the root, representing the minimum depth is indicated with an with

a red “x” and corresponds to a design depth of about 136m. A random selection

of a field, and a random minimum and maximum height range may not bracket the

root. The material discussed in Chapter IV Borehole Configuration Selection in the

GHEDT automates the selection process so that less hand calculation is necessary in

95



the design process.

Figure 3.17: Hourly and hybrid time-step predictions of peak heat pump entering
fluid temperatures.

3.7.2 Procedure

The sizing procedure utilizes the previously described simulation procedure to predict

the minimum and maximum heat pump entering fluid temperature for a height, which

then gives the excess fluid temperature. A search routine is used to adjust the height

iteratively via interpolation until the root is found. The following section will now

demonstrate the use of the sizing procedure for different borehole types.

3.7.3 Borehole Heat Exchanger Effects on Sizing

The sizing procedure is exercised for the three different types of BHE described in

Table 3.1, Table 3.2 and Table 3.3, with a range of flow rates using the loads shown in

Figure 3.9, are now sized with a long-term g-functions based on a 12x13 rectangular

layout with uniform borehole spacing. The long-term g-functions for this case are

output from GLHEPRO so that when comparisons are made, the differences are only
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due to the short-time step and the peak load analysis procedure. The system flow

rate is varied from 0.05 to 0.5 L/s per borehole to provide an idea of how the BHE

selected will play a role in the height. For reference purposes, the sizing is also done

with the hourly simulation.

To start though, Figure 3.18 shows the results using the hybrid time step procedure

in GHEDT. The results are counter intuitive, and some general comments are in order.

The required borehole length depends partly on several factors – but in these cases,

the main differences are: (1) the effective borehole thermal resistance, and (2) there

is a secondary effect of increasing the flow rate on the design. This secondary effect

can be explained by the fact that increasing the mass flow rate results in the exiting

fluid temperature more closely approaching the mean fluid temperature. During

summer peak conditions, the exiting fluid temperature is lower than the mean fluid

temperature and increasing the flow rate then raises the exiting fluid temperature.

Since this is the critical design variable, raising it has the effect of increasing the

depth to counter this rise. Increasing the flow should decrease the effective borehole

thermal resistance, which will decrease the size, but increasing the flow also causes the

secondary effect just discussed. The balance of influences may increase or decrease

the size as the flow rate increases.

This is a brief explanation of some of the perceived irregularities in Figure 3.18.

To understand the results, it is important to first understand the flow regimes. For

each of the flow rates and heat exchangers, the Reynolds numbers are plotted for

both programs in Figure 3.19, along with the critical Reynolds number (2300) and

the upper bound on our approximation of the transition region (Re=4000). For the

co-axial heat exchanger, the annulus Reynolds numbers are clearly in the laminar

region or transition region all the way up to the flow rate of 0.5 L/s. The double

U-tube is in the transition region at the lowest flow rate.

In order to validate the design procedure of GHEDT, the sizing results are com-
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Figure 3.18: Variation of design heights calculated with GHEDT.

Figure 3.19: Reynolds numbers for the different BHE and flow combinations.

98



pared to GLHEPRO. Figure 3.20 shows the percent error of sizing with the reference

case being the hourly time step simulation of GHEDT. The simulation procedures

of GHEDT appear to perform as desired, resulting in borehole heights that are close

to those found with GLHEPro. With a flow rate of 0.1 L/s per borehole neither of

the hybrid time step procedures perform well. However, the typical design flow rate

is 0.2-0.3 L/s per borehole for every 100m of drilling depth. These cases are sized

for well over 100m depth per borehole. However, if a designer was concerned with

the accuracy of a design produced by GHEDT, a 20 year hourly simulation (about 5

minutes of computation time) at the design height selected by the hybrid procedure

could be utilized to check heat pump entering fluid temperatures.

Figure 3.20: Quantifying error in the hybrid time step calculation for GHEDT and
GLHEPRO when compared to the hourly simulation of GHEDT.

While for most cases, the improved hybrid time step procedure of GHEDT appears

to perform better than Cullin’s original implementation, though the short-time step

simulation results are not identical. Additionally, for the coaxial heat exchanger, the

transition region appears to be treated differently based on what was seen in Figure 3.6

of the Borehole Resistance Validation section, which results in slight differences in
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the effective borehole thermal resistance. Further investigation of the short-time step

procedures and the treatment of the transition region would be useful to resolve all

of the smaller differences.

3.8 Conclusions

GHEDT is a powerful new tool for use in designing ground heat exchangers. This

chapter emphasized the treatment of different types of borehole heat exchangers with

an approach that both allows them to be sized within the tool, but also provides an

equivalent single-U-tube specification that can be used within EnergyPlus to simulate

double U-tubes and co-axial BHE. This feature has not been previously available.

GHEDT has an hourly time step procedure, that can be used to validate the heat

pump entering fluid temperature results provided by the hybrid time step procedure.

Due to faster computation times, the hybrid time step can be used to size a system.

An hourly simulation could then be executed to verify the hybrid procedures results.

GHEDT also makes use of a new and improved hybrid time step procedure.

Though a fuller demonstration of the improvements, like that of Cullin and Spitler

(2011) is still forthcoming.

The next chapter, Chapter IV Borehole Configuration Selection in the GHEDT,

presents the most powerful new feature of GHEDT – automated selection of borehole

configurations. Spitler and Cook (2021) previously described selection of borehole

configurations for regularly shaped borehole heat exchangers, with the use of precom-

puted g-functions available in the g-Function Database (Spitler et al., 2021; Cook,

2021). The next chapter presents improvements to existing design procedures by

computing accurate g-functions during selection – a feat not possible until very re-

cent. With the use of the fast g-function calculation, the next chapter also presents a

design algorithm where the outer available land area can be described by any polyg-

onal shape, and sections of the available land area can be marked as “no drilling
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zones.”
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CHAPTER IV

Borehole Configuration Selection in the GHEDT

4.1 Introduction

Ground source heat pump systems are an energy efficient means of providing heating

and cooling to buildings. The best technique for prediction of borehole depths in a

vertical ground heat exchanger (GHE) involves superimposing a unit step-response

g-function with ground loads (Cullin et al., 2015). The g-function is an intermediate

solution of a pure conduction model. g-Functions were historically pre-computed and

stored in libraries out of necessity due to the long calculation times required. The g-

function quantifies an average rise in non-dimensional temperature due to a constant

rate of heat input to the borehole(s).

The original theory of the g-function dates to the work of Prof. Claesson of Lund

University and his PhD student Eskilson (1987). The original g-function calcula-

tion program, Superposition Borehole Model (SBM) (Eskilson, 1986), was utilized

by Hellström (1991) to generate a library of g-functions. The library is accessed by

GHE sizing tools, such as the Ground Loop Heat Exchanger Professional (GLHE-

PRO) (Marshall and Spitler, 1994; Manickam et al., 1996; Spitler, 2000; Cullin, 2008;

Grundmann, 2016) and Earth Energy Designer (EED) (Hellström and Sanner, 1994).

The SBM is closed source. Since the generation of the library in the 1990’s, the

peer-reviewed literature has been silent as to any further developments in the SBM

methodology or expanding the content of the original library. The limited set of

borehole heat exchanger geometrical configurations available in the library has served

as the basis for many installed GHEs. GLHEPRO relies on the design engineer to
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manually select a configuration, perform a sizing routine and then iterate the process

until an acceptable sized borehole height is found. The sizing routine varies the height

of the boreholes in a selected configuration to keep the circulating fluid temperature

within an acceptable range (e.g. 5°C-35°C) over a design period (e.g. 20-30 years).

Building heating and cooling loads are a required input. EED (BLOCON, 2015) con-

tains functionality to consider user defined inputs for a rectangular area, a borehole

spacing range and height range. All the configurations in the library that fit in the

rectangular area, and can be sized within the user specified height range, are sized

and presented to the user. The user is then given the option to sort by category (e.g.

total height or total cost).

This chapter presents a Python package, Ground Heat Exchanger Design Toolbox

(GHEDT), that has the ability to automatically select borehole configurations based

on a user defined target depth and geometric constraints. This chapter describes a new

methodology for optimization of borehole fields based on a user-defined target depth.

GHEDT contains novel abilities when compared to EED. These abilities include:

automated placement of boreholes with different x- and y-spacing, live-time g-function

calculation during design, consideration of an outer land described as a polygon by

its vertices and the ability to treat inner polygonal no-drilling zones. The live time g-

function calculation in GHEDT is dependent on the open source g-function calculation

toolbox, pygfunction (Cimmino, 2018b). The default g-function calculation utilizes

the uniform inlet fluid temperature g-function boundary condition (Cimmino, 2015,

2019), a newly added1 feature to pygfunction that allows the segment lengths to be

unequal and the equivalent borehole method (EBM) of Prieto and Cimmino (2021).

g-Functions from Hellström’s library are shown to over approximate significantly more

than the live calculation of GHEDT when compared to a reference case. Using unequal

1The unequal segment feature was proposed by the author (https://github.com/
MassimoCimmino/pygfunction/issues/135) and was implemented in collaboration with Cimmino
(https://github.com/MassimoCimmino/pygfunction/pull/136).
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segments is shown to both decrease computation time and result in more accurate

g-functions with the use of less segments.

4.2 Background

Eskilson’s SBM computed a two-dimensional (radial-axial) finite difference method

(FDM) model, where each discrete point on the grid contained the temperature rise

based on heat input to a line segment2. The temperature rise at a node in the mesh can

be determined by summing the individual contributions of all the sources (boreholes).

This process, called superposition, is possible because the pure conduction model is

derived from Fourier’s linear partial differential equation that describes the transfer

of heat in solids. This gives, in effect, a three-dimensional solution. The vertical

mesh was calculated by increasing at a rate of
√
2 towards the middle height of the

borehole. The end segment length was a fraction of the height, α.

α =
1

2

√
2− 1√
2
m − 1

(4.1)

Where m is half the number of vertical segments. While the vertical segment lengths

chosen were based on a ratio α that could be readily calculated, the horizontal ra-

dial mesh lengths were determined on a case-by-case basis. The first position, or

zeroth index of the horizontal mesh array was reserved for the value of the boundary

condition, and is located at the borehole radius. Therefore, the boreholes were un-

coupled from the solution and maintained at a uniform temperature along the length

(Cimmino, 2019). Each borehole wall temperature was equal in the field. Recom-

mendation given for the remainder of the mesh was to vary the size of the cells until

a solution independent of the mesh was found. The computer manual for SBM, by

Eskilson (1986), dedicates an entire chapter to the accuracy of the calculation based

on the radial mesh cell sizes, and external reports that discussed the rules to choose

2The line segment is a numerical representation of a finite line source.
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a radial mesh are referred to. Later, Eskilson and Claesson (1988) describe rules for

the horizontal mesh. The recommended fineness of the grid (or number of grid cells)

increases as the number of boreholes increase.

Claesson and Javed (2011) derived a single integral analytical finite line source

solution by integrating a point heat source over the length of the borehole. A mirror

borehole was placed above the ground with negative temperature rise to impose an

isothermal ground surface. This analytical solution greatly decreased the computation

time of the g-function when compared to Eskilson’s numerical SBM. This decrease

in computation time resulted from temperature responses between boreholes being

computed, rather than a grid of responses, greatly reducing the number of finite line

source evaluations necessary. The methodology was implemented into EnergyPlus for

simulating ground heat exchangers and into GLHEPRO by Malayappan and Spitler

(2013) for the use of live time g-function calculations. Though Malayappan and Spitler

(2013) found that for borehole fields containing more than about 30 boreholes, the

solution over approximated Eskilson’s unit-response functions.

Cimmino and Bernier (2014) reformulated the solution of Claesson and Javed

(2011) in order to represent each borehole with multiple stacked finite line sources.

These sources represent the boreholes with each segment having its own burial depth

and height. This stacked finite line source model now makes the g-function calculation

semi-analytical – the solution depends partly on the vertical grid. The formulation of

the segment response is dimensionless, and the response between each pair of segments

is referred to as a segment-to-segment response. Cimmino and Bernier found that the

handling of the distribution of heat in the borehole field had a significant impact on

the g-function. The following are four boundary conditions for distribution of heat

used to solve the g-functions:

• Uniform heat flux (UHF) - A constant heat flux is prescribed at each borehole

wall for all boreholes in the field. This solution is what Claesson and Javed
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(2011) presented.

• Uniform borehole wall temperature (UBWT) - At every point in time, the

borehole wall temperature in the field is uniform, or equal. The heat rejection

to each borehole must vary with time, but the total average heat flux prescribed

to the boreholes is constant.

• Uniform inlet fluid temperature (UIFT) - As described by Cimmino (2015), the

entering fluid temperatures are uniform for all boreholes but increase with time.

The internal borehole thermal interaction must be considered. The borehole

wall temperature is equal along each segment, but the borehole wall tempera-

tures can vary along the borehole (considering the borehole is broken into mul-

tiple segments), and throughout the field. The heat rejection to each borehole

can vary with time, but the total average heat flux prescribed to all boreholes

is constant.

• Mixed inlet fluid temperature (MIFT) - As described by Cimmino (2019), a

mixed arrangement of series and parallel connected boreholes can exist. The

inlet fluid temperature of each borehole is determined either by the inlet fluid

temperature to the borefield, or the exiting fluid temperature from another

borehole. The borehole wall temperature and distribution of heat is prescribed

in the same manner as UIFT. A network of parallel connected boreholes solved

with the MIFT boundary condition simplifies to a UIFT solution.

Cimmino and Bernier (2014) constructed a system of equations that ensured a UBWT

boundary condition. They were able to compute g-functions that fell within a root

mean square error of ±5% (excluding boreholes in a line) when compared to Eskilson’s

g-functions, by enforcing a UBWT boundary condition and discretizing the boreholes

into 12 equal segment lengths. Cimmino and Bernier (2014) discussed the numerical

accuracy of the solution by computing g-functions with 256 equal segments along
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the borehole and comparing the error using less segments. They showed that the

stacked FLS solution has a dependency on the vertical grid, leading them to also

wonder if the grid utilized by Eskilson was fine enough to achieve grid independence

in all cases. Cimmino (2015) went on to implement a UIFT g-function calculation for

boreholes containing single U-tubes. As can be seen in Figure 4.1, the UIFT solution

tends upwards towards a g-function computed with the UHF boundary condition

as the (effective) borehole thermal resistance increases. The UIFT solution tends

downwards towards the UBWT boundary condition as the borehole thermal resistance

decreases. Cimmino (2016) introduced UIFT solutions with multiple U-tubes in the

borehole. Cimmino (2019) implemented a mixed inlet fluid temperature (MIFT)

boundary condition that allows for both series and parallel connected networks to be

modeled, which simplifies to UIFT when the boreholes are piped in parallel.

Figure 4.1: The g-functions computed for UHF, UBWT and UIFT boundary condi-
tions, with varied UIFT boundary condition g-functions based on effective borehole
resistance.

Cimmino (2018a) increased the computational speed of the g-function calculation

by pre-determining boreholes that contain similarities or have the same segment re-
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sponses. A symmetric group of segments all contain the same radial distance and

burial depth from a reference borehole segment. Cimmino (2018a) presented algo-

rithms that when implemented can determine symmetric borehole groups. The simi-

larity solver, when compared to the previous detailed solver, resulted in a 308x speed

increase for a 12x12 rectangular borefield. Cimmino (2018b) released an open-source

g-function calculation toolbox, named pygfunction.

With the task of computing g-functions for borefields containing large numbers

of boreholes, up to 1024, it was found by Cook and Spitler (2021) that the memory

requirements of pygfunction (version 1.1.1) were more than typical high-performance

computers could handle. The size of the segment response matrix in pygfunction,

based on the number of boreholes nbh, number of equal vertical segments along the

length of the boreholes nq and the number of points in time nt, was (nbhnq × nbhnq) ·

nt. Cook and Spitler packed3 the segment response matrix, which is symmetric by

reciprocity, to create a response matrix of the size (nbhnq × ns) · nt.

ns =
nq(nq + 1)

2
(4.2)

The result of Cook and Spitler (2021) was a low-level C++ implementation of Cim-

mino’s UBWT system of equations that used on average 8-9 times less memory than

pygfunction. The UBWT system of equations are described in Cimmino and Bernier

(2014) and Cimmino (2018a). Congruent with the converged solution discussion of

Cimmino and Bernier (2014), it was found that calculated g-functions tend to shift

upwards as the number of finite line source segments along the height of the borehole is

decreased. To further decrease the memory consumption, this fact was utilized to try

to approximate converged (many segments along the length of the borehole) UIFT

g-functions by decreasing the number of segments used in the UBWT calculation.

3James A. Cook helped in the process of deriving a function that could index the packed matrix
corresponding to its (i, j) position in the original full matrix.

108



The reference UIFT g-functions were chosen based on typical installation practices in

North America. The result was that most cases consumed less than 96GB of RAM,

which allowed Spitler et al. (2021) to compute a large library of g-functions on the Ok-

lahoma State University High Performance Computing Cluster (OSUHPCC, 2021).

A fork of cpgfunction, named cpgfunctionEP, was later modified to be a pure C++

project for integration into EnergyPlus (available since the 9.6.0 release on Septem-

ber 23, 2021). The deprecation of external Fortran libraries, which are optimized for

vectorization, resulted in a decrease in speed performance. The number of segments

used by default in the g-function calculation of cpgfunctionEP are those that provide

approximate UIFT solutions for average use cases.

The original version of cpgfunction version 1.0 outperformed pygfunction version

1.1.1 for most problems, though when the problem was very large, cpgfunction was

slower. A speed increase was obtained in a second version of cpgfunction version 2.1

by vectorizing the spatial and temporal superposition of the time varying heat ex-

traction rates with the segment responses. This vectorization was already being done

in pygfunction. However, the next release of pygfunction version 2.0 was significantly

faster than cpgfunction, due to Cimmino vectorizing the identification of similarities

as well as the calculation of segment responses. Prieto and Cimmino (2021) proposed

an equivalent borehole method (EBM), that vastly reduced the number of segment

responses required to be calculated by determining equivalent borehole groups us-

ing a hierarchical clustering scheme for determination. The EBM determines groups

boreholes that have similar borehole wall temperatures. A single steady state finite

line source solution containing one segment is utilized in the initial calculation of the

dimensionless borehole wall temperature in the field. From there, a hierarchical ag-

glomerative clustering method is performed, and a minimum number of groups, Gmin

are determined by a prescribed cutoff threshold of 1⁄2 applied to a dendrogram. The

number of vertical lines (groups) that are intersected by the horizontal line is the min-
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imum number of groups necessary. Prieto and Cimmino find that setting the number

of groups G to be one greater than the minimum number of groups provides sufficient

accuracy. The size of the segment response matrix was reduced to (Gnq ×Gnq) · nt,

and the resulting system of equations was also reduced. Figure 4.2a shows the time

comparison4 for pygfunction and cpgfunction over the range of versions based on the

number of sources in the calculation. Figure 4.2a shows a significant speed improve-

ment provided by the equivalent method of Prieto and Cimmino (2021), available in

pygfunction version 2.1. The speed increase can be over 1000x. Figure 4.2b shows

the memory consumption for pygfunction and cpgfunction based on the number of

sources used. The memory consumption of the equivalent method does not appear

on Figure 4.2b because its consumption is always less than 0.1 GB.

(a) Square fields timing (b) Square fields memory

Figure 4.2: Timing and memory comparisons for pygfunction and cpgfunction on the
basis of the number of sources.

A recent development of pygfunction has been made to allow the segment lengths

along the borehole to be unequal. Unequal segments lengths are shown in this chapter

to improve the speed and accuracy of pygfunction. Cimmino and the author collab-

orated on a function to determine unequal segments in the vertical direction. The

method was finalized by Cimmino. The function returns segment ratios along the

4Dual Intel “Skylake” 6130 CPUs available on the Oklahoma State University High Performance
Computing Center cluster, named Pete, were utilized.
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borehole based on a required number of segments input and an optional end length

ratio input. The function discretizes the borehole by utilizing a geometrically expand-

ing mesh. While Eskilson proposed a constant expansion factor of
√
2, Cimmino’s

expansion factor is solved for based on the number of segments and the end segment

ratio provided. The default end segment length ratio was selected to be 0.02. Optimal

vertical discretization is a subject of future5 work for pygfunction. This chapter shows

that a 2% end length ratio and 8 unequal segments that expand towards the center

of the borehole can reduce computation time and increase accuracy when compared

to equal vertical segment lengths. The 8 unequal segment length discretization is

abbreviated here as 8USL. The segment discretization of Eskilson (unequal), Cim-

mino (equal) and the current6 8USL schemes are shown in Figure 4.3. The equivalent

borehole method combined with 8 unequal segments along the borehole serves as the

basis for live UIFT g-function calculations in the GHEDT optimization process.

4.3 Methodology

4.3.1 Validation

Unequal stacked finite line source segment lengths are undiscussed as of current in the

literature. Cimmino is the progenitor of the stacked finite line source methodology and

5The optimal vertical discretization of the stacked finite line source segments is an open issue
(https://github.com/MassimoCimmino/pygfunction/issues/153) for pygfunction.

6If a name was to be put on the “current” scheme, it would be fitting for it to be a combination of
names: Cook, Cimmino, Spitler and West. The idea of unequal segment lengths had been discussed
between Cook and Spitler some time ago, but it wasn’t until his undergraduate research assistant
Timothy West edited an offline pygfunction version 1.1 that an unequal segment length stacked finite
line source solution had been computed. West and Spitler developed a “3 segment scheme” that
could approximate typical UIFT g-functions using the UBWT boundary condition with unequal
segments, one step improved from the equal segment length adaptive discretization scheme of Cook
and Spitler. Cook understood the speed improvements in the similarity identification of pygfunction
version 2+ and began working on improving the more complicated pygfunction version 2 to handle
unequal segments. The initial development of unequal segments into pygfunction version 2+, was
started with the 3-segment scheme in mind. However, upon completion, the EBM method was
available, and orders of magnitude faster than a UBWT g-function computed with the similarity
method and 3 (unequal) segments. After Cook showed some initial promising results to Cimmino, he
was a huge help in wrapping up the unequal segment length functionality for use and compatibility
with all available g-function calculation methods of pygfunction.
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Figure 4.3: Eskilson’s 12 segment discretization scheme, Cimmino’s uniform dis-
cretization and the current segment ratio discretization using an end length ratio
of 0.02 with 8 segments.

until recently pygfunction has always considered uniform segment lengths along the

borehole. The author proposed unequal segment length functionality and collaborated

extensively with Cimmino to provide full unequal segment length functionality to all

boundary conditions and solver methods of pygfunction. The unequal segment length

function of pygfunction, finalized by Cimmino, does differ from Eskilson’s vertical

grid. The function requires the number of vertical segments, nq and has an optional

end length ratio, α which is set to a default of 0.02. To determine the segment ratios

along the borehole, the required number of segments is 3. Though, if 1 or 2 segments

are requested then the user is warned that the end length ratio is over-ridden. If 3

segments are described, the end length ratios are set at the top and bottom of the

borehole, and the remainder of the ratio makes up the center segment. If the end

length ratio multiplied by the number of segments is 1, then the segment ratios are

equal along the borehole. If the number of segments provided is greater than 3 and

even, the following polynomial expression is used to solve for an adaptive expansion

112



factor, f . By adaptive, it is meant that the expansion factor is not constant along

the borehole, where Eskilson used a constant expansion factor of
√
2.

0 = (1− 2α)− fx+ 2αxm (4.3)

Where m = nq/2. The expansion factor is solved for based on the real root that

ensures the sum of the segment ratios are equal to 1. The segment ratios along the

borehole, where r0 = α, are given by the following equation, where 0 ≤ i < m, and

the ratios are symmetric across the center of the borehole.

ri = f i · α (4.4)

If the number of segments is greater than 3 and odd, then the adaptive expansion

factor is solved by determining the root of the following polynomial.

0 = (1− 2α)− fx+ αxn + αxn+1 (4.5)

Where n = (nq − 1)/2. The ratios along the borehole are set using Equation 4.4,

though the ratios for this case do not meet at the center. The center segment ratio

is set to be fm · α.

The impact of varying the end segment ratio and the number of sources is ana-

lyzed. To analyze the impact of varying the end segment ratio and the number of

sources, a reference UIFT g-function for a 12x13 configuration with 5m equal spacing

at a borehole height of 96m utilizing 96 equal segment lengths is computed using

the similarities solver7. Other inputs are described in Table 4.1 and Table 4.2, and

7The “similarities” solver (Cimmino, 2018a) made use of similarities between pairs of segments
to reduce the amount of computation time for computing segment-to-segment response factors. The
EBM solver makes additional approximations not made by the similarities solver. It is expected
that, with the same discretization, the similarities solver should be more accurate, but slower than
the EBM solver. In this work, the similarities solver was used to compute the reference cases and
also cases with the 12ESL discretization. Unequal segments lengths have full functionality with all
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the g-functions are solved at Eskilson’s 27 logarithmic dimensionless points in time

(shown in Appendix B). A g-function with unequal segments that utilizes the EBM

is computed with various combinations of number of sources nq and end segment

ratios α. The number of sources is ranged from 5 to 25, and the end segment ratio

is ranged from 0.01 to 0.05. The mean percent error based on the end segment ratio

and number of sources utilized is given in Figure 4.4. The mean percent error is com-

puted over the entire g-function curve and quantifies the average error. As the end

segment ratio is decreased and the number of sources increased, the solution better

approximates the reference case.

Figure 4.4: Mean percent error of the equivalent borehole method with unequal seg-
ments based on the number of segments used and end segment ratio.

Now, an end segment ratio is selected as 0.02 and held constant. The number of

sources are varied from 3 to 20. The mean percent error for the EBM with unequal

segments, and the similar borehole method (SBM) with equal segments are compared

solvers in pygfunction (detailed, similarities, equivalent) and all boundary conditions (UHF, UBWT,
UIFT). However, the resulting increase in accuracy from utilizing unequal segment lengths is focused
on the UIFT boundary condition with the EBM. Unequal segment lengths can be used with the
similarities solver, but the resulting increase in accuracy is not shown in this thesis.
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in Figure 4.5. The EBM is shown to be more accurate than the SBM with fewer

segments when utilizing unequal segment lengths. The slope appears to nearly flatten

out for the EBM unequal segment curve at around 8 segments. Using more than 8

segments for an end segment ratio of 0.02 is futile.

Figure 4.5: Mean percent error of the equivalent borehole method utilizing unequal
segments with an end segment ratio of 0.02, and the similar borehole method using
equal segment lengths.

The equivalent borehole method was recently proposed by Prieto and Cimmino

(2021) and is validated here for use in the GHEDT. The unequal segment length g-

function computed with the EBM is validated by quantifying the mean percent error

in relation to a reference UIFT g-function. This is done over a range of borehole

configurations. The g-Functions are computed at 96m depths for a single U-tube ge-

ometry described in Table 4.1. The remainder of the inputs are described in Table 4.2,

and the g-functions are solved at Eskilson’s 27 logarithmic dimensionless points in

time (shown in Appendix B). The reference g-function is computed using the UIFT

boundary condition (Cimmino, 2019) with the similarities solver (Cimmino, 2018a)

that contains 96 equal segments along the borehole, equaling 1 meter segment lengths.
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Cases for existing methods are computed, using UBWT (Cimmino and Bernier, 2014;

Cimmino, 2018a) and UIFT (Cimmino, 2015, 2019) boundary condition at 12 equal

segments (abbreviated 12ESL) along the borehole. The EBM (Prieto and Cimmino,

2021) is used to compute g-functions with 12 equal segment lengths. Finally, the 8

unequal segment length (8USL) discretization is coupled with the equivalent bore-

hole solver, proposed here to serve as the basis for live time g-function calculation in

GHEDT. The mean percent error over the curves are computed to the reference case.

This is done for a set of 20 square cases ranging from 1 borehole to 400 boreholes.

The size of the problem, or the number of sources used in the “converged” case, is de-

pendent on the amount of RAM available. These cases were computed with so called

bigmem nodes on the OSUHPCC (2021) that have 760GB of RAM. Cases containing

more than 400 boreholes with 96 equal segments along the length for each borehole

resulted in memory allocation failures. Computation of these reference cases is not

feasible for most users, given that the average current workstation probably contains

8-16 GB of RAM (in December of 2021).

The mean percent error results for the square cases are given in Figure 4.6a. The

8USL discretization is shown to provide an improvement to the accuracy of the g-

function calculation. For the square cases, the 8USL UIFT EBM g-functions are more

accurate than the 12ESL UIFT EBM g-functions. The 8USL discretization not only

improves the accuracy compared to the 12ESL discretization, but also decreases the

computation time, as seen in Figure 4.6b. The accuracy of g-functions computed with

the similarities solver is increased with the use of unequal segment lengths as well,

though those results are not pertinent to this work.

Table 4.1: Single U-tube borehole geometry.

Borehole Diameter (mm) 150
U-tube Inside Diameter (mm) 21.6
U-tube Outside Diameter (mm) 26.6
Shank Spacing8(mm) 32.3
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Table 4.2: Non geometric parameters input for GHE sizing.

Volumetric flow rate per borehole, V̇b (L/s) 0.2
Burial Depth, H (m) 2
Ground thermal conductivity, ks (W/(m·K)) 2
Grout thermal conductivity, kg (W/(m·K)) 1
Pipe thermal conductivity, kp (W/(m·K)) 0.4
Ground volumetric heat capacity, (ρcp)s (kJ/(m·K)) 2345.49
Grout volumetric heat capacity, (ρcp)g (kJ/(m·K)) 3901
Pipe volumetric heat capacity, (ρcp)p (kJ/(m·K)) 1542
Undisturbed ground temperature, Tg (°C) 18.3
Water temperature, T (°C) 20
Pipe roughness. ϵ (m) 1.00E-06
Max Heat Pump Entering Fluid Temperature, Tmax (°C) 35
Min Heat Pump Entering Fluid Temperature, Tmin (°C) 5
Simulation duration (years) 20

(a) Square fields timing (b) Square fields memory

Figure 4.6: The mean percent error between g-functions computed with Eskilsons 27
logarithmic dimensionless time points for square fields ranging from 1x1 to 20x20.

The square cases are highly regular and may be easier to approximate than those

that are non-uniform in spacing and have cutouts, or missing boreholes in a large

area. Therefore, it’s desirable to make some comparisons of accuracy for more ir-

regular cases. An additional 10 configurations computed using a RowWise9 borehole

8“Shank spacing” is the distance between the two legs of the U-tube measured from the outer
tube walls. For a double U-tube, it is the distance between the two opposite tubes, again measured
from the outer tube walls.

9The RowWise borehole placement method was developed by Timothy N. West, an undergraduate
research assistant who worked under Dr. Jeffrey Spitler.
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placement method, ranging from 150 to 389 boreholes, are also compared. The Row-

Wise scheme utilizes a target spacing within each row but increases the spacing to

make full use of the land area available. The land area can be described by an outer

polygon, with inner polygons describing locations where boreholes cannot be placed.

Take as an example, a row that stretches 18m between the property boundary and

the building edge, with a user-defined target spacing of 5m. The row could hold

four boreholes spaced 5m apart, if the target spacing was maintained. The RowWise

scheme automatically adjusts the spacing to fully use the 18m, placing the four bore-

holes 6m apart. For these cases, reference g-functions are computed at four heights:

48m, 96m, 192m and 384m. The reference cases all utilize 96 equal finite line source

segments along the length of the borehole. The number of segments used is limited by

the memory consumption, which grows to near 760GB for the largest case. A couple

of the fields used in this analysis that are computed with the RowWise generation

technique are given in Figure 4.7.

(a) (b)

Figure 4.7: Two RowWise layouts used in verifying the equivalent borehole method,
one with 150 boreholes (a) and one with 384 boreholes (b).

The mean percent error results of 8USL and 12ESL g-functions compared to the

reference g-functions are given in Figure 4.8a for 48m results, Figure 4.8b for 96m

results, Figure 4.8c for 192m results, and Figure 4.8d for the 384m results. These

results are a bit more nuanced than for the square cases. At 48m and 92m depths, the
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results for the 12ESL discretization with the similarities solver are slightly better than

the EBM with the 8USL discretization. At the 192m depth, the errors in the UIFT

12ESL cases shift noticeably upwards, while the 12ESL UBWT solution seemingly

becomes a good approximation. At 384m, all cases have shifted upwards substantially,

with the 8USL maintaining its accuracy, and proving the best approximation at this

height. It is noteworthy that Eskilson considered the UBWT boundary condition to

be a good approximation for a network of boreholes connected in parallel when the

flow rate becomes sufficiently high. In practice the flow rate is often not sufficiently

high enough for UBWT to be a good approximation.

The UIFT g-function is capable of better approximating physical reality by consid-

ering the actual flow rate. The UBWT approximation underestimates the g-function

(for most cases). The UIFT approach has not been used in design tools in the past.

The UIFT g-function boundary condition (Cimmino, 2015) was only recently devel-

oped, and made available in an open-source program (Cimmino, 2018b) that was

recently deployed. While the more accurate UIFT method has been an available

resource, the live calculation of g-functions has not been feasible. Therefore, UIFT

was sidelined in favor of an approximate UBWT approach that was tabulated for

lookup in a database. The EBM makes the g-function calculation fast enough to be

done on the fly during the design process. That allows the preferred UIFT boundary

condition to be utilized in a live g-function calculation. Using the EBM with UIFT

boundary condition and the 8USL discretization gives slight overprediction (<3%),

which is acceptable for design programs, and preferable to underprediction.

GHEDT depends on pygfunction and contains a function that wraps all the possi-

ble g-function calculation configurations. A user of GHEDT could specify the bound-

ary condition used, the number of segments and whether the segments are equal or

unequal along the length. The recommended g-function for calculation, that is de-

fault, is computed using the EBM with the UIFT boundary condition and the 8USL
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discretization.

(a) (b)

(c) (d)

Figure 4.8: Mean percent error of various of g-function calculation methods over a
range of RowWise borehole configurations at 48m (a), 96m (b), 192m (c) and 384m
(d) depths compared to the reference g-functions.

Various g-functions for a 12x13 configuration with an equal borehole spacing of

5m and borehole lengths of 96m are shown in Figure 4.9a. The various boundary

conditions and solver methodologies utilized result in differing g-functions. The pre-

viously described g-functions are plotted, in addition to a g-function from Hellström’s

library that was obtained by utilizing GLHEPRO. The red x’s are the 96 equal seg-

ment length reference case. Even though Cimmino and Bernier (2014) were able to

approximate Eskilson’s g-functions with high accuracy using 12 equal segments, the

calculated curve appears much lower than the one found in the GLHEPRO lookup
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tables. This can be explained by the difference in the burial depth. Eskilson (1987)

stated that varying the burial depth from the surface to 5m had little impact on the

g-function, and computed his g-functions for somewhere between 4-5 meters. Fig-

ure 4.9b shows the variation of the UBWT g-function with 12 equal segments over

a range of burial depths D from 1 to 5m. The UBWT g-functions (computed with

pygfunction) containing 4 and 5m burial depths bracket Eskilson’s g-function.

(a) (b)

Figure 4.9: The g-functions plotted for a configuration of 12x13 with uniform spacing
of 5m and a borehole height of 96 meters (a). The g-function is shown to vary with
the burial depth in (b).

The comparison of the mean percent error (MPE) of the entire g-function curve,

as done in Figure 4.6 and Figure 4.8 is a useful way of quantifying g-function error.

However, these results don’t directly correspond to the error in sizing a GJE. Eskil-

son’s dimensionless time goes out to 3.003. The dimensionless time value of 3.003

corresponds to 767 years for the soil conductivity, soil volumetric heat capacity and

height of the boreholes for this case. For a 20-30 year design life, a significant portion

of the g-function that contributes to the MPE is not used in a GHE simulation. The

time in years associated with this case can be seen on the top x-axis in Figure 4.9a.

While quantifying the error of the g-function curve is useful for understanding overall

trends, the g-function comparison plot of Figure 4.9 does not mean much by itself,

without determining the impact on the GHE size.
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To investigate the effects on sizing, loads from an Atlanta office building (Spitler

et al., 2020) are utilized to size the configurations described above. The loads are

heavily cooling-dominated, so over time more heat is put into the ground than is

extracted from. In order to make the final sizing procedure (determining the depth

for a specific configuration) fast, g-functions for borehole heights of 24m, 48m, 96m,

192m and 384m are pre-computed. Borehole heights are iteratively interpolated for

in the sizing procedure. The sizing procedure is done for the design temperature

limits given in Table 4.2, for periods of 10, 20, and 30 years. The g-functions used

correspond to the g-functions plotted in Figure 4.9a.

The sizing results are presented in Figure 4.10a. As the design period is increased,

the total amount of land area necessary is substantially increased. This is primarily a

result of the unequal loads (cooling-dominated). The errors in sizing, when compared

to the reference g-function with the converged 96 equal segment similarity case, are

shown in Figure 4.10b. The sizing height determined with the GLHEPRO g-functions

gives the highest sizes, due to the GLHEPRO g-functions being based on burial depths

of 4-5m and the UBWT boundary condition. The g-functions calculated with the

EBM, 8USL discretization, and UIFT boundary condition are the “best” – that is,

they are the most accurate while also slightly overestimating the required depth rather

than underestimating the required depth. The 8USL EBM g-function overestimates

the required height by about 1%, 1.3% and 1.65% at 10, 20 and 30 years respectively,

when compared to the reference g-function (96 equal segments with the similarity

method).

The conclusion of the analysis of the accuracy of the g-functions is that the EBM

with 8USL discretization and a UIFT boundary condition is the best approximation

for calculating g-functions quickly. These g-functions are very accurate and properly

account for borehole thermal resistance and actual burial depths.
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(a) (b)

Figure 4.10: Height of boreholes (a) based on g-functions computed using a range of
calculations, and errors in reference to a 1m equal segment length discretization (b).

4.3.2 Integer Bisection Search

In the design of GHEs, the acceptable drilling depth is often defined by local con-

ditions – both the geology and available drilling rigs. For large systems with many

boreholes, it is feasible to bring in other drilling rigs, but the geology may still limit

the economically feasible drilling depth. The cost of moving the drilling rig to a new

location must be balanced against declining rates of penetration10 (ROP) as depths

increase. Therefore, a maximum or target drilling depth is a required input for the

configuration selection algorithms in GHEDT. A likely future improvement would be

to develop cost models that account for moving drill rigs, ROP varying with depth,

the cost of trenching, etc. For now, this information is encapsulated in a user-specified

target depth. GHEDT first provides the ability to quickly determine the configuration

based on a target depth and can size the configuration to determine a final actual

depth. This means that designers using the tool can quickly evaluate alternative

target depths, which is highly useful for GHE designers. GHEDT’s methodology dif-

fers from existing design tools. GLHEPRO does not currently contain an automated

methodology. EED’s methodology is an exhaustive procedure, rather than selection

10The rate of penetration quantifies the speed a drill bit can break rock. In certain geological
conditions, the speed, or rate of penetration, of the drilling may be slower.
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of a single configuration.

The selection of configurations is made possible via construction of domains that,

when searched over at the target height, form a discontinuous unimodal11 excess

temperature function. These are referred to as unimodal domains throughout this

chapter. Points on the discontinuous unimodal function are produced by simulating

borehole fields in the domain at the target height. The values of the unimodal function

are excess temperature values (the simulation procedure is described in Section 3.6

and the excess temperature cost function is described in Section 3.7). The function

is discontinuous because adding a borehole results in a jump in excess temperature.

An integer bisection search routine was implemented to decrease the required number

of borehole fields to be simulated to make a borehole field selection. After a field is

selected, a size is determined by varying the depth of the boreholes in between the

described target depth and minimum depth. GHEDT provides a number of search

routines, with increasing degrees of complexity. The simplest search routine, covering

only square and near square fields, is described in this section.

A GHE simulation requires building heating and cooling loads. The heating and

cooling load profile, shown in Figure 4.11, is used for the simulation and design routine

results shown in this chapter. The load profile is produced by simulating an office

building12 in EnergyPlus using weather conditions for Atlanta, GA. The building

layout has a rectangular footprint of 50m in length by 33.3m in width.

A square and near-square domain is described, and the integer bisection rou-

tine is utilized to select a field. The square and near-square domain is created by

11The “unimodal functions” in this thesis have a single minimum over the range of interest, and
the slope constantly descends from left to right. Increasing total drilling depth, while maintaining
similar geometrical spacing, results in lower excess temperatures. The domains in this thesis are
constructed to produce a unimodal excess temperature curve. The unimodal excess curve is created
by simulating the fields in the domain at a constant height. GHEDT contains a function that can
check unimodality of a domain. The required inputs to the function that checks whether a domain
produces a unimodal excess temperature curve are a single height and a domain.

12This building is further described in (Spitler et al., 2020).
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Figure 4.11: An Atlanta office building ground heat extraction hourly load profile for
one year.

placing successively larger square and near-square13 fields in order. The square and

near-square domain, D contains configurations from one borehole to a square field

containing 1024 boreholes (e.g., 1x1, 1x2, 2x2. . . 32x32). Creation of the square and

near-square fields is given by a function r(Nx, Ny, Bx, By), where Nx is the number

of boreholes in the x-direction, Ny is the number of boreholes in the y-direction, Bx

is the spacing in the x-direction and By is the spacing in the y-direction. Therefore,

the domain, based on a user defined uniform borehole spacing, B=5m is constructed.

D =



r(1, 1, B,B)

r(1, 2, B,B)

r(2, 2, B,B)

...

r(32, 32, B,B)


(4.6)

13Near-square would be a configuration with (N) x (N+1) boreholes – the number of rows and
columns is different by one.
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The resulting excess temperatures for each configuration in the domain, Di are

simulated for 20 years at the maximum user defined height, H = 135m, and the excess

temperature is calculated based on the minimum and maximum heat pump entering

fluid temperature over the simulation. Figure 4.12a shows the excess temperatures

plotted based on the 20 year simulation results of the square and near-square fields.

To verify the unimodality, the successive differences along the domain are computed

to ensure each resulting configuration contains less excess temperature than the pre-

vious. Though this domain is easily visually verifiable, a systematic method to ensure

unimodality is useful.

∆Tj = Ti − Ti−1 (4.7)

Figure 4.12b shows proof of unimodality, where none of the ∆Tj values are above

0. If ∆Tj ≤ 0 for all j, then the discontinuous excess temperature function is uni-

modal. Proof of unimodality, or a smooth discontinuous excess temperature function,

is important for the integer bisection search, described later in this section.

(a) (b)

Figure 4.12: A unimodal function of excess temperatures produced by square and
near-square fields (a) and proof that the discontinuous excess temperature function
produced is unimodal (b).

The configurations are simulated at the target height, so that when a field is

selected, the height can then be decreased to drive the excess temperature to 0.
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Because an excess temperature of 0 is desired, the configuration that results in an

excess temperature closest to 0, but negative is the configuration of interest. If the

user were to set the minimum height very near the maximum height, it’s possible

that the two heights would not bracket the root of the excess temperature. The

selected configuration would not be able to meet the minimum height limit. This could

be remedied by decreasing the minimum height, or possibly adjusting the borehole

spacing.

To accelerate the selection process, in addition to only simulating the fields at the

target height, an integer bisection search is implemented. The integer bisection search

starts by simulating the first configuration, S(D0, Hmin) at the minimum height and

maximum height, T0 = S(D0, Hmax). Where S a function that performs a 20-year

hybrid time step simulation and returns the heat pump excess temperature. If the sign

of the resulting simulations are opposite one another, then the first configuration can

be sized between the specified height range. The last value in the domain is simulated,

Tn−1 = S(Dn−1, Hmax). If the signs of T0 and Tn−1 are opposite one another, then

the integer bisection search can be performed, because the solution is bracketed. If

both the resulting excess temperatures are less than 0, then a warning message is

displayed that informs the user that either the loads are unrealistically small, or the

configuration in the first domain, D0 needs to contain less boreholes. If both the

resulting excess temperatures are above 0, then a warning message is displayed that

informs the user that the loads are either excessively large, or the last configuration

in the domain, Dn−1 should contain more boreholes. The function being searched

over is a discontinuous function, S(Di, Hmax) with i on the interval [a, b], where a = 0

initially and b = n − 1, where n is the number of elements in D. Each iteration

performs the following steps:

• Calculate c, the integer midpoint of the indexing interval, c = ceil(
a+ b

2
)

• Calculate the excess temperature, Tc = S(Dc, Hmax)
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• Convergence is satisfied if c = a or c = b

• Examine the sign of Tc, and if the sign is equal to the sign of Ta, then a = c,

otherwise b = c.

The result of the integer bisection search are two values, Ta and Tb where b = a+ 1,

and the sign of Ta does not equal the sign of Tb. The field that corresponds to

Tb = S(Db, Hmax) is selected; the final depth will be determined in the next step,

sizing. This selected field contains the closest minimum excess temperature to 0

of the configurations in the domain. The sizing function then decreases the depth

(which increases the excess temperature) from the target depth to drive the excess

temperature to 0. Once a configuration is selected, g-functions are computed at the

target depth, minimum depth, and the average of the two. The depth is then found

by interpolating the g-functions so that the excess temperature is driven to 0.

A maximum depth of 135m and a minimum depth of 60m is used to select a

square or near square design with other inputs described in Table 4.1 and Table 4.2.

The entire domain is plotted in Figure 4.13, and the points that are simulated during

the bisection search routine are marked in red. The numbers marking the simulated

fields are labeled in the order they were simulated during the integer bisection search.

A zoomed in portion of the plot is shown, so that it can be easily seen that the

last field simulated, marked number 8, is the field with excess temperature closest to

0, but negative. The amount of time it takes to select a field is about 16 seconds

on a desktop PC with an 11th Gen Intel Core i9-11900K at 3.50GHz. The time to

compute the three g-functions for interpolation and then size takes around 4 seconds.

Therefore, using the 8 unequal segment EBM g-function calculation method and the

bisection integer search routine, a square or near square field ranging from 1 to 1024

boreholes can be selected and sized in about 20 seconds. The maximum height was

described so that a borefield containing a 12x13 layout would be selected, so that

the results can be compared to what was previously found in Figure 4.10a; a way of
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validating the integer bisection search results. The sizing result here is 130.1818m,

where the result given in Figure 4.10a for the same field is 130.1339. This 0.036%

difference in sizing height is due to the difference in the number of g-functions used

in the interpolation.

Figure 4.13: The square and near square search domain plotted with the integer
bisection search simulation points plotted.

4.4 Design Routines

4.4.1 Uniform Constrained Rectangular Search

The previous example showed the sizing and selection of an unconstrained square

field with a target depth of 135m. However, in practice square designs may not be

desirable as they are more prone to thermal buildup, and the design will more than

likely be constrained by land area. A common borehole layout for a GHE is one that

is rectangular. For example purposes, the Atlanta office building with a 50m by 33.3

m footprint is considered to be on a lot 85m by 80m, and the bottom left corner of

the building is shifted 15m right and 36.5m up from the bottom left corner of the
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property, as shown in Figure 4.14. This leaves a rectangular area (below the building

on the figure) that can be used for a rectangular borehole field.

Figure 4.14: A rectangular land description with an unavailable no-drill zone where
a rectangular building is located.

A search routine has been developed that takes in the area (length x width)

constraints and a minimum and maximum uniform borehole spacing. The GHE

designed with this routine will closely resemble what a GHE designer has had the

ability to come up with by iteratively adjusting the number of boreholes in the x and

y directions, varying the borehole spacing and then checking the design with the use

of g-functions in Hellström’s library.

The search procedure is similar to the square and near-square search described

in the previous section. First, a domain of rectangles, that when simulated at the

maximum height result in a unimodal discontinuous function, is created. The first

step in this process is to determine a minimum number, Nmin and maximum number,

Nmax of boreholes using the length of the longest side (Lx) and the spacing constraints,

Bmin and Bmax, supplied:

Nmax =
L

Bmin

+ 1 (4.8)

Nmin =
L

Bmax

+ 1 (4.9)
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However, the number of boreholes found in these equations, for most cases, will be

floating point numbers. Therefore, the minimum number of boreholes is rounded up

(using a ceil function) to the nearest integer, and the maximum is rounded down

(using a floor function) to the nearest integer. The number of boreholes used in

the longest direction then falls between Nmin ≤ N ≤ Nmax, where N0 = Nmin and

Nn−1 = Nmax. The uniformB spacing utilized is one that ensures the land is fully used

in the direction of longest specified length. The number of boreholes then used for

the shorter length is rounded down to the nearest integer and based on the uniform

B spacing. Though for every number of boreholes in the x-direction, Ni, multiple

rectangles could have the same number of boreholes in the y-direction . For example, if

there are 10 boreholes in the x-direction, there might be multiple rectangles that have,

say, 5 boreholes in the y-direction. So, then there could be multiple 10x5 rectangles

with slightly longer uniform borehole spacing. This would cause the discontinuous

excess function to creep up slightly until another row of boreholes could fit in the

y-direction. Therefore, multiple fields containing the same number of boreholes in

the y-direction are disallowed from the domain. A lower end of the domain is added

in case a user defines much more land area than necessary. The lower end steps from

one borehole to a line of boreholes at the maximum spacing based on the minimum

number of boreholes, and then rows are added in the vertical direction, maintaining

a uniform maximum borehole spacing. The rectangles forming uniform rectangular

domain for this specific case are shown in Table 4.3.

A discontinuous unimodal function of excess temperature can be created by sim-

ulating each of the rectangles in the uniform rectangular domain. The domain in

its entirety, as well as the fields selected for simulation during the integer bisection

search is shown in Figure 4.15a. The proof of unimodality for the uniform spaced

constrained rectangle domain is shown in Figure 4.15b. The large jump at index of

10 is when the domain goes from a single line to two lines. This proof of unimodality
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Table 4.3: The uniformly spaced rectangular domain, for the inputs previously de-
scribed.

Index Nx Ny B
0 1 1 9.44
1 2 1 9.44
2 3 1 9.44
3 4 1 9.44
4 5 1 9.44
5 6 1 9.44
6 7 1 9.44
7 8 1 9.44
8 9 1 9.44
9 10 1 9.44
10 10 2 9.44
11 10 3 9.44
12 10 4 9.44
13 11 5 8.50
14 13 6 7.08
15 15 7 6.07
16 18 8 5.00
17 20 9 4.47
18 22 10 4.05
19 25 11 3.54
20 27 12 3.27
21 29 13 3.04

is not limited to this case, the method by which the domains are constructed will be

unimodal no matter the land or spacing constraints.

For the example scenario, a borehole field that contains 20 boreholes in the x

direction and 9 boreholes in the y direction with a uniform spacing of 4.47 meters

is selected by the integer bisection search (marked “7” in Figure 4.15a). The target

depth used is 135m. The uniform spaced rectangular field is shown in Figure 4.16.

The time to perform this search on a desktop PC is around 16 seconds. The sized

height is 123.13m, which results in a total drilling depth of 22,164 m.

The rectangular design routine is both powerful and a novel development for

GHE designers to be able to quickly determine a uniformly spaced rectangular layout

with land area, height and uniform borehole spacing constraints. The uniform layout
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(a) (b)

Figure 4.15: The unimodal excess temperature function and the bisection search
points (a) for the uniform rectangular domain, and the proof of unimodality (b).

Figure 4.16: A borefield with a 20x9 layout and a uniform spacing of 4.47 meters
found by searching a rectangular domain consisting of uniform borehole spacings.

cannot always fully make use of the land area; therefore, the next section will present a

bi-uniform constrained rectangular search routine, which can select a rectangle with

different spacing in the x and y directions, with an additional input of maximum

spacing in the direction of the shorter length.
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4.4.2 Bi-Uniform Constrained Rectangular Search

The Bi-uniform search requires one additional input when compared to the rectangu-

lar search routine: a maximum borehole spacing in the direction of shortest length,

Ny. For the remainder of this report, the x direction will be considered the long di-

rection, and the y-direction the short direction, a line of boreholes in the x-direction

to be a row and a line of boreholes in the y-direction to be a column. If the maximum

spacing in the y direction was unconstrained, the solution for problems with plenty

of land area would be to space the rows of boreholes as far apart as possible, until the

thermal response between the rows were independent of each other, and the solution

of the g-function became like a single line. However, the further apart boreholes are

spaced, the more head loss in the pipe and the higher the required pumping power.

Additionally, the heat transfer of the horizontal piping would need to be accounted

for if it became a significant enough portion of the network. Therefore, the designer

is given the ability to specify a land area, minimum total borehole spacing, maximum

borehole spacing in the x-direction, maximum spacing in the y-direction and height

constraints.

The function that creates a bi-rectangular domain takes in the inputs described

above. The routine is similar to the rectangular domain generator, though this time

the spacing in the y-direction is set as what is input as the maximum y-spacing. The

number of the boreholes used in the y-direction are found by rounding Equation 4.9 up

to the nearest integer value. This is done because the least number of boreholes that fit

along the y-direction is desired. For example, a bi-uniform domain with Lx = 85m,

Ly = 36.5m a minimum borehole spacing of Bmin = 4.45m, a maximum borehole

spacing along the x-direction Bx,max = 10m and a maximum borehole spacing along

the y-direction By,max = 12m provides the following domain, shown as a column
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vector.

D =



r(1, 1)

r(1, 2, 9.4, 9.1)

...

r(10, 1, 9.4, 9.1)

...

r(10, 5, 9.4, 9.1)

r(11, 5, 8.5, 9.1)

...

r(20, 5, 4.5, 9.1)



(4.10)

However, this domain uses a fixed number of rows in the y-direction, based on a

specified maximum borehole spacing in the y-direction. A designer could conceivably

manually (and iteratively) adjust the maximum y-spacing, run a bisection search on

the domain created, record the size, and then adjust the y-spacing again until discov-

ering the bi-uniform rectangular field that produces the minimum drilling. For fields

that are much longer in the x-direction, than the y-direction, adding an additional

row in the y-direction causes a large jump in the excess temperature. Therefore, the

goal is to find the minimum number of boreholes in the y-direction first (a course ad-

justment), then fine tune the number of boreholes in the x-direction (creates columns

along the shorter direction). To automate what could be done by hand, the bi-uniform

domains, where the number of boreholes in the y-direction are held constant while

the number of boreholes in the x-direction are increased, are searched over by only

looking at the last value in each domain. The bi-rectangular domain selected to be

fine tuned searched over, is the domain where the last configuration (the one with

the most excess temperature) is closest to 0, but negative. The methodology then, is

that the integer bisection search is twice employed.

To solve the problem, a nested domain is created. The nested domain, denoted N,
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is shown in Equation 4-10 as a matrix of horizontally stacked bi-rectangular column

vector domains. The matrix is specific to the inputs described.

N =



r(1, 1) r(1, 1) r(1, 1)

r(2, 1, 9.4, 9.1) r(2, 1, 9.4, 7.3) r(2, 1, 9.4, 4.6)

...
...

...

r(10, 1, 9.4, 9.1) r(10, 1, 9.4, 7.3) r(10, 1, 9.4, 4.6)

...
... · · · ...

r(10, 5, 9.4, 9.1) r(10, 6, 9.4, 7.3) r(10, 9, 9.4, 4.6)

r(11, 5, 8.5, 9.1) r(11, 6, 8.5, 7.3) r(11, 9, 8.5, 4.6)

r(20, 5, 4.5, 9.1) r(20, 6, 4.5, 7.3) r(20, 9, 4.5, 4.6)



(4.11)

The first bisection search is performed on an “outer domain” that is constructed

by taking the last configuration in each domain. A field containing one borehole is

inserted in the first location to provide a high heat pump excess temperature.

Nn−1 =



r(1, 1)

r(20, 5, 4.5, 9.1)

r(20, 6, 4.5, 7.3)

r(20, 7, 4.5, 6.1)

r(20, 8, 4.5, 5.2)

r(20, 9, 4.5, 4.6)



(4.12)

This outer search successively increases the number of rows. For outer land constraints

where Lx/Ly ≫ 1, the jumps in excess temperature by adding on another row is going

to result in larger jumps between excess temperatures, compared to adding another

column. Therefore, the outer domain search performs the process of locating the

desired number of boreholes in the y-direction, Ny and the inner search then varies

the number of boreholes in the x-direction, Nx.
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The outer search is shown in Figure 4.17a, and pertains to the domain given in

Equation 4.12. Proof can be seen in Figure 4.17b. The configuration selected in the

outer search contains 160 boreholes, and is the rectangle r(20, 8, 4.5, 5.2), and is of the

domain located in the second to last column, N:,n−2. The configuration contains an

excess temperature closest to 0, but negative. Then the bisection search is employed

on the selected domain. The integer bisection search for this inner domain is given

in Figure 4.18a and the proof of unimodality is given in Figure 4.18b. The largest

configuration contains 160 boreholes in the inner search. The result is that one column

can be reduced. The rectangle chosen is defined as r(19, 8, 4.72, 5.2).

(a) (b)

Figure 4.17: The outer domain bisection search (a) and its proof of unimodality (b).

(a) (b)

Figure 4.18: The inner domain bisection search (a) and its proof of unimodality (b).
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The resulting field for the bi-rectangular search routine is given in Figure 4.19

and is determined in 24 seconds on a desktop PC. The borehole arrangement is a

19x8 configuration, equaling 152 boreholes, and contains an x-spacing of 4.72m and

a y-spacing of 5.21m, with a required height of boreholes at 132.29m. The resulting

total drilling depth to meet the heating and cooling demands is 20,108 m. Comparing

this bi-rectangular case to the base case, there is a 9.28% saving in drilling depth.

The subsection 4.4.6 Additional Examples section provides a discussion of how the

search algorithms work when the land area described is much more than necessary to

meet the building loads.

Figure 4.19: A borefield with a 19x8 layout and a bi-uniform spacing of 4.72m in the
x-direction and 5.21m in the y-direction found by utilizing the bi-rectangular search
routine.

4.4.3 Bi-Uniform Constrained Zoned Rectangular Search

The inner boreholes in large rectangular fields can become thermally saturated over

time if the annual heat rejection/extraction loads are significantly imbalanced. The
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ground in contact with the inner boreholes can reach a state where these boreholes

are mostly ineffective, and most of the heat (rejection or extraction) is exchanged

with the surrounding ground via the perimeter boreholes. Therefore, to decrease

the disparity between boreholes, the concept of a zoned rectangle (Spitler et al.,

2020) was conceived. A zoned rectangular borehole field consists of two zones: an

open rectangle around the perimeter, and an inner rectangle with increased borehole

spacing compared to the perimeter. A zoned rectangle is described by the number of

boreholes in the x and y directions for the perimeter, the perimeter x and y borehole

spacing, and the inner number of boreholes in the x-direction, Ni,x and the inner

number of boreholes in the y-direction, Ni,y directions. The inner spacing for the x,

Bi,x and y, Bi,y are determined by:

Bi,x =
(Nx − 1)Bx

(Ni,x + 1)
(4.13)

Bi,y =
(Ny − 1)By

(Ni,y + 1)
(4.14)

The origin of the inner rectangle is placed at coordinate (Bi,x, Bi,y) from the origin of

the outer open rectangle. An example for a zoned rectangle with Nx = 10 boreholes,

Ny = 11 boreholes, a length in the x-direction, Lx = 80m and a length in the y-

direction, Ly = 36.5m is shown in Figure 4.20, where the figures contain an inner

rectangle (Ni,xxNi,y) of 4x5 (Figure 4.20a) and 2x3 (Figure 4.20b).

A domain for a zoned rectangle begins with an open rectangle with one borehole in

the center, and works its way up to a bi-uniform rectangle. The decision to increase

a row or column in the inner rectangle is based on which reduction will keep the

inner ratio Bi,x/Bi,y closest to the outer borehole spacing ratio, Bx/By. The goal

is to maintain an inner ratio that is similar to the outer borehole ratio. That is,

not all possible combinations of row and column dimensions in the interior zone are

considered in the domain.
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(a) (b)

Figure 4.20: Bi-uniform zoned rectangles with an inner rectangle of 4x5 (a) and an
inner rectangle of 2x3 (b).

Given the number of boreholes in the x- and y-directions along the perimeter, and

the x- and y- spacing, a unimodal domain can be created with the stepwise reduction

process. However, this leaves open the question of what the best design is for the

perimeter. Therefore, a nested search is utilized for this process. The inputs necessary

to create a nested zoned rectangular domain are the same as those described for the

bi-uniform constrained case: Lx,Ly,Bmin,Bx,max,By,max. A list of unimodal domains is

created by incrementing the number of boreholes in the x and y directions iteratively,

until there is room to increase only one dimension. For example, if the x dimension,

based on user specified inputs, can range from 5-8 boreholes in the x direction and

5-6 boreholes in the y-direction, the zoned rectangle domains created will have outer

dimensions of 5x5, 5x6, 6x6, 7x6, 8x6. The nested domain bisection search can then

be employed on the nested zoned domain. The outer search is given in Figure 4.21a,

and proof of unimodality Figure 4.21b. The sharp jagged edges in Figure 4.21b imply

large jumps in excess temperature but is not an issue for the design process, given

that each of the domains cover such a large magnitude of excess temperature.

However, upon searching the selected zoned rectangular domain in Figure 4.22,

the largest field in the domain is selected (marked with a “2”). It is understood that

thermal saturation in the middle of the borefield does occur, and the goal of this design
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(a) (b)

Figure 4.21: The outer domain zoned rectangle search (a) and proof of unimodality
(b).

routine is to procure a zoned rectangle, the conclusion can be drawn that the nested

bisection routine utilized to in the bi-uniform rectangular design process needs an

adjustment for this zoned rectangular search. Though, this outer search does provide

a good first guess of where to start looking. The excess temperatures that are below 0

Figure 4.22: The inner domain search based on the field selected in Figure 4.21a.

in the outer zoned search shown in Figure 4.21a are at points -0.32, -0.56, -0.94, -1.215,

where points a, b, c and d are respectively plotted in Figure 4.23 along the x-direction
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with their excess temperatures. The y-magnitude of the points in Figure 4.23 is the

sizing result of the field selected with the inner domain integer bisection search. The

result is that diverging further from an excess temperature of 0 is more ideal, to an

extent. Moving boreholes to the perimeter and decreasing the number of boreholes in

the interior is an improvement, up to a certain point. Therefore, the bi-uniform zoned

rectangular search first performs an outer domain search, then successively solves for

heights in the direction of negative excess temperature for the outer domain for as

long as the total depth of the borefield is decreasing, or a maximum iteration of 7

is hit. Each of these exhaustive searches employs a bisection search to select a field

in the domain, and then sizes the field to determine the sizing result. The time to

perform the nested bisection search on a desktop PC is 95 seconds. The additional

time when compared to the bi-uniform rectangular search is the additional successive

search and sizing procedures. Each additional successive search raises the calculation

time by a scalar.

Figure 4.23: The resulting size of the search over each outer domain result that has
a negative excess temperature.

The result of the bi-uniform zoned rectangular search, shown in Figure 4.24 is

a zoned rectangle that contains 142 boreholes (the sizing result is marked “c” in
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Figure 4.23). The outer dimensions are 19x9 with 4.72m x 4.56m spacing and the

inner dimensions are 15x6 with 5.31m x 5.21m spacing. The drilling depth for each

borehole is found to be 134.02m, with a total drilling depth of 19,031.5 m. This

provides an additional saving of 5.3% when compared to the bi-uniform rectangular

search, and a total of 14.15% when compared to the base case.

Figure 4.24: Bi-rectangular zoned case found with the bi-uniform zoned rectangle
search routine.

4.4.4 Bi-Uniform Constrained Rectangular Search with No-Drilling Zones

The bi-uniform rectangular and zoned rectangular searches are constrained to a subset

of the land area, when a placement algorithm that could utilize the whole land area

would be a more ideal solution. E.g., as shown (Spitler et al., 2020) earlier, a borehole

field that wraps around the building can be a considerably better solution than a

rectangular field on one side of the building. One can imagine an optimization that

adjusts the position of every borehole, but this is unlikely to be computationally
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feasible with larger borehole fields. Furthermore, when considering the optimization of

borehole placement, there is a certain level of practicality that must be considered. For

the results to be applicable to real world installations, the borehole locations should

be able to be marked by a human14, and the piping network not overly complicated.

With that idea in mind, the bi-uniform constrained rectangular search is utilized now

for the whole land area, but boreholes that fall within a specified polygonal zone of

no-drilling are removed. This maintains the borehole placement in rows, but still can

give significant improvement in the design. The result, show in Figure 4.25, is a field

containing 91 boreholes with x-spacing, Bx = 6.53m and y-spacing, By = 11.42m

with no boreholes placed inside of the no-drilling zone. The design, determined in

22 seconds, has a required drilling depth of each borehole at 127.62m. The total

drilling depth found is therefore 11,613.7 m. This results in a savings of 47.6% when

compared to the base case.

Table 4.4 shows the various design procedures and their percent savings compared

to the base case. For the same amount of land area, the bi-zoned search proves to be

a better solution than the bi-rectangular, when compared to the base case. A design

algorithm that can consider “no-drilling zones” results in nearly half the total drilling

depth.

Table 4.4: Comparison of design routine sizing to a typical design with uniform
spacing in the x and y-direction, otherwise referred to as the “base case”.

Design Routine Shown in
Number of
boreholes

Height per
borehole

(m)

Total
Drilling
(m)

Savings to
base case

(%)
Rectangular Figure 4.16 180 123.13 22164.3 0.00%
Bi-Rectangular Figure 4.19 152 132.29 20108.08 -9.30%
Bi-Zoned Figure 4.24 142 134.02 19031 -14.15%
Bi-Rectangular
w No-Drill Zones

Figure 4.25 91 127.62 11613.42 -47.60%

An additional example is created with an L shaped building that can be described

14Perhaps drones might be used in the future to mark the borehole locations in more geometrically
complex designs.
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Figure 4.25: A field determined with the bi-uniform constrained rectangular search
with no-drilling zones.

by 5 coordinates is now utilized. The building is also rotated by 45 degrees and then

translated so that the building is located in the first quadrant. The unrotated, as well

as the final rotated and translated building coordinates are given in Table 4.5. The

total building area footprint is 1664 m2, which is about the same footprint area as the

original Atlanta office building. The outer building land area is set to be 68x100 m2

so that the total amount of drilling area is similar to that of the previous examples.

Table 4.5: L-shaped building unrotated and rotated and translated coordinates.

Unrotated Rotated and Translated
Points x y x y
1 0 0 1 50
2 60 0 43.43 7.57
3 60 16 54.74 18.89
4 16 16 23.63 50.00
5 16 60 54.74 81.11
6 0 60 43.43 92.43
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The bi-uniform rectangular design routine with no-drilling zones selected the bore-

field shown in Figure 4.26 in 28 seconds. The field contains 90 boreholes, with an

x-spacing of 9.7m and a y-spacing of 7.69m. The height of each of the boreholes is

sized to be 126.45 m, totaling 11,380.5 m. These results are comparable to those

shown in Figure 4.24, though the drilling depth is less because the footprint of the

building is more spread out (less dense). The large rectangular footprint of the orig-

inal Atlanta office building doesn’t allow as much heat transfer below the building,

where the L shaped building is skinnier and more of the land area can be utilized.

Figure 4.26: A borefield determined by the bi-uniform constrained rectangular design
where the no-drilling zone is a polygon.

4.4.5 Bi-Uniform Polygonal Constrained Rectangular Search with No-

Drilling Zones

The outer boundary describing the land area will not always be a rectangle, therefore

the bi-uniform rectangular search with no-drilling zones is extended to handle polygo-

nal land constraints. The L-shaped building is used again, though this time is shifted
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10m to the right. The outer coordinates describing the polygonal land constraint is

given in Table 4.6. The total available land area is maintained at 6800 m2.

Table 4.6: Outer polygonal land area constraint coordinates.

Points x y
1 20 0
2 90 0
3 70 100
4 20 100
5 0 40
6 20 20
7 20 0

This design process first determines an outer rectangle that encompasses the land

area, as shown in Figure 4.27a. The bi-uniform constrained nested domain is con-

structed. The domain is then processed to remove any boreholes that lie outside of

the land area, but keep boreholes that lie along the perimeter. Then, the boreholes

that are inside of, or lie on top of the described no-drilling zone are removed, leaving

only borefields with boreholes inside of the described drilling area. Due to the clipping

procedure, a rare, but possible occurrence is that more boreholes could be located

in a field than the one before it (in a domain). Therefore, a final sorting process is

done to sort the domains by the number of boreholes to ensure the domain produces

a unimodal discontinuous excess temperature function.

The field determined by the routine, shown in Figure 4.27a, contains 88 boreholes

with an x-spacing of 10m and a y-spacing of 6.67m. The height of each borehole

is 132.21m, resulting in a total drilling depth of 11,634.3 m. This is comparable

to the rectangular building results of Figure 4.19, even though the building is more

elongated. The increase in drilling depth, when compared to the results of Figure 4.24

can be explained by the cutout procedure, where the boreholes don’t fall along the

perimeter.

A future improvement of this algorithm could be to place boreholes considering

the available land, and constraints. The method could start placing boreholes at the
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(a) (b)

Figure 4.27: The initial process of determining the largest rectangle (a) and the
results for a bi-uniform rectangular search with no-drilling zones and polygonal land
description (b).

perimeter, and if the next borehole in the row is to fall inside of the no-drilling zone,

then the borehole spacing could be reduced back to fit if and only if the minimum

borehole spacing could be maintained. An additional degree of freedom could be the

rotation of the layout of the rows, or to rotate the polygonal descriptions.

4.4.6 Additional Examples

The additional examples presented in this section show the robustness of the design

algorithms. It could be that a designer is unsure of how much land area they may

need, so too much land or not enough land could be described. This section presents

results of the various sizing algorithms based on either scaled loads, or modified land

area. The loads can be scaled at each hour of the year by a constant. If the constant

is less than 1, the required borefield will contain less boreholes. If the constant is

greater than one, the required borefield will require more boreholes. There are also

miniscule and astronomical loads that are created by multiplying the load at each

hour by 1/1000 and 1000 respectively. The algorithms can handle any combination
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of loads and available land area, and if the inputs described don’t result in any

possible field selections, then the user is informed on how to modify the inputs. The

handling of miniscule and astronomical loads is handled by the “Integer Bisection

Search”. For the case of the loads being miniscule, or the lower and upper end

of the domain results in too much excess temperature (both positive), the user is

informed that the domain should have less numbers of boreholes. If the lowest part

of the domain contains one borehole, then the loads are miniscule and one borehole

at minimum depth would solve this designer’s problem. For the case of the loads

being astronomical, or the higher and lower ends of the domain result in not enough

excess temperature (both negative), the user is informed that more land area should

be provided, or the minimum spacing should be reduced.

The domains created result in a discontinuous unimodal excess temperature func-

tion, and always work themselves down to one borehole. The rectangular based

domains start at one borehole, work out to a line of boreholes, and then add lines

of boreholes all spaced at the maximum possible spacing. Therefore, if the land area

prescribed is excessive, the rectangular based designs will work themselves to one long

row of boreholes. The bottom end of the zoned rectangular domain works from one

borehole to a line, then to an L, then a U, then closes off the shape with an open

rectangle prior to the zoned rectangle domain beginning with one borehole placed

inside of an open rectangle.

The results for the equal spacing rectangular search with scaled loads is first looked

at. The results for the 1/16 loads in Figure 4.28a is 4 boreholes in a line, each at 121.8

m, while the 1/2 load profile shown in Figure 4.28b results in 4 rows of 10 boreholes

(40 total boreholes). The spacing for each of the cases is uniform and the maximum

available given the inputs, which is 9.4 m.

The equal spacing rectangular design routine is now employed for the original

Atlanta office buildings, but the available land in the x-direction is moved from 85m
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(a) (b)

Figure 4.28: Field selection results for rectangular equal spacing design routine with
1/16 loads (a) and 1/2 loads (b).

to 200m. The result, shown in Figure 4.29, is a borefield containing 84 boreholes all

at 10m spacing, and sized for 126.47 m for each borehole. For this design routine, as

the land area is stretched in one direction, the selected configuration will tend to a

single line of boreholes with maximum spacing.

Figure 4.29: Result for uniform constrained rectangular search with original Atlanta
loads and a stretched available land area.

The lower end of the domain for the bi-uniform rectangular search is the same as
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the rectangular search, with the difference being that the B spacing in the y-direction

can vary.

The bi-uniform zoned routine is executed with 3/8 scaled loads and 1/4 scaled

loads. The result for the 3/8 scaled loads is a “C” shape, which is nearly an open

rectangle, and shown in Figure 4.30a. The result of the design routine with loads that

are one quarter of the original Atlanta loads is a lopsided U, seen in Figure 4.30b.

(a) (b)

Figure 4.30: Results of bi-uniform zoned rectangular design procedure with 3/8 scaled
loads (a) and 1/4 scaled loads (b).

The bi-uniform rectangular search with a polygonal outer description and no-

drilling zones is shown to handle 1/2 scaled loads in Figure 4.31a and 1/16 scaled

loads in Figure 4.31b.

4.5 Conclusions

Unequal segments for use in a stacked finite line source solution is shown to both

increase accuracy and can decrease speed. The equivalent borehole method of Prieto

and Cimmino (2021) is validated for use in ground heat exchanger design. The equiv-

alent borehole method can utilize unequal segments along the borehole for higher

accuracy while utilizing less segments. The burial depth is shown to be a sensitive
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(a) (b)

Figure 4.31: Results of bi-uniform zoned rectangular design procedure with 3/8 scaled
loads (a) and 1/4 scaled loads (b).

parameter in the design process, and access to a live time g-function calculation pro-

vides the ability to control the burial depth used in the g-function calculation. The

live time g-function calculation also allows use of the more physically-realistic uni-

form inlet fluid temperature boundary conditions, specific to the borehole resistance

and flow rate for the design in question. For a burial depth of 2m, Hellström’s g-

functions (calculated with a 4.5m burial depth) for a 12x13 rectangular layout are

shown to over approximate the required design depth by more than 6% for a 20-year

simulation, while the unequal segment length equivalent borehole method g-functions

over approximate by slightly more than 1%, when compared to reference converged

uniform inlet fluid temperature g-functions.

Novel design procedures for automated selection of practically placed borefields

are presented. An integer-based bisection method is presented for quickly searching

and selecting fields in a domain. The domains are constructed so that the resulting

discontinuous excess temperature function is unimodal over the entire curve. The

more complicated design procedures utilize an outer domain search and then an inter
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domain search over a nested domain of configurations.

It is shown that for the same land area constraint, bi-uniform rectangular design

and bi-uniform zoned rectangular design algorithms can respectively save 9.3% and

14.15% when compared to a human iterated design utilizing Hellström’s g-functions.

As was shown by Spitler et al. (2020), utilizing a larger section of land area that wraps

around a building provides significant savings. The bi-uniform algorithm is utilized

to select wrap around configurations and is shown to save 47.6% when compared to

the base case. The bi-uniform algorithm is also shown to be applicable to outer land

constraints described by any polygonal shape. The design algorithms are shown to be

robust, where the routines will select and size a field given any description of inputs

or inform the user on how to adjust the inputs so that the algorithm can determine

a field.

These novel design procedures provide significant new design capabilities not pre-

viously available in any tool. These design procedures rely on user inputs that, in

some cases, serves as a surrogate for economic optimization. E.g. maximum spacing

is intended to limit the amount of trenching that would occur if the goal to min-

imize drilling depth were unconstrained. Development of accurate cost models for

drilling and trenching could support better economic optimization as part of the de-

sign. Future work could refine these design procedures or provide additional design

procedures. Development of accurate cost models for drilling and trenching could

support better economic optimization as part of the design.
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CHAPTER V

Conclusions and Future Work

The work in this thesis has been based on the thermal response functions (g-functions)

originally developed by Prof. Claesson of Lund University and his graduate students,

using calculation procedures developed by Dr. Cimmino of Polytechnique Montreal.

Before getting to the main conclusions, a couple interesting findings on the nature of

the calculated g-functions should be noted.

• g-Functions are scaled on 4 dimensionless parameters. According to Eskilson

(1987), the ratio of burial depth to borehole length is relatively unimportant

for burial depths between 1 and 5m. However, as shown in Figure 4.9b, there

is significant sensitivity to burial depth in that range. For the case of 12x13

equally spaced boreholes at 5m and borehole heights of 96m, the value of g at

ln(t/ts)=3.03 is 36.5% higher for the 5m burial depth than the 1m burial depth.

This difference makes a significant difference in the resulting design, and burial

depth is a parameter worth considering for the calculation of g-functions.

• Cimmino and Bernier (2014) suggested that 12 segments per borehole were an

adequate (good enough) approximation of a converged case that used 256 seg-

ments. The conclusion appears to have been made based on a 10x10 borehole

field at one B/H value of 0.05. However, as shown in Figure 2.1, the required

number of segments varies significantly with borehole height. The required

number of segments appears to have a correlation with the B/H value. Ad-

ditionally, the required number of segments appears to be dependent on the

number of boreholes and the density of the boreholes. The required number of
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segments increases as the number of boreholes increase, shown in Figure 2.6.

This is exacerbated at deeper borehole heights. The results of the adaptive

discretization scheme for the Poisson disc sampled cases in Figure 2.18 were

less accurate than the square cases in Figure 2.17. The density, or proximity,

of boreholes is different for square and Poisson cases.

The following additional conclusions were reached in this work:

• A g-function calculation tool, written in C++, named cpgfunction, has been

developed for computation of g-functions on high performance computing clus-

ters. The methodology is similar to pygfunction, but with significant changes

to reduce memory consumption by packing the segment response matrix and

utilizing an adaptive discretization scheme to approximate converged UIFT g-

functions utilizing fewer vertical segments in the UBWT calculation. The accu-

racy of cpgfunction was validated against pygfunction. The speed of cpgfunction,

for most cases, was faster. The resulting memory consumption was reduced by

approximately a factor of 8. This allows almost all g-function calculations on

the OSU HPCC to be done on the most widely available compute nodes with 96

GB of RAM. As a result, substantially more computing hours can be performed

in less real time. Cpgfunction coupled with an adaptive discretization scheme

made it possible to utilize the many OSU HPCC “batch” compute nodes to

create a new more expansive library of g-functions.

• A pure C++ fork of cpgfunction was developed for EnergyPlus. The project,

named cpgfunctionEP, provides EnergyPlus with an enhanced third-party g-

function calculation tool. A user of EnergyPlus can specify the number of seg-

ments per borehole, but the default option is to utilize the adaptive discretiza-

tion scheme. The new calculation is significantly faster and more accurate than

the previously available uniform heat flux boundary condition.
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• Pygfunction has been contributed to and enhanced, namely with the addition

of a common g-function interface, coaxial pipes, unequal segment lengths along

the vertical length of the borehole. This was open-source collaboration with

Dr. Massimo Cimmino (the owner and creator of pygfunction). Computing g-

functions with various g-function boundary conditions (possibly for comparison

purposes) is greatly simplified by a single common g-function interface API.

The use of unequal segment lengths in pygfunction has been proven to be more

accurate and faster while using fewer segments. The stacked finite line source

solution developed by Cimmino and Bernier (2014) had previously only utilized

equal segment lengths along the borehole. Unequal segment lengths are a major

new development and now default in pygfunction.

• The proposed equivalent borehole method of Prieto and Cimmino (2021) cou-

pled with unequal segment lengths has proven to be an accurate method for

use in g-function calculation. The coupled method is default for g-function

calculation in GHEDT and pygfunction (version 2.1).

• A powerful new sizing tool, GHEDT, has been created, and validated against

GLHEPRO. The tool can consider single U-tubes, multiple U-tubes and coaxial

tubes in the borehole. A single equivalent U-tube methodology is implemented

so that double-U and co-axial GHEs sized with GHEDT can be simulated in En-

ergyPlus using an equivalent single U-tube. GHEDT can perform both hourly

and hybrid time step simulations. The hourly simulation can be utilized to

verify the accuracy of the hybrid time step procedure. The hybrid time step

procedure developed for GHEDT is an improved version of the hybrid time step

simulation described by Cullin and Spitler (2011). The simulation has been

improved by implementing the recommendations of Cullin and Spitler: using

different peak load durations for each month; using 48-hour periods to deter-

mine the peak load durations; and placing the peak loads on the correct day
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each month. In addition, the original Cullin and Spitler implementation only

used integer peak load durations and required extensive user interaction. The

new approach implemented here uses non-integer durations and automates the

entire process converting hourly loads to the hybrid time step representation.

• A novel design methodology for automated selection of borehole fields is devel-

oped and presented. The methodology performs optimization based on a target

drilling depth and is a capability of GHEDT. An integer bisection search routine

is developed to quickly search domains of boreholes for an optimized configu-

ration. GHEDT has the novel ability to automatically position boreholes given

a constrained land area and no-drilling zones. This feature can give excellent

designs, though there is room for further optimization.

The following items are recommended as future work:

• The performance of cpgfunctionEP should be increased by utilizing vectoriza-

tion for the linear algebra, the finite line source integration approximation of

Cimmino (2021) and the identification of similarities. The goal is for the pure

C++ version to become as fast as cpgfunction, so that the projects can be

merged. The project should incorporate the following additional enhancements:

– Equivalent borehole method of Prieto and Cimmino (2021) for g-function

calculation.

– The ability to compute g-functions with unequal segment lengths.

– Computation of a g-function with the MIFT boundary condition.

• Pygfunction is currently limited to vertical boreholes. Drilling non-vertical bore-

holes, e.g. to make use of the ground beneath buildings, is common in Scan-

dinavia. Pygfunction should be enhanced to compute g-functions with tilted

boreholes. A design algorithm could then be developed for GHEDT that allows

the boreholes to be tilted as a part of the optimization process.
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• A graphical user interface (GUI) should be developed (potentially using the

GUI toolkit; Qt), that wraps GHEDT. At each new release of GHEDT, the

GUI should have executables (applications) made for Windows, Mac and Linux

operating systems.

• GHEDT was made possible by the previous development and availability of an

open-source g-function calculation program. The result of the open-source col-

laboration could be a great benefit to the area of ground heat exchanger design.

The code of GHEDT should be online and available for engineers to analyze

and modify. Development of a funding mechanism, perhaps a membership fee,

to support further development of GHEDT should be considered.

• GHEDT currently relies on user input of heat rejection/extraction loads. This

requires some approximation for the heat pump performance. Development and

integration of a model for the heat pump(s) that would allow building heating

and cooling loads to be the input is recommended.

• GHEDT currently only optimizes based on height of the boreholes. Input for

vertical drilling and horizontal trenching drilling costs could be utilized to de-

velop a optimization procedure based on system installation cost.

• An algorithm should be implemented that can perform automatic circuiting of

the piping network to help with cost prediction and real-world installation.

• � The short-time step g-functions generated with GHEDT have minor differ-

ences from those generated with GLHEPRO. The difference in resulting sizing

could be important (perhaps as high as a few %) for cases where the annual

heat rejection and extraction are well-balanced and the flows are very low. This

should be further investigated. The development and utilization of both a de-

tailed numerical model and experimental measurements are recommended. A
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numerical model that can model the internal borehole thermal interaction for all

geometries (coaxial, single U-tube, or multiple U-tubes) would allow a system-

atic investigation to either validate or help with correction of GHEDT and/or

GLHEPRO. Experimental testing would be useful to validate the numerical

model and determine the accuracy of the convection correlation approximations

that are made in the co-axial model.

• GHEDT has powerful search capabilities not available in commercial design

tools such as GLHEPRO and EED. These features should be made available

in commercial design tools. Additionally, commercial design tools should be

updated to consider the burial depth in the g-function.
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APPENDIX A

High Density Polyethylene Pipe Dimensions
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APPENDIX B

Eskilson Logarithmic Points

Table B.1: Eskilson’s 27 logarithmic points used for the long time-step g-function
calculation.

Index ln(t/ts)
1 -8.5
2 -7.8
3 -7.2
4 -6.5
5 -5.9
6 -5.2
7 -4.5
8 -3.963
9 -3.27
10 -2.864
11 -2.577
12 -2.171
13 -1.884
14 -1.191
15 -0.497
16 -0.274
17 -0.051
18 0.196
19 0.419
20 0.642
21 0.873
22 1.112
23 1.335
24 1.679
25 2.028
26 2.275
27 3.003
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