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PREFACE 

At least since the pioneering work of Shimura on modular forms of half­

integral weight [Shl] non-algebraic central extensions of algebraic groups have 

played a substantial role in number theory. The most well-known applications 

have involved the metaplectic double cover of the symplectic group, starting with 

Weil's preparation for his work on Siegel's formula in [Wei] and continuing with the 

theory of theta lifting and dual pairs. However, other examples of non-algebraic 

covers have also been useful. The metaplectic triple cover of S1(2) played a fun­

damental part in Patterson's work on cubic Gauss sums (see [Pal] and [Pa2]) and 

the metaplectic double cover of GL(3) was employed in Patterson's and Piatetski­

Shapiro's work on the symmetric square L-functions on GL(3) [PPS], later gener­

alized to GL(r) by Bump and Ginzburg [BuG]. Numerous other examples could 

be cited involving both the general linear group and other algebraic groups. 

At the same time the representation-theoretic point of view on modular forms 

was being developed and i~ became natural to study the local and the global rep­

resentation theory of the metaplectic groups. Although the general outlines of the 

theory were the same as in the non-metaplectic case there were some surprises in 

store. For instance, it is a widely-known and much use4 fact that the vast ma­

jority of irreducible admissible representations of GL(r) have a unique Whittaker 
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model. As soon as we consider a non-trivial metaplectic cover of GL(r), however, 

this becomes false. An irreducible admissible representation may now have many 

Whittaker models or none and it becomes an interesting problem to locate the 

rare "distinguished" representations which do have unique Whittaker models (see 

[GeP] and [KaP]). Since the theory over the real numbers can use the fact that, 

whilst not algebraic, the metaplectic groups are never the less Lie groups of a fairly 

reasonable type, it boasts a degree of completeness which is not matched by the 

non-Archimedean theory. For instance, the unitary dual of the metaplectic double 

cover of GL(n, JR) has been classified by Huang [Hua]. 

At present, which representations of the metaplectic c.overs of GL(r) over non­

Archimedean fields deserve detailed study has largely been decided on utilitarian 

grounds. In the works so far cited, and the others of which the author is aware, 

most attention has focussed on the so-called exceptional representations of these 

groups, first defined in generality in [KaP]. These will also be the subject of the 

current work. The interest which they evoke is largely justified by their importance 

iri studying the symmetric square L-functions on GL(r) (for which see [BuG]) and 

also by the hope that they may provide an analogue for GL(r) of the justly famous 

Siegel-Shale-Weil representation of the metaplectic double covers of the symplectic 

groups. 

We now turn to a brief description of the contents of this work, trying where 

possible to indicate its relationship to the already existing literature. In the first 

chapter we review the construction of the metaplectic cover of GL( n, F) associated 
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with a Steinberg symbol c : px x px ~ A where A is an abelian group. The 

corresponding construction with GL(n) replaced by a semisimple group is due to 

Matsumoto [Mat], and Milnor [Mil] gives a very clear account of Matsumoto's work 

in the case where the group is SL(n). In section O of [KaP] a 2-cocycle is exhibited 

which defines the metaplectic cover of GL(n) in the case where c is the mth order 

Hilbert symbol on a local field F containing the m th roots of unity. Further 

discussion of this construction may therefore seem superfluous. It is reviewed here 

for two reasons; first because this will serve to fix notation and secondly because 

there is an error in the formulre of [KaP] in the case where c(-1, -1) -=I=- 1. We 

shall have to deal with this case and so it is necessary to .correct the error. 

In § 1.1 we discuss the double covers of 6n, as these will play a role later 

on. This material is well-known and we merely put it in a form suitable to our 

purpose. In §1.2 we use Milnor's description of the central extension of SL(n) 

associated to c to find expressions for certain values of a· 2-cocycle on GL(n). In 

§1.3 we relate this 2-cocycle to that of Kazhdan and Patterson. As far as the 

author is aware, the coboundary which connects the first of these cocycles with 

(the inverse of) the second has not appeared before. In §1.4 we study the lifts of 

the main involution on GL(n) to its metaplectic covers. The existence of a lift 

of this automorphism has not been dealt with sufficiently carefully before and it 

may come as a surprise to some readers familiar with the literature that the lift in 

question is far from unique. In §1.5, the last in Chapter 1; we briefly discuss some 

topological properties of the metaplectic covers in the case where F is a local field 
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and c a Hilbert symbol. 

Chapter 2 contains the principal results of this work. It is mainly devoted 

to the study of the exceptional representations of the metaplectic double cover 

of GL(r) over a non-Archimedean local field. In §2.1 we construct a metaplectic 

analogue of the tensor product functor. Here we work in a fairly general setting; the 

category on which the construction takes place is that of admissible representations 

of the metaplectic group of finite length possessing a central character. Having 

this functor in hand makes it possible to phrase many constructions in a much 

more natural way than has been possible previously. Th~ author hopes to return 

to this topic and extend the construction to the n-fold covers of GL(r). In §2.2 

we merely collect our conventions on modular characters, parabolic induction and 

the like and fix some notation. 

The discussion of the exceptional representations in §2.3 relies upon Kazh­

dan's and Patterson's work in [KaP]. We extend the notion of an exceptional 

representation to cover representations of products of metaplectic groups, as was 

suggested but not systematically pursued in [BuG]. The metaplectic tensor prod­

uct functor of section 1 turns out to be particularly convenient here. The section 

ends with a few technical results which will be necessary later. In §2.4 we under­

take a systematic study of the semi- Whittaker functions, which provide models for 

the exceptional representations similar to the Whittaker models of non-metaplectic 

representations. As well as proving numerous results of mostly technical interest 

we discover that, of the two species of semi-Whittaker functions, one gives an 
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analogue of Kirillov models and the other does not. 

The next two sections address a problem suggested by the applications of 

exceptional representations in the construction of Rankin-Selberg integrals (see 

[PPS] and [BuG]). In those integrals the product of two functions derived from 

the exceptional representations occurs, multiplied by a non-metaplectic function 

coming from some representation of G L ( r). In order to understand such an integral 

representation-theoretically it is natural to study the existence and uniqueness of 

invariant linear forms on the tensor product of two exceptional representations 

and a non-metaplectic representation. This problem was investigated by Savin 

on GL(3) and he obtained nearly definitive results when the third representation 

belongs to the principal series (see [Sav]). In §2.5 we study the uniqueness of such 

linear forms for general r and establish it in many cases. Our results include, for 

instance, uniqueness in the case of a cuspidal representation, which Savin did not 

address. In the course of proving one of the two main uniqueness results (Theorem 

1 in §2.5) we take the opportunity to correct a serious e~ror made by Bump and 

Ginzburg in their paper tBuG]. For representations of the principal series our 

results are not as precise as Savin's, but they do indicate a strong restriction on 

the induction datum if the tensor product of two exceptional representations with 

the given principal series representation is to support an invariant functional. This 

restriction is of exactly the kind to be expected if Savin's heuristics about lifting 

from orthogonal and symplectic groups are valid (see [Sav] for further discussion). 

The existence result we are able to obtain in §2.6 suffices to establish the ex-
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istence part of Savin's conjecture in [Sav]. We show (in rather different language 

from that used later in this work - we do not subsequently discuss lifting) that 

if an irreducible spherical principal series representation is lifted from the appro­

priate orthogonal or symplectic group then its tensor product with two suitable 

exceptional representations does carry a non-zero invariant functional. The meth­

ods in this section rely heavily on the use of semi~Whittaker functions and we 

hope that this will provide a partial justification for the lengthy technical prepa­

ration required in §2.4. Finally, §2. 7 contains some suggestions for proving further 

results. 

I would like to thank my advisor, Dr. James Cogdell, for suggesting the prob­

lem which led to the one I solved and for his help throughout the enterprise and 

Dr. David Wright for introducing me to Basic Number Theory without which none 

of this would have been possible. 

Ms. Belinda Bruner provided all manner of practical, emotional and psycho­

logical support at more than one critical time. This work is dedicated to her with 

gratitude and affection. 
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CHAPTER 1 

THE METAPLECTIC COVERS OF GL(n) 

1. The Double Covers of 6n 

Let F be a field of characteristic O and put K = F ( v2). Take n ~ 2, r ~ 0 

integers and put V = Kn+r. Let { e1, ... , en+r} be the standard basis for V and 

define a bilinear form Q on V by Q(ei, ej) = -Oij· 

If W ~ GL(n, F) denotes the group of permutation matrices then, provided 

that r is odd, W,...., 6n may be embedded in SO(Q) via the map 

. fir : w M ( ~ det(~ )Ir ) 

and we shall identify W with its image under this map. There is a central extension 

1 --+.{±1}--+ Spin(Q) ~ SO(Q)--+ 1 

and we aim to identify the induced extension 

1--+ {±1}--+ W--+ W--+ 1 

where W = ¢-1 (W). 

In order to be able to calculate conveniently we first recall the description 

of Spin(Q) in terms of the Clifford algebra C (Q). The a~sociative algebra C (Q) 
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is generated (as a K-algebra) by the elements of V and these are subject to the 

relation 

u 2 = Q ( u, u) · 1 . 

There is a subalgebra c+ ( Q) which is generated by all products of an even number 

of elements of V. For vectors v1 , ... , Vp E V we define 

and extend * linearly to C (Q). Then *2 = id and * is an anti-automorphism of 

C (Q). We may now define 

Spin(Q) = {x E c+ (Q) !xx*= 1 and xVx* ~ V} 

and <p: Spin(Q) ~ SO(Q)·by 

</>(x)v = xvx* for v EV. 

We shall identify End(V) with M((n + r) x (n + r), K) using the standard 

basis. For distinct i, j satisfying 1 ::; i, j ::; n + r we define mij E End(V) by 

and Wij EC+ (Q) by 

{
-e· 

mijek = ei 
3 

ek 

if k = i 
if k = j 

if k ~ { i, j} 

It is routine to check that Wij E Spin( Q) and ¢( Wij) = mij. 

Now let q> denote the root system of GL(n) and ti be the standard choice of 

positive simple system in q>, We may identify q> with the set of pairs 
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{ ( i, .i) 11 ~ i, j ~ n, i -=f. j}, whereupon!::::.. is identified with {( i, i+ 1) 11 ~ i ~ n-l }. 

If a E !::::.. then let so: denote the corresponding simple reflection, thought of as an 

element of W. With this notation we have 

if k = i 
if k = i + 1 

if k E {1, ... , n} \ { i, i + 1} 

-ek if k E { n + 1, ... , n + r} 

when a= (i, i + 1) and hence 

Now w;j = -eiej and so if we write 

then ta E W ~ Spin(Q) and ¢(to:)= so:. (Recall that ¢(-1) = 1.) 

If J ~ {1, ... , n + T} ~nd eJ = njEJ ej then (regardless of the order in which 

the product is arranged) we have 

1 e} = (-1) 21Jl(IJl+l) 

. 1 

where JJJ denotes the cardinality of J. Let us put Er= (-l)2r(r-l)_ Using the 

above observation we find that if a E !::::.. then 

t 2 -o: - -Er' 

if a= (i - 1, i) and /3 = (i, i + 1) then 
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and if a= (i, i + 1) and /3 = (j, j + 1) with (a, /3) = 0 then 

where (·, ·) denotes the standard inner product on 1>. 

From these expressions we can further compute that if a = ( i - 1, i) and 

/3 = ( i, i + 1) then 

and if a= (i, i + 1) and /3'= (j,j + 1) with (a, /3) = 0 then 

Also if a= (i - 1, i) and /3 = (i, i + 1) then 

from which it follows that· 

If, as usual, we denote by m(a, /3) the order of sas/3 in W then the preceding 

formulre may neatly be summarized as follows: 

4 

if (a, /3) = 2 

if (a, /3) = -1 

if (a, /3) = 0 

(1) 



where a, /3 E Li. Using the fact that the corresponding ·relations among the so: 

give rise to a presentation of W one may show that these relations together with 

( -1) 2 = 1 and ( -1 )to: = to: ( -1) for all a E A suffice to give a presentation of W. 

Note that Er depends only on the residue class of r modulo 4. Thus the 

equivalence class of the central extension of W which has just been constructed 

also depends only on this residue class. We have therefore obtained two central 

extensions of W, which we shall call the 1-spin and 3-spin extensions respectively. 

These extensions each correspond to a class in H2 (W, µ 2 ) (where µ 2 denotes the 

group { ±1}), the 1-spin and 3-spin classes. 

Observe that if a E Li then the two elements of W mapping to the involution 

so: E W are ±to:. When r = 1 these elements each have order four and when r = 3 

they each have order two .. Thus the 1-spin class and the 3-spin class are always 

distinct. If a, /3 E Li are orthogonal then the two elements ±to:t/3 of W which 

map to the involution so:s/3 have order four and it follows that both spin classes 

are non-trivial. This conclusion holds for n 2: 4 since this. is exactly the condition 

necessary for Li to contain orthogonal roots. If n = 2 or 3 then (1) shows that 

in the 3-spin extension the elements {to:}o:EA are subject to the same relations as 

govern the elements { s 0 } o:EA of W. Thus in these cases the 3-spin class is trivial 

and the I-spin class non-trivial. 

It is well-known ([How], [Sch]) that 

if n = 2, 3 

if n 2: 4 

where C2 denotes the cyclic group of order two. It follows from the remarks we 
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have just made that the two spin classes always generate H2 (6n, µ2). If n ~ 4 

then there is a third non-trivial class in H2 (6n, µ2 ), which is the product of the 

spin classes. Unlike them it is easy to describe; it is the class represented by the 

central extension of 6n which carries a square-root of the sign character. 

2. The Construction and a Partial Cocycle 

Let c: px xFx ~Abe a Steinberg symbol with values in an abelian group A. 

Here F is any field, not necessarily of characteristic zero. We are going to construct 

a central extension of GL(n, F) by pulling back the extension of SL(n + 1, F) 

constructed by Matsumoto via the embedding 'f/: GL(n, F) ~ SL(n + 1, F) given 

by 

Let Hn denote the group of diagonal matrices in GL(n), M~ the group of 

monomial matrices in GL(n) all of whose entries are ±1 and Mn the group of 

all monomial matrices. The subscript may sometimes be omitted. If G is any 

subgroup of GL(n) then we shall write SG = G n SL(n). 

- -Following Milnor ([Mil), §12) we let SHn be the set SHn x A and cp: SHn ~ 

SHn be the projection onto the first factor. If d = diag(u1 , ... , un) and d' = 

diag(v1 , ... , vn) lie in SH~ and a, a' EA then we define 

(d,a)(d',a') = (dd',aa'IJ c(ui,vj)) and 
i?::_j 

(d,a)- 1 = (d- 1 ,a-1 IJ c(ui,uj)). 
i?::_j 

With these definitions SH n becomes a group and cp a homomorphism. Identifying 

A with the subgroup { (1, a) I a E A} of the center of SH n we obtain a central 
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extension 

Given u E px and i, j E {1, ... , n} with i =/- j we define 

dij(u) = diag(l, 1, ... , 1, 'I!,, 1, ... , 1, 'l!,-1 , 1, ... , 1) 
i J 

and 

hij(u) = { (dij(u), 1) 
(dij(u), c(u, u)) 

if i < j 
if z > j 

With this notation we are ready for the first of several results which we shall quote 

from [Mil] without proof. 

Lemma 1: We have 

(1) hji(u) = hij(u)-1 

(2) hkj(u)hik(u) = hij(u) 

( 3) hij ( U) hij ( V) = c( U, V) hij (UV) 

The next step is to define a group SM~, a homomorphism ¢0 : SM~ --+ SM~ 

and certain elements Wij(l) E SM~. If c(-1, -1) = 1 then we let SM~= SM~, 

</Jo be the identity map and Wij (1) be the matrix mij which was introduced in the 

last section. If c( -1, -1) =I- 1 then the field F necessarily has characteristic zero 

(this is a consequence of Steinberg's theorem that a Stei:uberg symbol on a finite 

field must be trivial). We regard SM~ as a subgroup of SO(n), restrict the central 

extension 

1 --+ µ2 --+ Spin(n) ~ SO(n) --+ 1 
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to SM~ to obtain 

1 -+ µ 2 -+ SM~ ~ SM~ -+ 1 

and let Wij(l) be the element Wij of ¢"r/(mij) given in the previous section. In 

either case we also set Wij(-1) = Wij(l)- 1 and h~i(-1) = Wij(-1) 2 . Direct 

calculation shows that Wij ( -1) = Wji (1) regardless of the value of c( -1, -1), so 

that h~i(-1) = Wji(1) 2 . These elements of SM~ satisfy </>o(h~/-1)) = dij(-1) E 

SM~. 

We are now ready to define a central extension 

of SMn. The underlying set of SMn is the quotient of SHn x SM~ by the 

equivalence relation ,.._, generated by the equivalences 

and the map¢: SMn-+ SMn is given by 

<l>([(h, wo)]) = ¢(h)¢o(wo). 

We may identify SHn and SM~, respectively, with the subsets {[(h, 1)] I h E SHn} 

and {[(1, wo)] I w0 E SM~} of SM n· Milnor shows that it is possible to define an 

operation on SMn under which it becomes a group, which extends the multi­

plication on SHn and SM~ and which satisfies [(h, wo)] = [(h, 1)][(1, wo)]. This 

operation is completely determined by these conditions together with the following 

result. 
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Lemma 2: Let w E SMn and suppose that ¢(w) = p7rdiag(u1, ... , Un), where P1r 

is the permutation matrix corresponding to 1r E 6n. Then 

{l}whij(v)w- 1 = c(uiu11, v)h1r(i),1r(j)(v) 

(2}WWij(l)w- 1 = h7r(i),7r(j)(UiUj1)w1r(i),7r(j)(l). 

Milnor now shows that there is a central extension 

1 --+A--+ SL(n, F) .!4 SL(n, F) --+ 1 (1) 

which on restriction to SMn gives the central extension which we have just con-

structed. We do not need to recall the proof of this result here as we are mainly 

concerned with· the behavior of the extension over the monomial matrices. 

We now arrive at our main purpose in this chapter, which is to discuss the 

central extension 

-, . I . 

1 ---+A---+ GL (n, F) ~ GL(n, F) ---+ 1 (2) 

which is obtained by pulling back the extension (1) (with n replaced by n + 1) 

under the map rJ specified earlier. (The reason for the ' will become clear in 

the next section.) Notice that if rJ is restricted to W ~ GL(n, F) then it agrees 

with the embedding used in section 1 with r = 1. Now rJ(W) ~ SM~+l and so 

we conclude that if c(-1, -1) = 1 then the sequence (2) is split over W, but if 

c( -1, -1) =/:- 1 then the class of the restriction of ( 2) to W agrees with the spin 

class (with r = 1), or rather its image in H2 (W, A) where µ 2 is regarded as a 

subgroup of A by identifying -1 with c(-1, -1), and hence may not be trivial. 
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Suppose that s : GL(n, F) -t GL' (n, F) is a section of the map p' in (2). 

Corresponding to the choice of s we obtain a 2-cocycle T representing the class of 

(2) in the group H2 (GL(n, F), A). This cocycle is defined by the equation 

In our situation it will be difficult to make an explicit choice of section s. What 

we shall do is to specify a partial section and then extend it to the whole group 

in any way. This will lead to explicit formulre for the value of T(9 1 , 92 ) in those 

cases where s(91), s(92 ) and s(9192 ) have been specified. 

~ ~ 

If h E Hn then r,(h) E SHn+l and since SL(n+ 1,P) contains SHn+1 as a 

subgroup we may specify a section of p over Hn by 

s(h) = (r,(h), 1) E SHn+l. 

If c(-1, -1) = 1 then for 1? E W we set s(w) = r,(w) E BM"~+i· If c(-1, -1) -I- 1 

then we shall not specify s on W; we suppose it chosen in any way. Now every 

element of Mn may be written uniquely as the product of an element of Hn and 

an element of W. We may thus extends to Mn by defining 

s(hw) = c(det(h), det(w))s(h)s(w) 

for h E Hn and w E W. Finally extends to GL(n, F) arbitrarily. 

Using the definition of the multiplication in SHn+l i~ is easy to check that if 

h = diag(u1, ... , Un) and h' = diag(v1, ... , vn) lie in Hn then 

T(h, h') = IT c(ui, Vj). 
i"?_j 
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Also, it follows from our choice of section over the monomial matrices and the fact 

that det(w) 2 = 1 for all w E W that 

T(h,w) = c(det(h),det(w)). (4) 

Next we want to calculate T(w, h) for w E W and h E Hn. This is possible, 

even though sis not completely specified on Win all cases, because W normalizes 

Hn and the inner automorphism h ~ s(w)hs(w)- 1 of Hn = (p')- 1 (Hn) depends 

only on w and not on the choice of s. With this in mind we define a map µ : 

W x Hn ~ A through the equation · 

s(w)s(h)s(w)-1 = µ(w, h)s(hw- 1
). 

Lemma 3: We have 

(1) If h1, h2 E Hn and w E W then 

(2) If w E W and h = diag(l, ... , 1, v, 1, ... , 1) E Hn then 
p 

µ(w, h) = c(det(w), det(h)). 

(3) If w E W corresponds to the permutation 1r E 6n and h is the matrix 

diag(v1, V2, ... , vn) E Hn then 

µ(w, h) = IT c(vi, Vj) • c(det(w), det(h)). 
i<j 

7r(i)>7r(j) 
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Proof: 

(1) To derive this formula we shall calculate the quantity 

(s(w)s(h1)s(w)-1) (s(w)s(h2)s(w)-1) in two different ways. First 

and secondly 

(s( w )s(h~)s( w )-1) (s( w)s(h2)s( w)-1) 

= (µ(w, h1)s(hi- 1
)) (µ(w, h2)s(h2-1

)) 

= µ(w, h1)µ(w, h2)s(hi- 1 )s(h2-1
) 

= s(w)r(h1, h2)s(h1h2)s(w)-1 

= r(h1, h2)µ( w, h1h2)s( (h1h2)w- 1
)'. 

Comparing these expressions gives the formula. 

(2) If we put d = diag(l, ... , 1, v, 1, ... , 1, v-1) E SHn+l then by definition s(h) = 
p 

(d, 1) = hp,n+1(v). Now. we may write w = P1r where 1r E 6n is a suitable 

permutation. Then ¢(s(w)) = P1rdiag(l, ... , 1, det(w)) and so by the first formula 
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of Lemma 2 we have 

s(w)s(h)s(w)-1 = s(w)hp,n+1(v)s(w)-1 

= c(det(w), v)h1r(p),n+1(v) 

= c(det(w), v)s(hw- 1
) 

= c(det(w), det(h))s(hw- 1
). 

(3) We shall proceed by induction on the number of Vi which are not equal to 

1. If all but one of the Vi equal I then the formula follows from (2). In general, 

take p E {1, ... , n} such that Vp -=/= 1 but Vi = 1 for all i > p. Then h = h' h" 

where h' = diag(v1 , ... , Vp-l, 1, ... , 1) and h" = diag(l, ... , l, vp, 1, ... , 1). Using 

the inductive hypothesis we have 

and 

µ(w, h')-:-- IT c(vi, Vj) · c(det(w), det(h')) 
i<j<p 

1r(i)>1r(j) 

µ(w, h") = c(det(w), det(h")) 

and from (1) we get 

µ(w, h) = r((h')w- 1
, (h")w- 1 )r(h', h")-1µ(w, h')µ(w, h"). 

The choice of p implies that r( h', h") = 1 and therefore it only remains to calculate 
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if 7r-1 (i) < p 

if 7r- 1 (i) ~ p 



and 

if 1r-1(j) =p 

if 1r-1 (j) =/- p 

and thus 

T((h')w-1, (h")w-1) = IT c((h')f'-1, (h")J'-1) 
i?:j 

IT c( (h')f'-1, vp) 

i~1r(p) 

II c(v1r-1(i), vp) 

i>1r(p) 
11'-l(i)<p 

IT c(vq,vp) 

q<p 
1r(q)>1r(p) 

on setting q = 1r-1 (i). Hence· 

µ(w, h) = IT . c(vi, vi) · IT c(vq, vp) · c(det(w), det(h)) 
i<j<p q<p 

1r(i)>1r(j) 1r(q)>1r(p) 

IT c(vi, vi) · c(det(w), det(h)) 
i<j 

1r(i)>1r(j) 

and the induction step is complete. 0 

Lemma 4: If h, h' E Hn and w, w' E W then 

T(hw, h'w') = µ(w, h')T(h, (h')w-1)T(w, w')c(det(h), det(w'))c(det(h'), det(w)). 

Proof: By definition 
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s(hw)s(h'w') 

s(h )s( w )s(h')s( w')c( det(h), det( w) )c( det(h'), det( w')) 

- s(h)s( w)s(h')s( w )-1s( w )s( w')c( det(h), det( w ))c(det(h'), det( w')) 

- s(h)µ(w, h')s((h')w- 1 )T(w, w')s(ww') · 

c(det(h), det( w) )c( det( h'), det( w')) 

µ(w, h')T(w, w')T(h, (h')w- 1 )s(h(h')w-1 )s(ww') ·. 

c(det(h), det(w))c(det(h'), det(w')) 

µ(w, h')T(w, w')T(h, (h')w- 1 )c( det (h(h')w- 1
), det(ww'))s(h(h')w-i ww') · 

c(det(h), det( w))c( det(h'), det( w')) 

µ(w, h')T(w, w')T(h,. (h')w-1 )c(det(h), det(w')) · 

c(det(h'), det(w))s(hwh'w') 

and since 

s(hw)s(h'w') = T(hw, h'w')s(hwh'~') 

the formula follows. D 

Setting h = 1, h' =hand w' = 1 in Lemma 4 we obtain 

7(~, h) = µ(w, h)c(det(h),det(w)) 

and combining this with the third formula of Lemma 3 we find that if 

h = diag(v1 , ... , vn) E Hn and w corresponds to the permutation 7r E 6n then 

· T(w, h) = IT c(vi, Vj). 
i<j 

1r(i)>1r(j) 
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Also we may use (5) to eliminate the occurrence ofµ in Lemma 4. This gives 

r(hw, h'w') = r(w, h')r(h, (h')w- 1 )r(w, w')c(det(h), det(w')). (7) 

3. The Cocycle of Kazhdan and Patterson 

In this section we shall determine the relationship between the cocycle T 

constructed above and the cocycle used in [KaP] and in the various papers, such 

as [BuG] and [BuH], which rely on it. This is somewhat awkward for two reasons. 

First, the choices made by Kazhdan and Patterson in their work and by Matsumoto 

in his original construction lead naturally to inverse classes in H2 (GL(n), A) being 

labelled as the metaplectic class. (Actually, since GL(n) is not perfect, there are 

several metaplectic classes in each case, those on one list being inverse to those on 

the other.) We followed Matsumoto above and so we must expect that Kazhdan's 

and Patterson's cocycle will be roughly r- 1. Since a nulij.ber of authors (notably 

Milnor) follow Matsumoto and a number (notably Bump) follow Kazhdan and 

Patterson this annoyance is now firmly embedded in the literature. A really neat 

solution is possible only when A has exponent two (as in the important special 

case where A is µ 2 ) since then H2 (GL(n), A) also has· exponent two and the 

classes coincide. Secondly, Kazhdan and Patterson erroneously assume that the 

metaplectic extension is always split over the Weyl group. As we shall see, this is 

only true in general when c(-1, -1) = 1 and so only in this case can we expect 

to recover the cocycle of [KaP] exactly. When the metaplectic cover is not split 

over W no formula for the cocycle restricted to Wis known at present. We shall 

therefore have to be content with identifying the induced cover with one of those 
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constructed in section one; this at least makes it possible, to perform calculations 

in the covering group if necessary. 

In order to relate Kazhdan's and Patterson's cocycle to that already con-

structed we shall require a coboundary built from certain functions on GL(n, F). 

If g E GL(n, F) and 1 ~ £ ~ n then let Xt(g) denote the first non-zero (£x£)-minor 

formed from the last £ rows of g, where the minors are ordered lexicographically 

according to the columns they involve. From Laplace's expansion of the determi-

nant of g as a sum of products of these minors and their signed cominors it follows 

that not all the minors can be zero and hence Xt (g) is well-defined. Of course 

Xn (g) is simply the determinant of g. 

If w E W then we let <I>+(w) = {a E <I>+ I wa < O} and if h E Hn and 

a= (i, j) E <I>+ we write ho. for hi/hi. 

Lemma 1: Suppose that w, w' E W and h, h' E Hn. Then 

{1) Xt(hh') = Xt(h)Xt(h') for all£, 

(2) Xt(hw) = Xt(h)Xt(w) for all£, 

{3) 

IT Xt(wh) = IT ho. 
l=l Xt(w)Xt(h) o.e~+(w) ' 

(4) 

Xt(hwh'w') 
Xt(hw )Xt(h'w') 

Xt(wh') 
Xt(w)Xt(h') 
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Xt(ww') 
Xt(w)Xt(w') · 



Proof: 

(1) Since X.e(h) = Tii~n-t+i hi this is clear. 

(2) The matrix hw is obtained from h by a permutation of the columns. If we 

fix our attention on the last £ rows of hw we shall see that the unique non-zero 

(£ x £)-minor in the last £ rows of h has undergone a corresponding permutation, 

1r0 say, of its columns. Thus Xt(hw) = sgn(1r0 )Xt(h) and as Xt(w) = sgn(1ro), the 

identity follows. 

(3) Making use of (2) we obtain 

Xt(wh) _ Xt(hw- 1
) 

Xt(w)Xt(h) Xt(h) 

and so we wish to show that 

We shall do this by induction on the length of w. If£( w) = 1 then w is a simple 

reflection. Suppose that w = s-y where 'Y = (p,p+ 1) E ~. We have <1>+(w) = {,} 

and 

r· if i#p,p+l 

(hw-it = hp+l if i=p 

hp if i=p+l 

Thus, using the formula fr.om the proof of (1), we obtain 

and so 

if f~n-p+l 

if f=n-p 

if f~n-p-1 

n-1 X (hw-1) II l - h h-1 - h'Y 
X (h) - P P+l - ' 

l=l l 
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as required. 

Now suppose that l(w) > 1 and choose , E ~ such that w = s,.w1 with 

II ha 
ae<I>+(w) 

which completes the induction. 

(4) Using (1) and (2) repeatedly we have 

Xe(hwh'w') Xe(hwh1w-1ww') 
-

Xe(hw)Xe(h'w') Xe(hw)Xe(h'w') 

-

as required. D 

We now define 

Xe ( h )Xe ( wh' w-1 )Xe( ww') 
Xe(h)Xe(w)Xe(h')Xe(w')· 

Xe(wh'w- 1 ) Xe(ww') 
Xe(h') Xe(w)Xe(w') 

Xe(wh'w- 1 )Xe(w) Xe(ww') 
Xe(w)Xe(h') Xe(w)Xe(w') 

Xe(wh') Xe(wu/) 
Xe(w)Xe(h') Xe(w)Xe(w') ' 
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Notice that To(91, 92) = c(det(g1), det(g2)) is a 2-cocycle on GL(n, F) and that the 

last factor in (1) is the coboundary derived from the 1-cochain 

n-1 

g HIT c(-1,X£(g)). 
l=l 

Therefore a is a 2-cocycle on GL(n, F) representing the cohomology class [TJ-1[To] 

in H2(GL(n, F), A). We let 

. 1 -+A-+ GL(n, F) .!.+ GL(n, F) -+ 1 (2) 

be the central extension corresponding to the class [a] and, by abuse of nota-

tion, denote by s : GL(n, F) -+ GL(n, F) a section with respect to which [a) is 

represented by a. 

Now we must identify the restriction of (2) to W. If c(-1, -1) = ·1 then 

T(w, w') = To(w,w') = 1 and c(-1, Xt(w)) = 1 for all w, w' E Wand all£. Thus 

a(w, w') = 1 for all w, w' E Wand the sequence (2) is split over W. Suppose now 

that c(-1, -1) =/. 1. We r.emarked in section 2 that resw([T]) is always equal to 

the image of the r = 1 spin class in H2(W, A), where resw denotes the restriction 

homomorphism from H2(GL(n, F), A) to H2(W, A). Now one easily checks that 

resw([T0]) E H2(W, A) is equal to the image of the non-trivial class in H2(W, µ2) 

under extension of scalars when n = 2 or n = 3 and to the image of the product of 

the two spin classes when n ~ 4. From this it follows that resw([a]) E H2(W, A) 

is trivial when n = 2 or n = 3 and equal to the image of the r = 3 spin class when 

n ~ 4. In particular, when A= µ2 and n ~ 4, (2) is never split over W. 

From the identities for r which we obtained in the previous section and Lemma 

1 we arrive at certain identities for a. If h, h' E Hn then (3) of section 2 and 
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Lemma 1 (1) give 

u(h, h') = II c(hi, h1). (3) 
i<j 

If h E Hn and w E W then (4) of section 2 and Lemma 1 (2) give 

u(h,w) = 1 (4) 

and (6) of section 2 and Lemma 1 (3) give 

u(w, h) = II c(hi, hj)- 1c(-1, ha)· c(det(w), det(h)). (5) 
a=( i,j)E~+ ( w) 

Combining Lemma 1 (4) with (7) of section 2 we obtain 

(6) 

When n:::; 3 or c(-1, -1) = 1 we also have u(w, w') :.._ 1 for all w, w' E Wand so 

we have recovered the cocycle of [KaP]. If n 2:: 4 and c(-1, -1) -/=- 1 then we may 

assume that s has been chosen so that if s(sa) = ta for a E .6. then the ta satisfy 

the relations 

if (a, /3) i= 0 

if (a, /3) = 0. 
(7) 

The group W = p-1(W) is generated by {ta I a E .6.} and A and the relations (7), 

the trivial relations recorded after (1) in section 1, all the relations in A and the 

relation c( -1, -1) = -1 suffice to give a presentation of W. 

4. Lifting the Main Involution 

We retain the assumptions and notation of the previous section. Recall that 

the main involution on GL(n) is the automorphism g i---+ ig given by ig = w0tg- 1w 0 , 
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where w0 E W is the longest Weyl element. It is our intention in this section to 

study the lifts of 1, to GL(n) (the formal definition is given below). 

In order to recall some general facts about central extensions let us briefly 

adopt the following notation. We suppose that 

1 ---+ A ---+ G ~ G ---+ 1 (1) 

is a central extension of groups, that s : G ---+ G is any section of p and that a 

is the 2-cocycle representing the class of (1) in H2 (G, A) with respect to s. If 

f : G ---+ G is an automorphism then a lift of f is an automorphism f : G ---+ G 

making the diagram 

1 --- A --- G _P __ G 1 

II 11 11 

1---+A---G P G 1 

commute. By the 5-lemma any homomorphism f making this diagram commute 

is in fact a lift of f. We shall denote by .C(f) the set of all lifts of f. Note 

that Aut(G) acts on H2 (G, A) by f[r] = [f(r)] where r is any 2-cocycle and 

f(r) = r o (! x !). 

Lemma 1: The set .C(f) is non-empty if and only if f[a] = [a]. 

Proof: If f E .C(f) thens' : G---+ G defined by 

s'(g) = (f- 1)[s(f(g))] 

is a section of p. A computation shows that the 2-cocycle representing [a] with 

respect to s' is f(a). Hence f[a] = [a] if .C(f) =/= 0. 
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Conversely suppose that f[o-] = [o-] and let o- = f(o-) · 8r;, where r;, : G -+ A 

and 8 denotes the coboundary map. We define 

J(as(g)) = ar;,(g)-1s(f(g)) 

for a E A and g E G. Since s is a section of p this gives a well-defined map 

f : G -+ G which is easily verified to be a lift of f. 0 

In due course we shall use this Lemma to show that .C(l) =/= f/J. The next result 

calculates the size of .C(f) when this set is non-empty. 

Lemma 2: Suppose that .C(f) =/= f/J. Then .C(f) is a principal homogeneous space 

for the group Hom(G, A). 

Proof: We define an action of Hom(G, A) on .C(f) by setting 

- -(cp. f)(g) = cp(p(g))f(g) 

for cp E Hom(G, A), f E .C"(f) and g E G. It is routine to check that this gives an 

action; we must show in addition that the action is transitive and that the point 

stabilizers are trivial. 

If Ji, h E .C(f) and t : G-+ G is any section of p then set 

cp(g) = Ji(t(g))h(t(g)-1) 

- -for g E G. This function maps G to A since Ji and h are lifts of f and it is 

independent of the choice .oft. In addition if g, h E G then 

cp(gh) = Ji (t(gh))h(t(gh)- 1) 
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= ii(at(9, h)- 1t(g)t(h))h(at(9, h)t(h)- 1t(g)- 1) 

= ii ( t(g) )cp(h )h( t(g )-1) 

= ii ( t (g)) h ( t (g) - l) cp ( h) 

= cp(g )cp( h) 

- -
and so cp E Hom( G, A). If g E G then we may choose t : G --+ G a section such 

that t (p(?i)) = g. With this choice we have 

- -( cp . h) (g) = cp (p (?i) ) h (?i) 

= ii (?i)};(g-l )k(?i) 

= fi(?i) 

- - - .-..., 

and hence cp · h = Ji. This shows that the action is transitive. Finally if cp · f = f 

for some cp E Hom(G, A) then cp(p(?i)) = 1 Vg E G and since pis onto, cp is the 

trivial homomorphism. D 

This Lemma implies that we cannot generally hope to obtain a unique lift of l 

to GL(n). However if we assume that F is infinite, as we shall henceforth, then 

SL(n + 1, F) is perfect and hence any automorphism of this group which lifts to 

SL(n + 1, F) does so uniquely. This makes it more convenient to begin by studying 

an involution of SL(n + 1, F) which induces l on GL(n, F) embedded as in section 

two. 

Let w1 = diag(w0 , 1) E GL(n + 1, F), where w0 E GL(n, F) is as above, 

and for g E GL(n + 1, F) put g = w1 tg- 1w1 . The map g H- g is an involution 

of GL(n + 1, F) which stabilizes SL(n + 1, F). When restricted to the subgroup 
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GL(n) ::; SL(n + 1, F) it induces the involution l. Let us denote by v the 2-cocycle 

which represents the class of the extension (1) of section two (with n replaced 

by n + 1) with respect to any section s : SL(n + 1, F) --+ SL(n + 1, F) whose 

restriction to SHn+l is s(d) = (d, 1) E SHn+l· Thus if d = diag(u1, ... , Un+1) 

and d' = diag(v1, ... , Vn+1) are in SHn+l then 

v(d, d') = IT c(ui, vj). 
i"'2_j 

Lemma 3: Suppose that n 2: 2. Then [vr = [v] in H2 (SL(n + 1, F), A). 

Proof: It follows from the remark in §11 of [Mil] that the restriction map 

res: H 2 (SL(n + 1, F), A)--+ H2 (SHn+1, A) 

(2) 

is a monomorphism (it is here that we need n 2: 2; recall a~so that we are assuming 

F to be infinite). Since g H- g stabilizes SHn+1 and we have res([vr) = res([v]) ....... 

it is enough to show that res([v]) ....... = res([v]). We shall henceforth abuse notation 

by omitting the restriction maps. 

Let d, d' E SHn+l be as above. Since rr;:!; Vj = 1 we may rewrite (2) as 

v(d, d') = IT c(ui, vj). 
n+l>i"'2_j 

Now d = diag(u~1, ... , u11, u;:;~1) and hence, using (3), 

ii(d,d') = v(d,d') 

II ( -1 -1 ) 
C Un-i+l' Vn-j+l 

n+l>i"'2_j 
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IT c(un-i+l, Vn-j+i) 
n+l>i~j 

II c(ua, vb) 
a:=;b<n+l 

on setting a= n - i + 1 and b = n - j + L Now using n:!; Ua = 1 this may be 

rewritten as 

v(d, d') = II c(ua, Vb) 
a:::;b 

or, using the skew-symmetry of Steinberg symbols, as 

v(d, d') = v(d', d)-1 . 

Hence 

(v. o- 1)(d, d') = v(d, d')v(d', d) 

= II c(ui, Vj) · II c(va, ub) 
i>j a>b 

on once again using the identity c(x, y)c(y, x) = 1. 

Now let us define K: SHn+l --+ A by 

Then 

K(d) = II c(uk,ul). 
k>l 

K(dd') = II c(ukvk, ugvg) 
k>l 

= K(d)K(d') · IT c(ui,Vj) · IT c(va,ub) 
i>j a>b 
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by ( 4) and hence 

(v · o-1 )(d, d') = ""(dd')/""(d)""(d') 

The claim follows. D 

Proposition 1: Suppose that n 2: 2. The involution g Hg of SL(n + 1, F) has a 

unique lift to SL(n + 1, F). This lift is itself an involution. Regarding SHn+l as 

a subgroup of SL(n + 1, F) and denoting the lift of~ by the same symbol we have 

where d = diag(u1, ... , Un+1) E SHn+l, a EA and 

""(d) = IT c(ui,uj). 
i>j 

Proof: Combining Lemma 1 and Lemma 3 shows that g i--+ g has a lift and Lemma 

2 together with the discussion which follows it implies that the lift is unique. Also 

- - -
~o~: SL(n + 1, F)-+ SL(n + 1, F) is an automorphism of SL(n + 1, F) which lifts 

the identity automorphism of SL(n + 1, F) and so the unicity of lifts implies that 

~ : SL(n + 1, F) -+ SL(n + 1, F) is an involution. The formula for~ on BHn+l 

follows by combining the proof of Lemma 1 with that of Lemma 3. D 

It may be of some service to the skeptical reader to prove directly that ~ is an 
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involution of SHn+l· This amounts to checking that 1,,(d)1,,(d') = 1 for all d E 

SHn+l, which is accomplished by the following calculation: 

(d) (d') II ( ) II ( -1 -1) ( -1 -1 -1) K, K, = C Ui,Uj • C Uk ,uf!. · C Un+1,U1 ·.,,'Un 

i>j k<l!.<n+l 

IT c(u· u·)· i, J II 
n+l>i>j n+l>l!.>k 

= c(un+l, U1 · ... · Un) 2 

( -1 )2 = C Un+l, Un+l 

= c(l, Un+1) 

=1 

where we have used the identity c(x, x) = c(-1, x) valid for all Steinberg sym-

bols. We also remark that it follows from Lemma 3 that there is a function 

"' : SL(n + 1, F) --+ A extending the one defined in Proposition 1 and satisfying 

v = v · (81,,). We choose any such function and fix it for. the rest of this section. 

We are now ready to return to the main involution itself. 

Proposition 2: For every n 2'.: 1 the set of lifts of the main involution of GL(n) 

to GL(n) is non-empty. Each of these lifts stabilizes Hn and one of them satisfies 

is(h) = II c(hi, hi)· s(ih) 
i>j 

for all h E Hn. 
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Proof: The case n = 1 is trivial and we shall henceforth assume that n ~ 2. The 

class of the metaplectic extension in H2 (GL(n), A) is represented by the 2-cocycle 

CJ given in equation (1) of the previous section. We seek a function,\: GL(n) --+ A 

such that CJ = iCJ • (8,\) and to find it we shall work separately with the three 

factors constituting CJ. 

Since T is the puU-back of v under the embedding r, : G L ( n) --+ SL ( n + 1) we 

know from the proof of Proposition 1 that 

where we have set ,\1 (g) = ,.,.,(rJ(g))-1 . Thus we have T.:_ 1 = ir-1 · (8,\1). The 

second factor in CJ is invariant under 1,. As for the third factor, if we set 

n-1 

x(g) = IT c(-1, X1;(g)) 
£=1 

then it is simply (ox) and·we have (8x) = i(ax). (8,\3) where 

Combining these equations we find that if ,\ : G L ( n) --+. A is defined by ,\ (g) = 
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,\1(g),\3(g) then CY= iCY · (8>.). It follows that i[CY] = [CY] and by Lemma 1 we have 

the first statement of the Propostion. 

Examining the proof of Lemma 1 we see that there is a lift of 1, satisfying 

is(g) = ,\(g)-1s(ig). In order to verify the formula given in the statement it is 

thus sufficient to calculate ,\(h) for h = diag(h1, ... , hn) E Hn. We begin with 

,\3(h). Since Xn(g) = det(g) and 

c (-1, i:;:;) = c(-1, det(g) 2) = 1 

we may write 

We have remarked before that Xe(h) = fL?n-Hl hi and since (ih)j = h:;;\+1 this 

gives 

Xe(ih) = IT h:;;::.i+l - IT h"i: 1 . 

j?n-£+1 k~l 

From these identities and the formula for ,\3 just given it follows that 

n n 

= IT IT c(-1,hi) · IT IT c(-l,hk) 
£=1 k<£ 

n n 

= II II c(-1, hi)· II II c(-1, hk) 

n n n 

= IT c(-1, he)· IT II c(-1, hj) 
£=1 £=1j=l 

= c(-1, det(h)) · c(-1, det(h)r 

= c(-1, det(h))n+l. 
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Turning now to >..1(h) we have, with i,j E [1,n+ 1] and k,f E [1,n], 

>..1(h) = li,(rJ(h))-1 

= II c(rJ(h)i,rJ(h)j)-1 

i>j 
n 

IT c(hi, hj)- 1 · IT c(det(h)- 1 , hj)- 1 

n+l>i>j j=l 

· = II c(hk, he)-1 · c(det(h), det(h)) 

= c(-1, det(h)) · II c(hk, he)-1 . 
k>£ 

Thus 

>..(h) = c(-1, det(h)t · II c(hk, he)-1 

k>£ 

and it follows that there is a lift of 1, satisfying 

is(h) = c(-1, det(h))n · IT c(hk, he) s(h). (6) 
k>£ 

To obtain the formula given in the statement it is only necessary to observe that 

according to Lemma 2 the group Hom(GL(n), A) acts on the set of lifts of 1, and 

applying the element cp(g) = c(-1, det(g)r of this group to the lift of 1, satisfying 

(6) gives another answering the requirements of the Proposition. D 

Proposition 3: Every lift of the main involution of GL(n) to GL(n) is itself an 

involution. 

Proof: Let cp E Hom(GL(n), A). Since A is abelian and [GL(n), GL(n)] = SL(n) 

(recall that we are assumi.ng the underlying field to be infinite) the map cp must 
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have the form cp(g) = VJ(det(g)) for some VJ E Hom(Fx, A). In particular it follows 

that cp(g)cp(ig) = 1 for all g E GL(n). Using Lemma 2 it now follows that every lift 

of l is an involution if and only if one of them is. We may thus restrict attention to 

the lift which was singled out in Proposition 2. We denote this particular lift by l. 

The map g H i(ig) is a lift of the identity map and so Lemma 2 implies that there 

is some cp E Hom(GL(n), A) such that i(ig) = cp(p(g))g. With VJ E Hom(Fx, A) 

as before this is equivalent to i(ig) = VJ(det(g))g. But if ·h = diag(x, 1, ... , 1) for 

x E px then the formula of Proposition 2 gives is(h) = s(ih) and then i(is(h)) = 

is(ih) = s(h) from which it follows that VJ = 1. Hence i(ig) = g, as required. 

D 

We shall refer to the lift of l singled out in Proposition 2 as the main involution 

of GL(n) and denote it again by l. 

Proposition 4: If z E p-1 ({>..In I>.. E FX}) then iz = z-1. 

Proof: It suffices to show that is(>..In) = s(>..In)-1 for all >.. E px. Using the 

formula in Proposition 2 and (3) of section 3 we have 

as required. D 

is(>..In)s(>..In) = IT c(>.., >..) · s(>..-1 In)s(>..In) 
i>j 

= c(>.., >..t(n-1)/20"(,\-l I~, ,\In) 

= c(>.., >..t(n-1)/2 IT c(>..-1, >.) 
i<j 

= ( c(>.., >.)c(>..-1, >..) r(n-1)/2 

= 1, 
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Let us denote by N+ the unipotent radical of the Borel subgroup of GL( n) which 

corresponds to the positive system <1>+. If a E <1>+ then let Xo: : (F, +) -+ N+ be 

the standard homomorphism whose image is the ''root subgroup" N°'. Note that 

r, o Xo: : (F, +) -+ SL(n + 1) is itself such a homomorphism with respect to some 

positive root of SL(n + 1) and r,(N+) is a subgroup of the unipotent radical of the 

standard Borel in SL(n + 1). Examining our construction of GL(n) in the light 

of these remarks and of Lemme 5.1, Chapitre II of [Mat] and observing that the 

second and third factors of (1) of section 3 are identically 1 on N+ xN+ we see that 

the sections : GL(n) -+ GL(n) may be chosen so that slN+ is a homomorphism. 

We shall suppose below that this has been done. 

Proposition 5: If A has exponent m prime to the characteristic exponent of F 

then is(n) = s(in) for all n EN+. 

Proof: With s chosen as above the map n H is(n)s(in)-1 is an element of 

the group Hom(N+, A) and so it suffices to show that this group is trivial. Let 

( E Hom(N+, A) and a E <1>+. Then for all t E F we have 

((xo:(t)) = ((xo:(m-1t)m) 

= ((xo:(m- 1t))m 

=1 

and so ((N°') = {1 }. But· the N°' with a E <1>+ generate N+ and this completes 

the proof. D 
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5. Topological Considerations 

Up to this point our .discussion of the metaplectic groups has proceeded in 

almost complete generality; the only condition we have yet imposed is that the 

underlying field be infinite. In this section we shall come closer to the situation 

which will concern us in later chapters by imposing additional assumptions of a 

topological and arithmetic nature on F, A and c. 

If G, A and G are Hausdorff topological groups then an extension 

is called topological if p is continuous and open and the inclusion map A c....+ G is 

continuous and closed. The following two results record some useful general facts 

about topological extensions of £-groups. 

Proposition 1: Suppose. that 

is a topological extension of Hausdorff topological groups. If A and Gare £-groups 

then G is an £-group. If. in addition A is discrete then there is a compact open 

subgroup of G over which the sequence is split and a continuous sections : G -+ G. 

Proof: Suppose that A and G are £-groups. We first observe that G is locally 

compact. Indeed it suffices to find a compact neighbourhood of the identity in G. 

Let us choose compact open subgroups K 1 :::; G and G2 :::; A. Then K = p-1 (K1) 

is an open subgroup of G with K/K2 homeomorphic to K 1 and hence compact. 

By I), section 19, Chapter 3 of [Pon] it follows that K is compact, as required. It 
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is easy to check that since G and A are both totally disco:qnected, G is also totally 

disconnected. Applying Theorem 16, section 22, Chapter 3 of [Pon] we conclude 

that G is in fact an £-group. 

If A is discrete then since the inclusion map A c......+ G is a homeomorphism 

of A onto its image there is an open set W ~ G with A'n W = { e }. Since G is 
- - -

an £-group we may find a compact open subgroup U of G with U ~ W. Then 

fJ n A = { e} and so. if we set U = p(U) then Plu : fJ 4 U is an isomorphism of 

topological groups. The map (Plu)-1 then splits the sequence over the subgroup 

u. 

Let S be a left transversal for U in G and for each s E S choose any s E G 

such that p(s) = s. If we defines: G 4 G by s(su) = s(plu)- 1 (u) for s E Sand 

u E U then s is a continuous section of p. D 

Propostion 2: Let 

be a topological central extension of .e-groups with A discrete and of exponent 

m. Suppose that G has a neighbourhood base at the identity consisting of compact 

open subgroups U such that um is open, where um denotes the group generated 

by { um I u E U}. If f E Aut( G) is a homeomorphism then any lift off is also a 

homeomorphism. 

Proof: Using Proposition 1 we may find a compact open subgroup U0 of G and 

a splitting 'ljJ: U0 4 'I/J(U0 ). Using the hypotheses on f and G we may find a com-
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. -
pact open subgroup Vo~ Uo such that f(Vo) ~ Uo and v0m is open. Let f be a lift 

off and define (: p-1 (Vo)--+ p-1 (Vo) by ( = j-1 o 'If; of op. Then po ( = p and 

so ( is a lift of the identity map on V0 • From Lemma 2 of section 4 it follows that 

( differs from the identity map by the action of some element of Hom(Vo, A). But 

any such homomorphism is trivial on v0m and so (lp-1(v0m) = idp-1(Vo')· Compos­

ing this equation on the left with j we obtain j = 'If; of op on p-1 (V0m) and hence 

on 'lf;(V0m). Now both 'lf;(V0m) and 'lf;(f(V0m)) are neighb~urhoods of the identity 

in a and it follows from what we have just done that 1: 'lf;(Vom) --+ 'lf;(f (Vo)) 

- -is a homeomorphism. Since f is also an automorphism and the topology on G is 

homogeneous the claim follows. D 

Let us now assume that F is a local field, c is the m th order Hilbert symbol 

on F and A = µm, the group of mth roots of unity in F, which because of the 

assumptions necessary to define the Hilbert symbol is a cyclic group of order m. 

When necessary we regard A as a topological group with the discrete topology. 

In [Mat] Matsumoto determines the exact condition which must be placed on a 

Steinberg symbol in order to make the corresponding central extension topological 

(see [Mat], Theoreme 8.2 and also [Mil], Assertion 11.4). In the subsequent discus-

sion Matsumoto observes that the Hilbert symbols satisfy the necessary condition 

and hence the extension (1) of section 2 is topological with the natural topology 

on SL(n, F). Since the map 'f/ introduced at the beginning of section 2 is a home-

omorphism onto its image_ it follows that the extension (2) of that section is also 
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topological. The 2-cocycle r0 (g1 , g2 ) = c(det(g1), det(g2)) on GL(n, F) is easily 

seen to correspond to a topological extension; indeed the extension is split over the 

open subgroup {g E GL(n, F) I det(g) E (FX)m} which suffices for the claim. It 

follows from the results of Moore in [Mol] that the Baer product and Baer inverse 

of topological extensions of locally compact groups are again topological. Hence 

the metaplectic extension (2) of section 3 is toplogical with the natural topology 

on GL(n,F). 

It follows from Proposition 1 that when Fis non-Archimedean the metaplectic 

group is an £:-group and the metaplectic extension is split over some compact open 

subgroup of GL(n, F). This justifies the first assertion of {KaP], Proposition 0.1.2 

which, contrary to their claim, does not seem to be proved in [Mo2]. Furthermore 

GL(n, F) is easily seen to satisfy the hypotheses of Proposition 2 and it follows 

that the main involution of GL(n) is a homeomorphism in this case. When Fis 

Archimedean both GL(n) fl,nd GL(n) are Lie groups. Only the case F = IR, m = 2 

is interesting since otherwise GL(n) is merely the direct product of GL(n) and A. 

In this case one may combine Propositions 2 and 5 of the previous section with 

the standard theory of such groups to see that the main i:µvolution of GL(n) is an 

analytic automorphism. 
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CHAPTER 2 

THE EXCEPTIONAL REPRESENTATIONS 

1. Metaplectic Tensor Products 

Let G (r) be the metaplectic n-fold cover of G(r) = GL(r) corresponding to 

the nth order Hilbert symbol ( · , ·) on a non-Archimedea.1.1 local field F satisfying 

lµn(F)I = n, where µn(F) is the group of nth roots of unity in F. We denote 

the projection homomorphism by Pr : G (r) -+ G(r). For 1 = (r1, ... , rk) with 

r1, ... , rk ~ 1 we put G (1 ) = p;1(G(,)) where r = r1 + .. · + rk = 1,1 and 

G(,) = G(r1) X · · • X G(rk) is embedded in G(r) in the standard way. If g E G (,) 

then we set det(g) · det(pr(g)). For H1 ~ G (r) and H2 ~ G (s) satisfying 

H1 = p;1(pr(H1)) and H2 = p;1 (p8 (H2)) we define 

and similarly for more than two factors. With this definition we have 

and an easy calculation shows that if g E G ( ,1) and g' E G ( ,2) then 

gg' = (det(g), det(g')) g' g 
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- -
If 1r1 (resp. 1r2) is a genuine admissible representation of G ('y1) (resp. G ('y2)) 

of finite length then we aim to define a "tensor product" 1r1 @ 1r2 which is to be a 

representation of G (-y1) x G ('Y2). The difficulty is that G ('Y1) and G ('Y2) do not 

commute and so some care is necessary. In [Hua] Huang addressed this problem 

for the real metaplectic group in the case where 1r1 and 1r2 are irreducible and in 

[FlK], §26.2 the problem is briefly discussed over a non-Archimedean local field, 

again for irreduciblerepresentations. Note that this latter reference contains some 

inaccuracies. We shall solve the problem in this section for the case where n = 2, 

which is our focus in later sections. The main ingredient will be a study of the 

decomposition of representations of G ( r) on restriction to certain subgroups of 

finite index, which will be carried out in somewhat greater generality. 

We shall require several preliminaries of a technical nature; they must be 

.. 
well-known to algebraists but I have been unable to locate a suitable reference. 

Fix an algebraically closed field K (we shall eventually take K = C). Actually 

algebraic closure is unnecessary for much of what we shall say but we have no use 

for the possible extra generality. 

Definition 1: Let A be a K-algebra. We call A local if A\ Ax is a two-sided 

ideal of A and strongly local if every element of A is either a unit or else is nilpo-

tent. 

It is easy to check that every stongly local algebra is local. Also A is local if 

and only if J(A) = A\ Ax where J(A) denotes the Jacobson radical. If A is local 

and Artinian then the radical of A is nilpotent and consequently A is strongly 
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local. Thus local and strongly local coincide for Artinian algebras. 

Lemma 1: Let A be a K-algebra and E an A-module of finite length. Then E 

is indecomposable if and only if the algebra End A ( E) is strongly local. 

Proof: That the endomorphism algebra is strongly local when Eis indecompos­

able is proved in [Lan] VI.9.4. Conversely it is immediate that a strongly local 

algebra cannot contain non-trivial idempotents. D 

Lemma 2: Let Ai and A2 be finite-dimensional local K -algebras. Then Ai® A2 

is also local, where the tensor product is taken over K. 

Proof: Let Ii = Ai \ Af and h = A2 \ A;. The K -a'igebra Ai/ Ii is a finite­

dimensional division.algebra over Kand hence Ai/ Ii ,...., K. Similarly A2 / h ,...., K. 

We define 

which is a two-sided ideal of A= Ai® A2 . Then 

A/I .. (Ai@A2)/(A1@I2+Ii@A2) 

,...., (A1 ® (A2/I2))/(Ii ® (A2/I2)) 

,...., Ai/Ii® A2/h 

,....,K 

and it follows that I = A \ Ax . Thus A is local. D 
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Lemma 3: Let A1 and A2 be K-algebms and D1 and E1 (resp. D2 and E2) be 

finite-dimensional A1 - (resp. A2-) modules. Then 

Proof: The natural map 

is an isomorphism which carries 

into 

Thus only its surjectivity is in question. Let f E HomA1 @A2 (D1 ® D2, E1 ® E2) 

and write 
m 

1 = L<f'i ® 1Pi 
i=l 

may assume that the set { 1/Ji} is linearly independent. Fix 1 ~ q ~ m; since 

HomK ( D2, E2) * "' D2 ® E2 it follows that there exist finite sets {As} ~ E2 and 

LAs(1Pi(et)) =t5iq 
s,t 
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for all 1 ::; i ::; m. Because f is an (A1@ A2)-homomorphism the map 

( H L m1(idE1 Q9 As) [!((@et)} 
s,t 

lies in HomA1 (D1, E1) where m1 : E1 @ K-+ E1 is the natural isomorphism. On 

the other hand 

s,t 

s,t,i 

s,t,i 

We may find a set I~ {1, ... , m} such that { 'Pi Ii E J} is linearly independent 

and { cpi} ~ spanK{ 'Pi Ii E J}. This done we may write 

1 = :E <Pi ® 'Ip: 
iEJ 

for certain 'If!~ E HomK(D2, E2). Arguing as before we see that 

for all i E I, as required. D 

Lemma 4: If A1 and A2 are K-algebras and E 1 (respectively E 2 } is a finite-

dimensional indecomposable A1 - (respectively A 2 -} module then E 1 @ E 2 is an 
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indecomposable (A1 ® A2)-module. 

Proof: The finite-dimensional K-algebras EndA1 (E1) and EndA2 (E2) are both 

strongly local (Lemma 1) and hence local. Thus EndA1 i8)A2 (E1 ® E2) is the tensor 

product of finite-dimensional local algebras (Lemma 3) and so is local (Lemma 2). 

Being finite-dimensional it is Artinian and hence strongly local. Thus (Lemma 1) 

E 1 ® E 2 is indecomposable. 0 

We now recall some notation from [BZl]. Let G be an £-group and Na com­

pact open subgroup of G. We denote by 1lN the Hecke algebra of bi-N-invariant 

compactly supported distributions on G. If 1r is an algebraic representation of G 

on the complex vector space Ethen we ·denote by 7rN the representation of 1lN 

on the space EN of N -fixed vectors· which corre!,ponds to 1r. 

Lemma 5: Let 1r _ be an algebraic representation of G of finite length. Then 1r 

is indecomposable if and only if 7r N is indecomposable for some sufficiently small 

open compact subgroup N. 

Proof: Suppose that N is so small that if p is any non-zero subquotient of 1r 

then p N =/= 0. There are such N since 1r is assumed to be of finite length. If 

1r is decomposable then it follows at once that 7rN is decomposable. Now as­

sume that 7rN is decomposable and that EN = Vi EB V2 where Vi and V2 are 

non-zero 1lN-submodules of EN. Let Ei be the G-submodule of E gener­

ated by l7i. It follows from the arguments of [BZl], §2.10 that Ef = l7i and 
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so (E1 n E2)N ~ Vin Vi :;= {O} and (E1 + E2)N =Vi+ V2 = EN. Recalling our 

assumption on N this means that E 1 n E2 = {O} and E = E1 + E2. Thus 1r is 

decomposable. D 

Proposition 1: Let G1 and G2 be £-groups and 1r1 {resp. 1r2) be an indecompos­

able admissible representation of G1 {resp. G2) of finite length. Then 7r = 1r101r2 

is an indecomposable representation of G1 x G2 . 

Proof: For all sufficiently small compact open subgroups N1 of G1 and N2 of G2 

we know from Lemma 5 that 1rf 1 and 1rf 2 are finite-dimensional indecomposable 

modules for 1iN1 and 1lN2 respectively. Thus with N = N1 x N2 we see that 

1rN ,...., 1rf1 0 1rf2 is an indecomposable 1lN ,...., 1lN1 01lN2 · module from Lemma 4. 

Since N may be made as small as required by making N1 and N2 small and 1r is 

admissible and of finite length the claim follows by a second application of Lemma 

5. D 

Proposition 2: Let G1 and G2 be £-groups and 1r1 and P1 (resp. 1r2 and p2 ) be 

admissible representations of G1 {resp. G 2 ). Then 

Proof: It is routine to check that since all the representations are assumed alge-
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braic we have 

E "" 1· ENI 
PI=~ PI 

NI 

and 

Homa I ( E'lrI , E PI) "" ~ Hom1iNI ( E~I, E:iI) 
NI 

where the limits are taken over the system of compact open subgroups of G1 and 

· similarly for G2 and its representation~. Combining the admissibility of the repre-

sentations, Lemma 3 and the fact that direct limits commute with tensor products 

proves the Proposition. D 

Definition 2: If 1r is a representation of a group G with center Z and w is a 

character of Z then we say that 7r admits w if there is a non-zero subquotient of 1r 

on which Z acts via w. 

Suppose that G is an £-group with center Zand 1r is an admissible represen-

tation of G of finite length. Let E'lr denote the space of 1r and for each w E z--

put 

It follows easily from Schur's Lemma and Fitting's Lemma that E7r = EBw E'lr(w) 

the sum being taken over the finite set of w which are admitted by 1r. Moreover 

Z acts on every irreducible subquotient of E'lr(w) via w and the set of characters 

admitted by 1r is the same as the set admitted by its socle. In particular, if 1r is 
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indecomposable then 1r admits one and only one character of Z which we shall 

denote by W1r. 

We now need a little Clifford theory in a slightly more general setting than 

is usual. So let G be a group and H a normal subgroup of finite index. Recall 

that restriction to H and induction from H both preserve the condition of being 

of finite length (see (BZl], §2.9). 

Lemma 6: Let 1r be an indecomposable representation of G. Let u be any sum-

mand of 1rlH and suppose that if g (f. H then 

where Yu denotes the conjugate representation Yu(h) = u(g-1hg). Then 1r ""' 

indi ( u). Conversely if u is an indecomposable representation of H of finite length 

which satisfies the above condition then indi(u) is indecomposable. 

Proof: The hypotheses imply that we may write E1r = Eu EB D where D is an 

H-submodule of E1r. Let q : E1r -t Eu be the corresponding projection. We claim 

that if e E Eu and g (j. H then q(1r(g)e) = 0. Indeed the ·map e f-+ q(1r(g)e) is an 

H-intertwining operator from Yu to u and so is zero by hypothesis. 

We define maps T: 1r -t indi(u) and S: indi(u) -t 1r by 

(Te) (g) = q( 1r(g )e) 

and 

S(J) = L 1r(g-l)f(g). 
yEH\G 
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One checks that these are well-defined and G-intertwining. If f E indi(Eu) and 

go E G then 

(To S)(f)(go) 

q ( 1r(go)S(f)) 

q ( 7r (go) I: 7r (g-1) i (g)) 
gEH\G 

gEH\G 

q( 1r(gog-1 )f (g)) where 909- 1 EH 

f(go) 

and so ToS is the identity. From [Lan] Lemma VI.9.6 it follows that both T and S 

are isomorphisms. We now turn to the second statement." Combining the Mackey 

subgroup theorem, Frobenius Reciprocity and the hypothesis on (j we obtain 

Enda(indi((J')) r-v EndH((J'). 

Now two applications of Lemma 1 complete the proof. D 

Returning now to the metaplectic groups we define 

this is a normal subgroup of a(,) and a(,) ;am(,) r"V px /(FX )m. If 7r is a 

representation of a subgroup of a(,) containing am(,) then we shall denote by 
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7rm the restriction of 7r to cm(,). We also set zm(r). = {tlr I t E (Fx)m}, 

zm(r) = p;1 (zm(r) ), Z(r) = zn!(n,r-l)(r) and Z(r) = p;1 (Z(r) ). It is shown in 

[KaP] §0.1.1 that 

is the center of G ( r) and one easily checks that this equals Z ( r). 

It will be useful to identify the finite-dimensional admissible representations 

of zm(r). For this purpose let us recall some well-known facts about the finite­

dimensional admissible representations of GL(l, F). Let the symbol VP denote the 

GL(l) -submodule of C 00 (Fx) generated by the function x H ordF(x)P where 

ordF : px -+ Z is defined by lxlF = q-ordp(x), q being the module of F. Denote 

by 7rp the representation of GL(l) afforded by Vp- Then {1rp Ip 2:: O} is a complete 

set of representatives for the isomorphism classes of finite-dimensional admissible 

indecomposable representations of GL(l) which admit the trivial character. If 1T is 

such a representation of GLm(l) then one easily sees that the units in GLm(l) act 

trivially under 1T and hence that 1T extends to a representation of GL(l). It follows 

that 1r is isomorphic to the restriction of 1T P for some p and all these restrictions 

are indecomposable. Thus the same classification holds for GLm(l) as holds for 

GL(l). Evidently if 1Tp is restricted from GLm(l) to Guna(l), a 2:: 1, it remains 

indecomposable, and if v E VP is a cyclic vector for 1Tp as a GLm(l) -module then 

it is also a cyclic vector for 1T P restricted to the smaller group. 

Suppose now that w is a character of zm ( r) and that p is a finite-dimensional 

admissible indecomposabl~ representation of zm(r) with Wp = w. Using the ob-
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servations in the previous paragraph one sees that p "" w @ 1r P for some p 2: 0 

where 1rP is regarded as a (non-genuine) representation of zm(r). Also Pizma(r) 

- -
is indecomposable and a cyclic vector under zm(r) remains cyclic under zma(r). 

Furthermore any finite-dimensional admissible representation of zm(r) is a direct 

sum of certain w@ 'lrp and it easily follows from this that if such a representation 

has a cyclic vector and admits only one character then it must be indecomposable. 

At this point we make the assumption that n I r ( r - 1). This assumption will 

be in force for the rest of this section and given it we factor n as n = s · ( n / s) 

where s I (r - 1) and (n/s) I r. It is unlikely that this hypothesis has any real 

significance for the results to be proved; however it seems to represent the limit 

of the elementary methods used in the proofs. It already covers the two special 

cases of greatest interest, namely n = 2 and n = r. 

Proposition 3: Let r = 1-rl, a = 1 or n/ s and let 1r be an admissible inde-

composable representation of Ga ( -y) of finite length. Then 7r 8 a is indecomposable 

and 

{x E (Ga ('y)jcsa ('y))~ I HomGaC,) (x@ 1r, 1r) =I- {O}} = {xo} 

where xo denotes the trivial charact,er. Moreover 

Proof: Note that Z(r) -. zn!s(r) ~ ca ('y) since s = (n,'r - 1). For any t E px 

we have s(tn/s Ir) E Z(r ). Also det(s(tn/s Ir)) = trn/s and since s I (r-1) it follows 
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that s and rn/ s are relatively prime. Hence we may choose coset representatives 

- - -
for Ga (-y) /Gsa ('Y) from Z(r). The character admitted by X 0 1r is Xlz(r) · W7r and 

this equals W1r if and only if xlz(r) is trivial. These two observations combine to 

prove the second statement. 

To show that 1r8 a is indecomposable, we shall in fact prove more. We claim 

that if D is a csa (')')-submodule of E1r then D is stable under ca(')'). Suppose 

not; then D cannot be stable under 1r(Z(r)) and so we may choose ~ E D such 

that V = spanc{1r(z)~ I z E Z(r)} is not contained in D. There is a p ~ 1 such 

that (1r(z)-w1r(z))PE1r - {O} and hence for every z E Z(r) the set {1r(zc) I c E Z} 

spans a finite-dimensional subspace of EndGa(,)(E-rr). Si~ce 1r is admissible there 

is an f ~ 1 such that 1r(z) = ( · idE" for some ( E µn(C) if Pr(z) E (1 + Pt)Ir 

where PF denotes the prime ideal in OF. The group px /(1 +Pt)· Ir is finitely-

generated and if we choose z1 , ... , Zb E Z(r) so that {Pr(z1 ), ... ,Pr(zb)} generates 

it then 1r(Z ( r)) is generated by { 1r(z1), ... , 1r(zb)} together with 1r(ker Pr), which 

is a finite set of scalar operators. Combining this with the previous observation we 

see that spanc { 1r ( z) I z E Z ( r)} is finite-dimensional and hence that V is finite-

dimensional. Now V has a cyclic vector by definition and admits only the character 

W7r. By the remarks made ·above on the representation theory of zn! s ( r) it follows 

first that V is indecomposable and secondly that V = Spane { 1r(z )~ I z E zn ( r)}. 

But zn(r) ~ csa ('Y) and hence V ~ D, a contradiction. This proves the claim 

and so the first statement. 

Finally the isomorphism is well-known, relying as it does simply on the fact 
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that c;a (,) /Gsa (,) is abelian. D 

We remark that any divisor of s could replace s in the statement of the 

Proposition. This follows at once from Clifford theory and what has already been 

proved. 

Proposition 4: Let r =. 11'1, a = 1 or s and 7r be a genuine admissible inde-

composable representation of ca ( "Y) of finite length. Suppose that er is any of the 

indecomposable summands of 1T'na/ 8 • Then 

X ® 7T' ::'. 7T' for all X E (Ga(,) ;cna/s (,)) ..... and 

gE(Ga (1')/Qna/ s('y)) 

Moreover if g ft c;na/s ("Y) ·then HomQna/•(-y) (9er, er)= {O}. 

Proof: Since Z1(r) is central in G(r) the map from px x G(r) to µn(F) given by 

(t, K) !-+ [s(tlr), s(K)] 

is bimultiplicative and hence there is a bicharacter v of px such that 

[s(tir), s(K)] = v(t, det(K)). 

A direct calculation using (3) of Chapterl, section 3 with K = diag(x, 1, ... , 1) 

shows that v(t, x) = (t, xt-1 and hence 

s(tlr)g = (t,det(g)r-1 gs(tir) (1) 
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for every t E px and g E G (r). 

Now Z8 (r) ~ Gna/s ('y) and in fact it follows from (1) that Z8 (r) is central in 

Gna/s ('y). Since u is an indecomposable admissible representation of Gna/s ('y) of 

finite length it admits a unique character Wu as above. Since 1r is genuine, so is u 

and hence Wu· If g E Ga ('y) then fort E (Fx)s we have 

on using (1). Thus if Wgu. = Wu then (t, det(g)y- 1 = 1 for all t E (Fx)s, which 

implies that det(g) E (Fxtfs by the non-degeneracy of the Hilbert symbol and 

the fact that r - 1 and n/s are relatively prime.-Thus 

(recall that s and n/ s are relatively prime) and so g E Gna/s ('y). From this we 

conclude that if g ft Gna/s ('y) then HomGna/•('Y/Yu, u) = {O} and consequently 

an appeal to Lemma 6 shows that 

Now if XE (Ga ('y) /Gna/s ('y)).- then 
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giving the second claim. Finally the last isomorphism follows from the Mackey 

subgroup theorem. D 

Note that when we sp~ak of a representation being genuine there is an implicit 

choice of a faithful character of µn(F) (or equivalently of an isomorphism between 

µn(F) and µn(C)) involved. For the preceding result it is irrelevant how that 

choice is made. 

From now on we restrict to the case n = 2. If 1r is a genuine admissible 

indecomposable representation of 5 ( 'Y) of finite length then we wish to point out 

the consequences of Propositions 3 and 4 for 1r. If r = l'YI is odd thens= 2 and so, 

according to Propostion 3, 1r remains indecomposable on :restriction to 52 ( 'Y) and 

is not isomorphic to any of its twists by non-trivial characters of 5 b) /52 b). If 

r = l'YI is even then s = 1 and so, according to Proposition 4, 1r decomposes as 

much as possible on restriction to 52 ( 'Y) and is isomorphic to all of its twists by 

characters of 5 b) trivial on 52 b). Much use will be made of these observations 

in ,what follows. 

If r, s ~ 1 then Z2 (r) a:! Z2 (s) via the map a Z2(r) --+ Z2 (s) given by 

a(s(tlr)t:) = s(tl8 )t: for t E px and € E µ2. (Note that zi(r) and zi(s) are 

not generally isomorphic.) Thus a character of Z2(r) may also be regarded as a 

character of Z2(s) via a and we shall do this without comment in what follows. 

The group 52 bi) x 52 b2) is isomorphic to (52 bi) x 52 b 2))/ B where B = 

{(t:, t:) If E µ2}. If 1ri is a genuine representation of 5 bi) and 1r2 is a genuine 
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representation of G ( 12 ) then B acts trivially on 7rf ®7ri and so this may be regarded 

as a (genuine) representation of G2 ( 11) x G2 ( 12). If w1 is a genuine character of 

Z 2 ( r) and W2 is a genuine -character of Z2 ( S) then the same construction gives US 

a genuine character W1 @ W2 of Z2 ( r) X Z2 ( S). It must be distinguished from the 

(non-genuine) character w1 · w2 obtained by regarding w1 and w2 as characters on 

the same Z2 (s) and multiplying them. Note that 7rf@ 71"~ admits the character 

(w1ri@ W1r2)1z\i-r1i+b21)" 

Theorem 1: Let 71"1 (resp. 71"2) be.a genuine admissible indecomposable represen-

tation of G (1'1) (resp. G (1'2)) of finite length and put r = 11'11 + 1121- Suppose 

that w is a character of Z ( r) such that 

(2) 

Then the representation 

has an indecomposable summand admitting w. Any two indecomposable summands 

of II admitting the same character are isomorphic. The restriction of an indecom-

posable summand of II to G2 b1) X G2 b2) is isomorpb,ic to the direct sum of 

[ F x : ( F x) 2] copies of 7rf ® 71"~ if both 11'1 I and 112 I are odd and to 7rf ® 71"~ other-

wise. 

Proof: If G is a group, H a normal subgroup of finite .index with and J is an 

intermediate group with J / H abelian then it is easy to check that 

indi(PIH) r-, E9 ind1(x ® p) 
x.E(J/H).,.. 
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where pis any representation of J. If we take H to be 52 (11) x 52 (,2), J to be 

5 ( 11) x 52 ( 12) and p = 1r1 ® 7ri then the hypotheses are satisfied and we obtain 

If 92 E 5 h2) then we denote by x92 the character of'6 h1) /62 h1) given by 

x92 (91) = ( det(91), det(92) ). The non-degeneracy of the Hilbert symbol implies 

that every element of(6 h1) /62 b1))""' arises in this way and we have 9219192 = 

- -x92 (91)91 for all 91 E G (,1) and 92 E G h2). From this it follows that if P1 is a 

representation of 6 ( 11) and P2 is a representation of 6 2 ( 12) then 9192 (p1 ® P2) = 

(x92 ® 91 P1) ® 92 P2 for 91 E 6 ( 11) and 92 E 6 ( 12). 

If 92 E G ( 12) then 

ind~C'Yi) ~ ~('Y2 ) ((x 2 ® 1r1) ® 1r~) ,.-.., ind~C'Yi) ~ ~('Y2 ) (1r1 ® 9;\~) 
G(-y1) X G2('Y2) 9 G('Y1) x G2(-y2) 

since 9; 1 7ri "' 7ri- Thus if we put 

"' ind~('Yi) ~ ~('Y2) ( 1r1 ® 1rD 
G('Y1) x G2 ('Y2) 

then II "' IIf[Fx :(Fx )2
] and it follows that it is sufficient to prove our claims with 

II1 in place of II. 

If both 111 I and 11'2 I are odd then 7ri is indecomposable and so 1r1 ® 7ri is 

indecomposable by Proposition 1. If 92 E 6 (,'2) \ 6 2 b2) then 
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= {O} 

from Proposition 3. Lemma 6 then implies that II1 is indecomposable. Since r is 

even, (2) determines w uniquely and it is.equal to the character admitted by II1. 

The last claim follows from the Mackey subgroup theorem. 

If either 11'1 I or 11'2 I is even then we may assume without loss of generality that 

11'2 I is even. Let o-2 be an indecomposable summand of 1r~. Then from Proposition 

4 we have 

Let us put 

Since all the conjugates of 0-2 are distinct it follows as above that Ex is indecom-

posable. If h·1 I is also even then Proposition 4 implies that x @ 1r1 ~ 1r1 for all 

- - EB[FX·(FX)2] ' 
X E (G b1) /G2 b1)f' and so II1 "' Ex0 • • Again r = 11'11 + 11'2! is even, 

(2) determines w uniquely and it equals WE, Computing the restriction of Exo to 

52 ( 1'1) x 52 ( 1'2) in stages one finds that it equals 1r? @ 1r~ and the Theorem is 

proved in this case. 

Finally suppose that h1 I is odd. The character admitted by Ex is equal to 
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x!Z(hil) · w~ and since G (11) = Z(l,1!) · G2 (,1) this character runs over 

as x runs over (G (11 ) /G2 (,1))~. This proves the first two statements and since 

we also have (:Ex) lc2 (1'i) x G2 (1'2 ) "'1rr 0 1r~ we are done. D 

Definition 3: Let 1r1 (resp. 1r2) be a genuine admissible indecomposable represen­

tation of G (,1) (resp. G (,2)) of finite length and w a character ofZ(l,11 + l,2!) 

satisfying 

We define 1r1 ©w 1r2 to be an indecomposable summand of the representation II of 

the theorem admitting the character w. (It follows from the theorem that 1r1 ©w 1r2 

is well-defined.) 

Proposition 5: Let 1r be a genuine irreducible admissible representation of the 

group G (11) x G (,2) admitting the character w of Z(l,11 + l,21). Then there 

are genuine irreducible admissible representations 1r1 and. 1r2 of G (,1 ) and G (1'2 ) 

respectively such that 1r 1"',.1·1r1 ©w 1r2 • Conversely any such tensor product is irre­

ducible. 

Proof: If 1r1 and 1r2 are irreducible then 7rf and 1r~ are s~misimple and so p as in 

the Theorem is semisimple·. Since 1r1 ©w 1r2 ::; II is indecomposable by construction 

it follows that it is irreducible. 
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Conversely suppose that 1r is as stated. Then the restriction 1r2•2 of 1r to 

the group G2 ('y1) x G2 ('y2 ) is semisimple and regarding it as a representation of 

G2 ('y1) x G2 (,2 ) on which the group B acts trivially we see that we may find 

irreducible representations p1 and p2 of G2 (,1 ) and G2 b2) respectively such that 

Let 1r1 be an irreducible constituent of ind~bi) (p1) such that 1r? contains P1 and 
G2(,i) 

similarly with p2 and 1r2. If II denotes the representation of the Theorem then 

#{0} 

and since 1r is irreducible it follows that it is a subrepi;-esentation of II. Since II is 

semisimple in this case we obtain 1r ,._, 1r1 ®w 1r2 from the definition. D 

.Proposition 6:. Suppose that 1r1 and P1 {resp. 1r2 and P2) are genuine indecom-

posable admissible representations of G b1) (resp. G b2)) of finite length such 

that 

Let W be a character of Z ( l'Y1 I + h2 I) whose restriction to Z2 ( l'Y1 I + l'Y2 I) is equal 

to this common value. Then it is possible to find two characters 

and 
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such that 

Proof: Suppose first that 1r and p are genuine indecomposable admissible repre-

sentations of G ('Y) of finite length with T = l'YI and W1rlz2(r) = wplz2(r)' If T is odd 

then let X be the unique e~ement of (G ('Y) /G2 ('Y) ) ..... such 'that xlz(r) · W1r = Wp. In 

this case we have 

Homac,/x ® 1r, p)"' EB Homac,/x' @71", p) 
x' 

~ E9Hom0C,)(1r,x' @p) on rearranging the sum 

x' 

"' H ( . dG(,) ( 2)) = om-G( ) 1r, m - p "Y G2(,) by Proposition 3 

,..., H ·(··· 2 2) = oma2e,) 71" 'p . 

If r is even and v is an indecomposable summand of p2 then for any 

XE (G ('Y) /G2 ('Y)) ..... 

we have 

HomGC,) (x@ 1r, p) "'HomG(,) (1r, p) by Propostion 4 

"'Hom-G( )(1r,ind~(,) (v)) by Proposition 4 
"Y G2(,) 
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It follows from the proof of the Theorem that 11"1 ®w 1Tz and P1 ®w pz are isomor-

phic to representations induced from either G ('y1 ) x G2 b2) or G2 ('y1 ) x G (,2 ) 

to G ( 11 ) x G ( , 2 ) and the inducing representation is explicit in each case. Thus 

the space of homomorphisms from 1r1 ®w 1r2 to p1 ®w p2 may be calculated using 

Frobenius reciprocity. On doing this and. then using Proposition 2 and the iso-

morphisms which have just been established we obtain the Proposition. D 

Corollary 1: Suppose that 71"1 and p1 (respectively 11"2 and p2 ) are genuine ir-

reducible admissible representations of G (,1 ) (resp. G (12)) and w is a charac-

ter of Z(l,1! + l,2!) such that both 1T1 ®w 1Tz and P1 ®w P2 are defined. Then 

11"1 ®w 1r2 rv P1 ®w pz if and only if there are characters . 

such that X1 0 1r1 rv P1 and X2 0 1T2 rv P2. 

Proof: The "if" directioR is immediate from the definition and the "only if" di-

rection follows from Proposition 6. D 

Proposition 7: Suppose that 71"1 (resp. 11"2 ) is a genuine indecomposable admis-

sible representation of G (,1) (resp. G (12 )) of finite length. Then 

where ~ is being used to denote the contragredient representations and w is any 

suitable character. 
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Proof: We have 

and by using Lemma 5 to reduce to the case of a finite-dimensional module over 

an algebra we see that the contragredient of an indecomposable representation is 

indecomposable. Thus ('rr1 ®w rr2)~ is an indecomposable summand of 

and since it admits the character w-1 the claim follows. D 

Proposition 8: For i 1, 2, 3 let '7T"i be a genuine admissible indecomposable 

representation ofG ('Yi) of finite length and put r = lr'1\ + \r'2I + \1'31· Then for 

any character w of Z ( r) such that 

we have rr1 ®w (rr2 0 rr3) - (rr1 0 rr2) ®w rr3. Here the inner tensor products may 

be formed with respect to any suitable character. 

Proof: Using the definition of &lw and the transitivity of induction it is routine 

to check that both rr1 ®w (rr2 0 rr3) and (1r1 0 rr2) ®w 7r3 are isomorphic to any 

of the indecomposable summands of 
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admitting the character w. D 

Finally we want to extend the definition of ®w to include representations 

which are not necessarily indecomposable. Call a representation 1r of G (,) homo­

geneous if it admits only one character of Z(l,I); if 1ris homogeneous then it still 

makes sense to write W1r· If 1r1 (resp. 1r2) is a genuine admissible homogeneous 

representation of G ( , 1) (resp. G ( , 2)) of finite length and w is a character of 

Z(l,11 + l,21) satisfying 

then we define 1r1 ®w 1r2 by requiring ®w to, distribute over direct sums. It 

follows from the Krull-Schmidt Theorem that this extension is well-defined. The 

properties of ®w given in Propositions 6, 7 and 8 remain valid in this setting. 

2. Parabolic Induction and Jacquet Functors 

Continuing with the notation of the previous section with n = 2 we let 

R( G (,)) denote the categor:y of genuine admissible repres.entations of G (,) of 

finite length for , = (r1, .· .. , rk) a k-tuple of positive integers. Let us introduce 

an equivalence relation - on the objects of R(G (,)) by defining x@ 1r - 1r if 1r is 

indecomposable and x E (G (,) /G2 (,))""" and then 1r1 - 1r2 if '!ri - EB}=i'lrij with 

'!rij indecomposable and 1r1j - 1r2j for all j. For 1r E R(G (,y)) we let [1r] denote the 

equivalence class of 1r under-. The set of equivalence classes in R(G ('y)) may be 

regarded as the set of objects in a category R[G ('y)] where a morphism from [1r1] 

to [1r2] is simply a G ('y)-homomorphism from any element of [1r1] to any element 
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of [1r2]. We know from the previous section that if 1r E R(G ('y)) is indecomposable 

then [1r] consists of one element if l"YI is even and of [Fx : (Fx) 2] elements if l"YI 

is odd. In the latter case the elements of [ 1r] are distinguished by the character 

of Z(l"YI) which they admit. It follows from the definition of"' that we may set 

For')'= (r1, ... , rk) and r = l"YJ we let Q ("!):::; G(r) be the standard parabolic 

subgroup corresponding to the set of simple roots 

Then G("Y) is a Levi subgroup of Q ("!) and we denote by N("Y) the unipotent 

radical of Q ('y). For any subgroup H :::; G(r) let us put Fl = p;:1 (H) :::; G (r). 

Recall that it is possible to choose s so that siN(-r) is a .homomorphism and we 

shall always do this in what follows. Then N*("Y) = s(N("Y)) is a normal subgroup 

of Q ("!) and Q ("!) = G ("!) · N*("Y) with G ("!) n N*("Y) = {1}. 

If')' = (r1, ... , rk) and 8 = (s1, ... , st) are both partitions of r then we say 

that 'Y refines 8 and write ."Y < 8 if there exist k1 , ... , kt such that 

ki 

Si= L 
j=ki-1 +1 

r· J 

where ko is interpreted as 0. If "Y < 8 then we let N(8i "Y) = G(8) n N("Y) and 

N*(8,"Y) = s(N(8,"Y)). Note that since G("Y):::; G(8), N(8,"Y) is normalized by G("Y) 

and N* ( 8, "Y) is normalized by G ( "Y). 

If')' < 8 we now define i,,8 to be the normalized induction functor and 'Pr5,, 

to be the normalized Jacquet functor corresponding to 'the groups G ( 8), G ( "Y) 
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and N*(c5, ,) and the trivial character on N*(c5, 1 ). The definitions of i 1 ,J and 

c.p6,1 together with many properties enjoyed by these functors are given in [BZ2], 

beginning on page 444. In addition to the properties recorded there we want to 

mention that both i1 ,J and 'PJ,1 take representations of finite length into represen-

- -
tations of finite length. That is, i1 ,J is a functor from R( G (,)) to R( G ( c5)) and 

'PJ,1 is a functor from R(G (c5)) to R(G (,)). In both cases this is simply a matter 

of adapting a proof available in the literature for G(c5) and G(,) to the situation 

of the covering groups. One first establishes along the lines of [BZl], §4.1 that, 

for admissible representations of G ( 1 ), being of finite length is equivalent to be-

ing finitely-generated. Then imitation of [Cas], §3.3 shows that i 1 ,J preserves the 

condition of being finitely-generated and imitation of [BZl], §3.13 establishes the 

corresponding property of 'PJ,T (The development leading up to §3.3 in [Cas] is 

not quite accurate, but it can easily be repaired for the purpose at hand using re-

sults from [BZl].) Proposition 1.9 (f) of [BZ2] applied to the functors 'PJ,1 and i 1 ,J 

shows that they respect t~e equivalence relation rv introduced above. Therefore 

they may also be considered as functors on the categories R[G (c5)l and R[G (,)]. 

It will be useful to make some remarks on the modular function which occurs 

in the definitions of i 1 ,J and 'PJ,1 . Since G (,) is a locally compact Hausdorff 

topological group any closed subgroup of it carries a Haar measure and hence 

if G1, G2 :'.S G ( 1 ) are closed subgroups with G1 normalizing G2 then there is a 

corresponding modular character mod: G1 -+ R~ defined by 

j f(g1gg11) dg = mod(g1)-1 j J(g) dg 

G2 G2 
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for any f E L1 (G2) and g1 E G1 where dg denotes any Haar measure on G2. 

Suppose that H 1, H2 ~ G('Y) and H1 normalizes H2. If modH2 denotes the mod-

ular character of H 1 acting on H2 and mod.H2 denotes the modular character of 

F.l1 acting on H2 then since µ2 is central in F.l1 and p : G ('Y) -+ G('Y) is a local 

homeomorphism we have 

for every h E H1. 

Let 'Y < o be partitions of r. With the considerations of the previous para-

graph in mind we define µ8,-y : G ( 'Y) -+ IR.~ to be the modular character of G ( 'Y) 

acting by conjugation on N* ( o; 'Y). It is the same as the modular character of G ('Y) 

acting on N ( o, 1 ) and; after composition with p, it also equals the modular char-

acter of G('Y) acting on N(o, "f ). We shall identify all of these by the usual abuse 

of notation. A calculation in G(r) shows that if 'Y = (r1,.:., rk) and k1, ... , ke are 

as in the definition of 'Y < o then. 

f, ki 

µ8,-y(g1, · · ·, 9k) = II II I det(gj)lmi; 
i=l j=ki-1 +1 

cab= { ~ 
-1 

if a< b 

if a= b 

if a> b 

(1) 

and I · I denotes the standard absolute value on F. If /3 is a third partition of r and 

/3 < 'Y < o then we have N(o, /3) = N(o, 'Y) · N('Y, /3) and N(o, 'Y) n N('Y, /3) = {1 }. It 

follows from this that µ8,/3 = µ8,-y · µ7 ,13 as characters of G(/3) or of G (/3). 
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Next we would like to define a "cross" product of representations as in [BZ2] 

and [Zel]. Unfortunately on the category EBr>oR(G (r)). the definition is rather 

awkward and only gives rise to a partial operation. This is due to the role of the 

character of Z(r) which must be chosen in order to define the tensor products. 

Although it will not be necessary in what follows we would also like to indicate 

how a more satisfactory definition can be made on the category EBr2::oR[G (r)]. If 

r = r 1 + r2, 1r1 E R(G (r1)) and 1r2 E R(G (r2)) are homogeneous representations, 

w is a character of Z ( r) satisfying 

(2) 

and x E (G (r) /G2 (r))~ then 

Every character of Z(r) satisfying (2) has the form x·w for some x and so the class 

of 1r1 ®w 1r2 does not depend on w. This allows us to define [1r1] ® [1r2] = [1r1 ®w 1r2] 

for any homogeneous representations 1r1 and 1r2 and any w satisfying (2). We may 

then extend this definition to general [1r1] E R[G (r1)] and [1r2] E R[G (r2)] by 

making ® distributive over+. Then given [1ri] E R[G (ri)] for i = 1, ... , k we set 

with r = r1 +· · ·+rk. This operation has the same good properties as Bernstein and 

Zelevinsky's x operation; in particular, if R[G (r)] is replaced by its Grothendieck 

group with respect to short exact sequences then x becomes commutative. If 
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7ri E 'R.(G (ri)), with i = 1, ... , k, are homogeneous representations and w is a 

character of Z ( r) with r = r1 + · · · + rk satisfying 

wlz2(r) = (w1r1 @ '''@ W,rk) lz2(r) 

then we also define 

In view of Proposition 8 of Section 1 it is unnecessary to specify the order in which 

the tensor products are formed or the intermediate choices of central character. 

The operation Xw is associative and distributive over direct sums and 1r1 Xw 1r2 x 

· · · x 7rk is homogeneous, admitting the character w. The first two of these claims 

are clear; for the last one observe that if 1r = 1r1 ®w 1r2 ® . . . ® 7rk then we may 

find m ~ 1 such that (1r(z)-w(z))m annihilates E1r for all z E Z(r). It then follows 

directly from the definition that (II(z) - w(z))m with II = 1r1 Xw 1r2 x · · · x 7rk 

annihilates the space of the induced representation for all z E Z(r), which implies_ 

the claim. 

We close this section :with a technical result which will be useful later on. 

Proposition 1: Let 1r1 E 'R.(G (81)) and 1r2 E 'R.(G (82)) be homogeneous repre­

sentations and suppose that ,1 < 81, , 2 < 82. Then 

'P( 61,62), (1'1,'Y2) ( 7r1 ®w 7r2) "' 'P61 m ( 7r1) ®w 'P62 ,'Y2 ( 7r2) 

for every character w of Z(l81I + l82I) for which 1r1 ®w 1r2 is defined. 

Proof: Set 8 = (81, 82) and,= (,1, ,2), We begin by applying Theorem 5.2 of 

[BZ2] to compute the composition of 'P6,,y with induction from G (81) X G2 (82) to 
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G (6). Since we may choo·se coset representatives for G-2 (62) \G (62) from G ('y2) 

there is a single 

double coset in G ( 6). Using this observation we obtain an isomorphism of functors 

(3) 

where cp~2 ,72 : 'R.(G2 ((h))---+ 'R.(G2 (,2)) is the Jacquet functor with respect to the 

trivial character on N* ( 62 ,. , 2) :::; G2 ( 62). Also 

where the vertical bars represent the restriction functors. If both 181 I = 1,11 and 

and similarly for the representations of G ( , 1 ) and G ( , 2). In this case the Propo-

sition follows directly fron:i (3). 

If either 161 1 and Jc52I is even then we shall assume that J62I is even, the other 

case being similar. We may also assume that 1r1 and 1r2 are indecomposable since 

both sides of the proposed isomorphism respect direct su:ms. For each suitable w 

there is an indecomposable summand a-2 of 1r~ such that 

and so 

(4) 
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The representation C,C,a2 ,-y2 (rr2 ) will generally have several indecomposable sum-

mands, say 

The indecomposable summands of PJ are distinguished by the character of Z1 ( J 82 J) 

which they admit. We choose a particular character of this group from amongst 

those restricting to W7r2 on Z2(1<>2l) and let Vj be the summand of PJ admitting 

this character. It then follows from Proposition 4 of section 1 that 

P.~ ~ 
3- - -gE (G( 'Y2) /G2 ( 'Y2)) 

and so if we set v = v1 EB · · · EB vk then 

Moreover if the character admitted by v was chosen correctly then we have 

In addition 

71"2 ~ 2- EB g0"2 

- -gE(G('Y2)/G2 ('Y2 )) 

and so 

2 ( 2) rv 
'P82,'Y2 71"2 = EB g'P~2,'Y2 (u2). 

- -gE(G('Y2 )/G2 ('Y2)) 

(5) 

(6) 

(7) 

Since u2 is indecomposable· it is homogeneous for Z1 (J82J) and hence c,c,l ,.,, (u2) 
2, r2 

is also homogeneous for this group and each conjugate in (7) admits a different 

character of Z1 (J82J). Comparing homogeneous summands under Z1 (J82J) between 
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(5) and (7) we conclude that cp02 ,-y2 (0-2) "' 9v for some g E (G (,2) /G2 (,2)). Now 

( 4) and (6) combine to show that 

for some x E (G ('-y) /G2 (,))~ and since both sides admit w we can conclude that 

as required. D 

3. The Local Exceptional Representations 

In this section we place the exceptional representations of [KaP] in the frame-

work of the last two sections and prove various results about them which will sub-

sequently be needed. From (3) of Chapter 1, section 3 we see that G (1) "'px x µ 2 

and hence every character x of px gives rise to a genuine character of G (1) and 

conversely; we shall use the same symbol to denote both objects. If x is such a 

character and we let H; - 52 (1) x ... x 52 (1) then 

(r factors) 

is a genuine character of H;. Let us choose a character w of Z(r) which satisfies 

wl- - - x[rll- -
· Z(r)nH~ - Z(r)nH~ · (1) 

This is always possible because Z(r) is an abelian group and Z(r) n H; = Z2 (r) 

is an open subgroup of finite index ( this second remark means that any extension 
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of a continuous character will again be continuous). Note also that any such w is 

automatically genuine. When w and x as above satisfy condition (1) we shall call 

them compatible. We may define a character (w · xlrl) of Z(r) · H; by setting 

for every z E Z ( r) and h E H;; it follows from the choiGe of w that this is well-

defined. If w E W and g E G (r) then we let gw = s(w)-1gs(w). This defines an 

action of W on G (r) which preserves the subgroup Z(r) · H; and hence induces 

an action of W on the characters of this subgroup given by (wO)(g) = O(gw). 

For any x and w as above we set 

Xr,w = X ®w X ® · · · ® X , (r factors) 

which is a genuine irreducible representation of Hr = G (1, ... , 1) < G (r) on 

which Z(r) · H; acts by w · xfrl. It follows from Frobenius reciprocity that Xr,w is 

an irreducible constituent of the representation 

ind~r - (w. x[rl). 
Z(r)·H~ 

From the theory of representations of Heisenberg groups (see, for example, [KaP] 

§0.3) or by direct computation we see that any representation of Hr obtained by 

inducing a genuine characte.r of Z ( r) · H; is isotypic. This remark may be used to 

good effect in proving facts about Xr,w· For instance suppose that w E W; then it 

is clear from the definitions th~t ww = w and w(xlrl) = xlr] and hence 

- -
wind~r - (w. x[rl) rv ind~r - (w(w. x[rl)) 

Z(r)·H~ Z(r)·H~ 

= ind~r - (w. x[r]). 
Z(r)·H~ 
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It follows at once from this that wXr,w "'Xr,w for all w E W. We will use this kind 

of argument again in the proof of Proposition 2. 

For any partition "Y of r let us define 

( ) . ( -1/4 ) 
7r, X, W = '1,(1, ... ,1),1 µ,,(1, ... ,1) 0 Xr,w 

where µ,,(l, ... ,l) is the modular character introduced in section 2. From now on we 

shall let 10,r stand for the partition (1, ... , 1) of r and write "Yo for "Yo,r when no 

ambiguity will arise. For any partition "Y of r we let W ( "Y) be the subgroup of W 

generated by the set of si~ple reflections { s0 I o: E .6. ( "Y)}. · The group W ( "Y) is nat­

urally identified with the Weyl group of G(1). We also let <I>,= <I> n spanz(.6.(1)) 

and <I>; = <I>, n <J>+; then <1?, is the root system of G("Y) and <I>; is the positive 

system corresponding to the simple system .6. ( "Y). 

If 1r is a representation of any £-group and 1r has a chain 

of subrepresentations such that 1ri/1ri-l = Ti for i = 1, .... , k then we follow [BZ2] 

in saying that 7r is glued from the representations r 1 , ... , Tk· 

Lemma 1: Let"'( < <5 be partitions of r and p be an algebraic representation of 

Hr. Then 'P8,,(i,0 ,8(P)) is glued from the representations i,0 ,,(wp) as w runs over 

w ("Y) \ w ( <5) . 

Proof: We have a Bruhat decomposition 

G(<5) = u 
wEW(,)\W(8) 
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and it follows that 

c (8) = u (Hr· N*(c5,'Yo) )s(w)-1 (G (1') · N*(c5,'Y)). 
wEW(-y)\W(6) 

Given this observation the Lemma is simply a version of Bernstein and Zelevin-

sky's Geometric Lemma and it follows from Theorem 5.2 of [BZ2] just as in that 

paper. D 

Lemma 2: Let 'Y < c5 be ,Partitions of r and suppose that w E W(c5) is such that 

wµ0,-y0 = µ 0,-y0 on the group Z2 ( 'Y) = Z ( 'Y) n H; where H; = Pr (H;) and Z ( 'Y) is the 

center of G('Y). Then w E W('Y) .. 

Proof: Suppose that 'Y . (r1, ... , ric) and c5 · (s1, ... , st) and let ko, ... , kt be 

as in the definition of 1 < c5. A typical element of Z2 ( 'Y) has the form 

z = diag(z1, ... , z1, z2, ... , z2, ... , Zk, ... ; zk) 
~~~ 

where zi E (Fx )2 for all i: Using (1) of section 2 we obtain 

t Si 

µ6,-y0 ( diag( t1, ... , tr)) = II II it1 lmij 
i=l j=Si-1 +1 

= card{alj <a:::; Si}-card{al Bi-1 + 1:::; a< j} 

= (Si - j) - (j - (Bi-1 + 1)) 
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which gives 

l S; 

(d. (t t )) IT 11 lt1· IS;+S;-1-2j+l . µ8,10 1ag 1,···, r = (2) 
i=l j=S;-1 +1 

Let us define Re = I::~=l rb; it follows from the definition of "f < 6 that Si = Rk; 

for all i = 1, ... , f and hence 

k; 

LJ [Rm-1 + 1, Rm], 
m=k;-1+1 

Now w E W(8) if and only if w, thought of as a permutation of {l, ... , r }, satisfies 

the condition 

for i = 1, ... , f and w E W('Y) if and only if 

w[Rm-1 + 1, Rm]= [Rm-1 + 1, Rm] (3) 

form= 1, ... , k. 

If we write z = diag(t1, ... 'tr) with z a's above then tj = Zm for Rm-1 + 1 ~ 

j ~ Rm and since the lzm! may be varied in q2z independently of one another it 

follows from (2) that wµ8, 10 = µ8, 10 as characters of Z2 ('Y) if and only if 

R"' 

I: w(j) (4) 
j=Rm-1+1 

for all 1 ~ m ~ k. Thus we are reduced to showing that condition ( 4) implies 

condition (3) for w E W(8). We do this by induction on m, the first case being 

included in the general case. So suppose that w E W ( 8) satisfies ( 4) for all m 

and (3) for m = 1, ... , (c:.... 1) with c ~ k. Then w[l, Rc-1] = [l, Rc-1] and con-

sequently w[Rc-1 + 1, Rk] = [Rc-1 + 1, Rk]. Now I::~Rc-i +l j is the sum of the 
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smallest (Re - Re-l) distinct numbers in [Re-1 + 1, Rk] and hence it is strictly 

less than any sum of (Re - Re-1) distinct numbers in [Re-1 + 1, Rk] except itself. 

Using condition (4) now implies that w[Re-l + 1, Re] = [Re-l + 1, Re] and this 

completes the induction step. D 

Proposition 1: Let 'Y < c5 be partitions of r. Then 

'Po,,(7ro(x,w)),..., E9 i,0 ,,(wµi,~~ 4 0 Xr,w) · 
wEW(,)\W(6) 

Proof: Since 7ro(X, w) . · i,0 ,0 (µi,~~ 4 0 Xr,w) it follows from Lemma 1 that the 

representation cp0,,(7ro(x,w)) 1s glued from the representations i,0 ,,(w(µi,~~ 4 0 

Xr,w)) as w runs over W('r)\W(c5). We know that wXr,w rv Xr,w for all w E Wand 

hence 

· (w( -1/4 ))· rv • (w -1/4 ) 
Z,0 ,, µ0,,0 0 Xr,w = i,0 ,1 µ0,,0 0 Xr,w · 

It remains to see that there can be no non-trivial extensions between these con-

stituents so that 'Po,, ( 7r O (x, w)) must in fact be their direct sum. To do this we 

observe that Z2 ('Y) is central in c ('Y) and the character of z2 ('Y) admitted by 

i,0 ,, (wµi,~~ 4 0 Xr,w) is wµi,~~ 4 · x[rl. It follows from Lemma 2 that these characters 

of Z2 ( "f) are all distinct as W runs over W ( "f) \ W ( c5) and this settles the remaining 

point. D 

Suppose that r, is a character of H~. Then following [KaP] we let r,2 be the 
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character of Hr defined by rJ2 ( h) = 1J ( s ( h 2)) . From any character A of Hr and root 

a= (i,j) of G(r) with respect to Hr we obtain a character Aa of px by setting 

Aa(x) = .X(h0 (x)) where 

ha(x) = diag(l, ... , ~, ... , 3?-1, ... , 1). 
i J 

A character 1J of H; ( or of Z ( r) · H;) is called exceptional by, Kazhdan and Patterson 

if it satisfies 7]~ = I · I for all a E ~-

Let us denote by w 0 the longest element of W with respect to the positive 

system cJ>+. We wish to show that wo (µc,f ! @ x[r1) is an exceptional character. 

Since for a E ~ and x E F:x we have 

=1 

this amounts to showing that woµ-( l)/4 is exceptional. From the proof of Lemma 
r ,'Yo 

2 we have the formula 

and hence 

r 

µ(r),'Yo ( diag(ti, ... , tr)) = II Jtj ir-2j+l 
j=l 

r, 

woµ(r),'Yo (diag(t1, ... , tr))= II JtjJ-r+2j-1. 
j=l 

If a= (i, i + 1) E ~ then this gives 
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and so woµ-(/) 14 (h0 (x2 )) = lxl, as claimed. Once this fact is available Theorem 
,"Yo 

I.2.9 of [KaP] implies that for every character x of px and every character w of 

Z(r) satisfying (1) the representation 1l"(r)(X,w) has a unique irreducible subrepre-

sentation. This subrepresentation is isomorphic to the unique irreducible quotient 

of 

• (WO( -1/4 )) ., . ._, • ( 1/4 '°' ) 
Z-yo,(r) µ(r),"Yo ® Xr,w = Z-yo,(r) µ(r),"Yo \DI Xr,w 

and is called by Kazhdan and Patterson an exceptional representation. We shall 

denote the unique irreducible subrepresentation of 1r(r)(x,w) by {)(r)(x,w). 

We define a representation {) "Y (x; w) of G ( 'Y) for any partition 'Y of r by setting 

(5) 

Any representation of G (,) which arises in this way will b.e called a ,- exceptional 

representation or simply an exceptional representation if , is either evident or 

unimportant. 

Theorem 1: Let x be a character of px, w a character of Z(r) compatible with 

x · and , < <5 be partitions of r. 

(a) We have 

{b) There is an isomorphism {) "Yo (x, w) rv Xr,w. 

{c) The representation '!9-y(X, w) is isomorphic to the unique irreducible subre~re-

sentation of 1r "Y (x, w). 
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( d) If 1 is written as 1 = ( ,1, ,2) where ,1 is a partition of r1 and 12 is a partition 

of r2 then 

where Wj E Z(l'Yil)"' is compatible with x for j = 1, 2. 

(e) The contragredient of?9,y(x,w) is isomorphic to '19,(x-1,w-1). 

(!) The representation '!9a(X, w) is isomorphic to the unique irreducible subrepre-

Proof: (a) We have 

"' 1/4 ···. ' ~ µ(r),o 0 'P(r),,('!9(r)(x,w)) 

= µi,~14 0 µtf ~'Y 0 'P(r),'Y ( '!9(r) (x, w)) 

. -1/4 .a ( ) = µ0,, 0 ·u-y X, w . 

(b) When rewritten ~n our terminology the Periodicity Theorem {Theorem 

I.2.9 (e) of [KaP]) asserts that 

In order to verify this claim it is essential to recall that the Jacquet functors 

in [KaP) are unnormalized whereas ours are normalized and that the irreducible 

constituents of 
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are constructed in [KaPJ by first extending w · x[r] to a maximal abelian subgroup of 

Hr and then inducing, whereas here they appear as tensor products of characters 

of G (1) in the sense of section 1. Combining the above isomorphism with the 

definition gives (b). 

(c) Using parts (a) and (b) of this Theorem and Frobenius Reciprocity we 

obtain 

Homa(,) ( rJ, (x, w), 1r,(x, w)) 

"'H · ( -1/4 19, -1/4 19, ) = omG(io) µ,,'Yo VY Xr,w, µ,,-Yo VY Xr,w . 

The identity map from µ-:;,1Jr/ ® Xr,w to itself corresponds under this isomorphism 

to an embedding of rJ, (x, w) into 1r, (x, w). Thus rJ, (x, w) may be regarded as a 

subrepresentation of 1r,(X; w). Now 1r,(X, w) is an induced representation and it 

follows from (the metaplectic analogue of) [BZ2] Theorem 2.4 (a) and (d) that 

1r,(x,w) has no cuspidal constituents. In particular rJ,(x,w) has no cuspidal c,on-

stituents and since 

~ -1/4 19, - µ,,'Yo VY Xr,w 

is irreducible it follows that rJ,(X, w) is irreducible. Finally we must show that 

1r,(x, w) has no other irreducible subrepresentations. So let p :s; 1r,(X, w) be an 

irreducible representation other than rJ,(x,w). Using Proposition 1, the fact that 

Jacquet functors are exact and the observations just made we see that 

( ) ~ w -1/4 19, 'P,,,o P - µ,,'Yo VY Xr,w 
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for some w E W('-y) \ {1 }. The transitivity property of induction implies that 

and so i..,.,(r)(µ;~:~ ®p) is a subrepresentation of 1r(r)(x,w). Since '!9(r}(X,w) is the 

unique irreducible subrepresentation of '1r(r} (x, w) it follows that 

However 

HomG(r}(.icr)(X,W),i..,.,(r)(µ;t~ 0 p)) 

"'H. ·( -1/4 .o ( ) -1/4 ) = omG("t) -µ(r),"t 0 v..,. X, W , µ(r},"f ~ p 

and consequently '19..,. (x, w) "' p. This isomorphism gives rise to a contradiction, 

since Lemma 2 shows that rp..,. ,..,.0 ( '19..,. (x, w)) is not isomorphic to rp..,. ,..,.0 (p). 

( d) Using Proposition 1 of section 2 we obtain 

e::t. -1/4 '°' - µ..,.,..,.0 'OI Xr,w 

and so the representation rJ..,.1 (x, w1) ®w '19..,.2 (x, w2) may be regarded as a subrep-

resentation of 1r..,. (x, w). It follows from the construction of ®w in section 1 that 
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'!9,1 (x,w1) ®w '!9,2 (x,w2) is also irreducible and hence isomorphic to '19,(x,w) by 

the previous part of the Theorem. 

(e) From PropositionL9 (d) of [BZ2] we see that 

( ) .,.._ rv · (( -1/4 ).,.._) 
1f(r) X, W = i,o,(r) µ(r),,o ® Xr,w 

rv · ( 1/4 .,.._) 
= i,o,(r) µ(r),,o @ Xr,w 

where .,... is being used to denote contragredients. By Proposition 7 of section 1 we 

have 

.,.._ rv -1 :0, -1 :0, - 1 
Xr,w = X '<>'w- 1 X '<>' • • • ® x-:-

These isomorphisms imply that 

( ) .,.._ rv · ( 1/4 fv\ ( -1) ) 
1f(r) X, W = i,o,(r) µ(r),,o '<>' X r,w-1 . 

We know that '!9(r) (x-1 , w- 1 ) is the unique irreducible quotient of 

. ( 1/4 ( -1) ) 
i,o,(r) µ(r),,o ® X r,w- 1 

and under the pairing between 1f(r) (x, w) and 1f(r) (x, w ).,... the irreducible subrep-

resentation '!9(r)(X,w) must be paired with an irreducible quotient. Therefore we 

have an isomorphism '!9(r)(X,wr "-' '!9(r)(X-1,w-1). Usjng part (d) repeatedly 

shows that if "Y = (r1 , ... , rk) then 
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and using Proposition 7 of section 1 gives the claim in general. 

(f) From (c) and the exactness of induction we know that the representation 

i-y,c,(µi,~ 14 ® '19-y(x,w)) may be regarded as a subrepresentation of 

. ( -1/4 ( )) ,..., · ( -1/4 · ( -1/4 )) i-y,o µ0,"Y Q9 'lr-y X, W = i-y,o µ0,"Y Q9 1,"YO,"Y µ"Y,"Yo Q9 Xr,w 

,..., · (" ( -1/4 )) = i-y,o 1,"Yo,"Y µO,"'(o ® Xr.,w 

,..., . (. -1/4 ) 
= 1,"Yo,8 µo,-y0 ® Xr,w 

. = 7ro(X, w) · 

The claim now follows from another application of ( c) together with the fact that 

all the representations concerned have finite length. D 

Next we state a simple result which shows that all the exceptional represen-

tations may be derived from a small number of them simply by twisting with 

non-genuine characters. We let xo denote the trivial character of px and 'Y be a 

partition of r. If w is a character of Z(r) which is compatible with xo then we 

denote the representation '19-y(Xo,w) by '19-y,w· Note that any two characters ofZ(r) 

compatible with xo differ. by a character trivial on Z2 ( r). Since Z ( r) /Z2 ( r) has 

order one if r is even and order [ F x : ( F x ) 2] if r is odd, there is a unique character 

of Z(r) compatible with xo if r is even and [Fx : (Fx)2] such characters if r is 

odd. 

Proposition 2: Let x be a character of px, w a character of Z(r) compatible 

with X and 'Y a partition of r. Then 
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where w0 = x- 1 (det) · w. 

Proof: We have 

x(det) ® ind~r - (wo. x~1) 
Z(r)·H; 

rv ind~r - ((x(det). wo). (x(det). xrl)) 
Z(r)·H; 

Since we know that these induced representations are isotypic this calculation 

implies that x(det) ® (xo)r,wo "'Xr,w· From this we obtain 

x(det) Q9 1r,,(xo, wo) = x(det) Q9 i,,o,'Y(µ::;,1fo4 Q9 (xo)r,wo) 

"' · ( -1/4 ,o. ) = 'l,'Yo,'Y µ'Y,'Yo '<Y Xr,w 

= 71",, (x' w) 

and since tensoring with a character does not affect the· submodule structure of 

a representation it follows from Theorem 1 (c) that x(det) ® .i-y,wo "'iJ-y(x,w) as 

required. D 

In our definition of a iy-exceptional representation it might be thought more 

natural to have allowed representations of the form 

(6) 
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where "f = (r1 , ... , rk), XJ is a character of px for j = 1, .. :, k and Wj is a character 

of Z ( r j) compatible with XJ. The Proposition which has just been proved shows 

that nothing essential was lost by making our more restrictive definition. Indeed 

the representation (6) is isomorphic to x ® '87 ,v where x is the character of G ("f) 

given by 
k 

x(g1, .. ,,gk) = ITxJ(det(gJ)) 
j=l 

and V = X-l · W. 

As a complement to Proposition 2 we would like to describe in detail the 

characters ofZ(r) which are compatible with Xo- It is no harder to describe all 

genuine characters of Z1 (r) and this description will be important later in matching 

the local and global situations. If t 1 , t2 E px then a direct computation using (3) 

of Chapter 1, section 3 gives 

and it follows that when r = 0, 1 (mod 4) we have Z1 (r) rv G (1). When r _ 2, 3 

(mod 4) we have instead that Z1 (r) rv G' (1) where G~ (1) = GL' (1, F) is the 

central extension originally constructed in Chapter 1, section 2. Explicitly we 

may take 

with the multiplication law 

As we have already observed, the set of genuine characters of G (1) is in one-

to-one correspondence with the set of characters of px arid this correspondence is 
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independent of any additional choices. It is a remarkable fact that after a choice 

of additive character 'I/; on Fa similar statement holds true for G' (1). Recall that 

in [Wei] Weil associates to each additive character 'I/; of Fa complex number 'Y('I/J). 

If 'I/; is such a character and a E px then we put '1/Ja(x). = '1/;(ax) for all x E F. 

The essential property of 'Y for our purposes is expressed by the equation 

(7) 

which holds true for all a, b E F x . A very useful reference for this and other 

properties of 'Y, including the question of computing its value for a particular 'I/;, 

is the appendix to [Rao]. Following [GeP] we introduce a function on px by 

'Y( 'Ip) . 
µ1{J(a) = 'Y('l/Ja) , 

With this notation equation (7) may be rewritten as 

(a, b) = µt/J(a)µt/J(b)µt/J(ab)- 1 . 

If xis a character of px then let us define Xt/J : G' (1) --+ ex by 

(8) 

A routine calculation using (8) shows that X1/J is a genuine character of G' (1) and 

every such character arises in this way from some X· We have thus obtained a 

description of the genuine characters of Z1 (r) for all values of r. 

Proposition 3: Let 'I/; be an additive character of F a'{l,d X2 = {x E (Fx )-. I 

x2 = Xo}. If r is even the· unique character w of Z ( r) compatible with xo satisfies 
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w (s(t2 )) = 1 for all t E px. If r is odd then the set of characters of Z (r) compat­

ible with Xo is { Wx \ x E X2} where Wx satisfies Wx (s(t)) = x(t) for all t E px if 

r 1 (mod 4) and wx(s(t)) = x(t)µ'lf;(t) for all t E px if r _ 3 (mod 4). 

Proof: This follows immediately from what we did above. D 

We have seen in Chapter 1 that G (r) has an involution g H ig which lifts 

the main involution of G(r). Our next task is to describe the interaction between 

this involution and the exceptional representations. 

Lemma 3: Let x be a unitary character of px and w a character of Z(r) com-

patible with X· Then there is a conjugate linear map A·: Exr,w --+ Exr,w which 

satisfies A o A - idE and 
Xr,w 

(9) 

for all h E Hr and ( E Exr,w. 

Proof: According to the theory of representations of Heisenberg groups, the 

irreducible genuine representations of Hr are determined up to isomorphism by 

their central character. Let us consider the representation (ixr,w) of Hr. It is 

irreducible and its central character is zh H w(iz) · x[r](ih) for z E Z(r) and 

h E H;. Since w satisfies 

w\- - - x[rll- -
Z(r)nH~ - Z(r)nH~ 

it is also unitary. According to Proposition 4 of Chapter 1, section 4 we have 

i z = z-1 and so w ( i z) = w ( z-1 ) = w ( z). Proposition 2 of the same section implies 
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that is(p(h)) = s(ip(h)) and it follows from this that x[r](ih) = x[rl(h)-1 and 

hence x[r](ih) = X[rl(h). Thus Xr,w"' (iXr,w) and any choice of isomorphism gives 

a conjugate linear map A: Exr.w -+ Exr,w which satisfies (9). 

The map A is a bijection and A-1 : Exr,w -+ Exr,w is conjugate linear. Since 

l is an involution we may replace h by ih and e by A- 1 (e) in (9) to obtain 

Thus A-1 is also an isomorphism from Xr,w to (ixr,w) and it follows from Schur's 

Lemma that A-1 = cA for some c. Thus (c112A)-1 = c112A and replacing A by 

c112 A we obtain a map with the required properties. · D 

Proposition 4: Let x be a unitary chara.cter of px and w a character of Z(r) 

compatible with X· There is a conjugate linear map e i--t E' from E,n<r)(x,w) to itself 

which satisfies (E')' = e and 

for all g E G (r) and e E E,n<r)(x,w)· 

Proof: If f E E1r(r)(x,w) then let us define f': G (r) .-"+ Exr,w by f'(g) = A(f(ig)) 

where A is the map from Lemma 3. We claim that f' E E1rcr)(x,w)· In section 5 

of Chapter 1 it was shown that the main involution of G (.r) is a homeomorphism. 

From this it follows that i' is smooth, since f is. For h E Hr we have 

J'(hg) = A(f(ih ig)) 
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= A(µ~;~70 (ih)xr,w(ih)f(ig)) 

= µ~;)\o (ih)xr,w(h)A(f(ig)) 

= µ~::'Yo (h)xr,w(h)f'(g) 

where we have used the fact that µ 1(/)4 is a real-valued character of Hr stabilized r ,'YO 

by l. By Proposition 5 of section 4, Chapter 1 we know that i N* ('Yo) = N* ('Yo) and 

so f'(ng) = f'(g) for n E N*(-y0 ). These three observations establish the claim. 

The map f i-+ f' is conjugate linear and it is routine to show that (!')' = f 

and 

(10) 

for all g E G (r) and f EE1rcri(x,w)· Suppose that E::; E-rrcriCx,w) is the space of a 

subrepresentation of 7l"(r) (x, w) ~nd let E' . {!' I f E E}. It follows from (10) that 

E' is also the space of a subrepresentation of 1r (r) (x, w). If E1 ::; E2 then E~ ::; E~ 

and E" = E for all such E. It follows that E i-+ E' is an order preserving bijection 

on the lattice of submodules of E1rcri(x,w)· Therefore E~<ri(x,w) = Eilcri(x,w) and 

the Proposition is proved. D 

Proposition 5: Let x be a character of px and w a character of Z(r) compatible 

with X· Then, provided that r ~ 2, the representation 1r(r) (X, w) has no non-zero 

vectors invariant under th.e group N*((r - 1, 1)). 

Proof: Suppose that f : G (r) -+ Exr,w is a non-zero N*((r - 1, 1))-invariant 

vector in the space of 1r(r)(x,w). Since f is smooth, it is necessarily non-zero at 
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some point of the "big cell" and hence if we set 

0 0 0 1 
0 0 1 0 

Wo = 
0 1 0 0 
1 0 0 0 

and use the transformation law of f on the left under Hr · N* ( ,o) we see that 

f(s(wo)no)-::/- 0 for some no E N*(,o). But N*((r - 1, 1)) is normal in N*(,0 ) and 

hence if f is N*((r -1, 1))-invariant then so is '1r(r)(x,w)(n0 )f. Replacing f by 

this vector, we may assume that f(s(w0 ))-::/- 0. Let us put 

1 0 0 X 

0 1 0 0 

n(x) = s E N*((r - 1, 1)) . 

0 0 1 0 
0 0 0 1 

Calculation (in G(r)) shows that when x-::/- 0 we have 

where c(x) E µ2, h(x) = s(diag(x- 1 , 1, ... , 1, x)), ho= s(diag(-1, 1, ... , 1)) and 

1 0 0 0 
0 1 0 0 

n(x) = 

0 0 1 0 
X 0 0 1 

Therefore, when x-::/- 0, 

f(s(wo)) = f(s(wo)n(x)) 

= f ( c(x)h(x)n(x)hon(x-1)) 

= c(x)µ~frro(h(x))xr,w(h(x))xr,w(ho)f(n(x- 1 )). (11) 
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We shall now restrict x to be a square, so that Xr,w(h(x)) is the identity. As 

x -+ oo, n(x-1 ) -+ e and since f is smooth we may take x large enough that 

f (n( x- 1)) = f ( e). Substituting the value of the modular character in this situation 

we obtain 

f(s(wo)) = E(x)JxJ(l-r)/2Xr,w(ho)f(e). (12) 

From equation (12) we conclude in turn that f(e) =J 0, that E(x) is constant for 

large x and that JxJ<l-r)/2 is constant for large x. However r =J 1 and so we have 

reached a contradiction. D 

4. Derivatives and Semi-Whittaker Models 

The theory of derivatives was introduced by Bernstein and Zelevinsky in its 

fully elaborated form in [BZ2] after having been prefigured in [BZl] and [GeK]. 

It will be the major technical tool on which the results of this section rely and 

we shall recall the basic definitions of the theory. Most of the derivatives of the 

exceptional representations are computed in [BuG] and with the aid of the results 

in the previous section the list will be completed here. It has been established 

by Bump and Ginzburg (in [BuG]) that the exceptional representations, which 

do not generally possess Whittaker models, do have similar models with respect 

to certain degenerate char,acters of N(,0). This section will close with a number 

of results on these so-called semi-Whittaker models and their interaction with the 

derivatives. We seek to place the theory of the associated semi-Whittaker functions 

on a similar footing to the more familiar theory of Whittaker functions, which will 
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be our guide. It will be possible to obtain somewhat more precise results than in 

that theory since we are dealing with specific representations. We shall also see 

that there are certain differences arising from the degeneracy of the character with 

respect to which the semi-Whittaker functions are defined. 

We let P(r) ~ G(r) be the subgroup of G(r) defined by 

Equivalently P(r) is the stabilizer in G(r) of the vector .(0, ... , 0, 1) E pr when 

G(r) acts on pr on the right in the standard way. The group P(r) is called the 

mirabolic subgroup of G(r). Ifs> r then P(r) may also be regarded as a subgroup 

of G(s) via the usual embedding G(r)-+ G(s). Following the notation of the last 

- -
section we let P(r) be the_pre-image of P(r) under the map Pr : G (r)-+ G(r). If 

r 2 e then we define Yr(l) = N((l, r - £), (£ - 1, 1, r -£)) with Yr(r) abbreviated 

to Yr. Displayed schematically we have 

~ ) x E pf-1} 
Ir-£ . 

and Yr(l) is equal to the unipotent radical of P(l) regarded as a subgroup of G(r). 

The image of Yr ( £) under the homomorphism s : N ( ,o) -+ N* ( ,o) will be denoted 

Let us fix a non-trivial continuous additive character 'l/; of the field P. This 

gives rise to a character 'l/; of N ( ,o) defined by 

(
r-1 ) 

. 'l/;((nab)) = 'l/; ~ni,i+l . 
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In addition we obtain characters 01 and 02 of N('y0 ) defined by 

and 

if r is even 

if r is odd 

if r is even 

if r is odd. 

Observe that we always have '!jJ = 01 · ()2 as characters of N("Y0). Since s : N("Yo) -+ 

N*("Y0 ) is an isomorphism, any character of a subgroup of N("Yo) may also be 

regarded as a character of the corresponding subgroup of N* (1'0 ). We shall do this 

for '!j;, 91 and 92 without any change in notation. 

For any £-group G we let A(q) denote the category of all algebraic repre­

sentations of G. The theory of derivatives for representations of G ( r) rests upon 

the properties of four functors 

A(P(r - 1)) q>+ A(P(r)) _q>--A(P(r - 1)) 

A(G (r -1)) w+ A(P(r)) _w_- A(G. (r - 1)) 

which are the exact analogues in the metaplectic setting of the eponomous functors 

introduced in [BZ2]. Thus q>- is the Jacquet functor with respect to (Y; ,'l/J), 

w- is the Jacquet functor with respect to (Y; , 1), q>+ i~ the composition of the 

- -
'!j;-twisted extension frorri P(r - 1) to P(r - 1) · Y; with compactly supported 

induction and w+ is the trivial extension from G (r - 1) to G (r - 1) · Y; = P(r). 

It is important to remember that both the Jacquet functors and the extension 

functors are normalized by a suitable modular character. Thus w+ includes a 

twist by the square-root of the modular character of G (r - 1) acting on Y; and 
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similar remarks apply to the other functors. The basic properties of <f>± and w± as 

recorded in §3 of [BZ2] remain unchanged in the metaplectic setting. Indeed they 

are formal consequences of the properties of induction and Jacquet functors which 

were proved in [BZl] for general £-groups. We also note that the four functors 

take genuine representations into genuine representations. 

If TE A(P(r)) then following [BZ2] we define a sequence of representations 

T(k) E A(G (r - k)) by 

fork= 1, ... , rand call T(k) the kth derivative of T. If 1r E A(G (r)) then the kth 

derivative of the representation 1rl1".r} is also referred to as the kth derivative of 1r 

and denoted by 7r(k). In this case the notation is naturally extended by setting 

Proposition 1: Let x be a character of px and Wr a character of Z(r) compatible 

with x. If r is odd then 

where Wr-1 is the unique character ofZ(r - 1) compatible withx. If r is even then 

Wr-1 

. -
where the sum is over all characters of Z ( r - 1) compatible with x. 

Proof: By definition 19~1\x, Wr) = w- ( '!9r (x, Wr) 11".r)) and since Jacquet functors 

and restriction functors commute this may be expressed alternatively as 
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By Theorem 1 (a) of the previous section 

and using ( d) and (b) of that Theorem 

where w1 and Wr-l are co.mpatible with X· Using (1) of section 2 we obtain, for 

g E G (r - 1), 

µ(r),(r-1,1)(9, 1) = I det(g)I 

and so it remains to evaluate 

Now '!9r-1(X,Wr-1) ®wr X occurs as an indecomposable summand of 

. dG(r-1) x G(1) (·0 ( ) 2) m - - - 'Ur-1 X,Wr-1 0 X G(r-1) x G2(1) 
(1) 

where x2 denotes the restriction of X to G2 (1) and using the Mackey subgroup 

theorem we obtain 

. dG(r-1) x G(l) ('!9 ( ) 2) I 
Ill G(r-1) x Q2(1) r-1 X, Wr-1 0 X G(r-1) 

- -gEG(l)/G2(1) 

(2) 
.XE(G(r-1)/G2 (r-1) r 
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since conjugation by g Ea (1) induces a character of G (r - 1) trivial on G2 (r - 1) 

and every such character arises in this way. If r is even then ( r - 1) is odd and so 

the representation (1) is indecomposable and hence equal to '!9r-i(X, Wr-i) 0w X· 

Moreover, we have 

by a double application of Proposition 2 of section 3. Since ,\ 0 Wr-l runs over all 

characters compatible with x as ,\ runs over the range given in (2) we obtain the 

second isomorphism in the Proposition. 

If r is odd then (r -1) is even and so the representation (1) is the direct sum 

of the reprepresentations '!9r-l (x, Wr-i) ®w X as w runs over all the characters of 

Z(r) for which this is defined. Alternatively these summands may be obtained by 

fixing W = Wr and forming the representations V Q9 ( '!9r-l (X, Wr-1) @wr X) where 

v runs over (G (1) /G2 (1) )~. It follows that all these summands have isomorphic 

restrictions to G (r - 1), 9f which there are [Fx : (FX) 2] in all. On the other 

hand by Proposition 4 of section 1 all the summands in (2) are isomorphic to 

'!9r-l (x, Wr-1) and there are [Fx : (Fx )2] of them. Combining these facts gives 

the first isomorphism in the Proposition. D 

Next we would like to compute the second derivative of an exceptional repre­

sentation. It is shown in [BuG] that this must again be an exceptional representa­

tion, but to identify precisely which one we must work a.little harder. Note that 

since N* ( r) :S G2 ( r) for every r the conjugation action of Z1 ( r) on N* ( r) is trivial 
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and hence Z1(r) stabilizes every character of N*(r). It follows from this that if 

any Jacquet functor with respect to N*(r) is applied to a representation of G (r) 

the result may be regarde~ as a representation of Z1 (r). This observation applies 

in particular to the derivatives. Recall from the discussion preceding Proposition 

3 in the previous section that, since we have fixed an additive character of F, 

we have in every case a correspondence between characte!s of F x and characters 

of Z1 (r). After these remarks we can state the following result of Gelbart and 

Piatetski-Shapiro, which appears in [GeP]. 

Lemma 1: Let x be a character of px and w2 be the unique character of Z(2) 

compatible with X· Then the group Z1(2) acts on '19~2)(x,w2 ) via the character 

(x2 ),t, where ¢ is the additive character of F with respect to which the derivative 

is formed. 

Proof: This is Theorem 2.2 of [GeP]. Note that it follows from the definition of 

' 
'192(X, w2) together with their Proposition 2.3.3 that '!92(x, w2) is the representation 

which they denote by rx2· D 

Proposition 2: Let X be·a character of px and Wr a character ofZ(r) compatible 

with X· Then 

· where 

(3) 
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Proof: The second derivative functor factors through 'P(r),(r-2,2) and we begin 

with the isomorphisms 

(4) 

and 

(5) 

which are furnished by Theorem 1 of the previous section. Here v is any character 

of Z(r - 2) compatible with x and w2 is as in Lemma 1. For g E G (r - 2) we have 

µ(r),{r-2,2)(9, 1) = I det(g)l 2 

and so it remains to apply the Jacquet functor 

A(G (r - 2) x G (2)) --+ A(G (r - 2)) 

which corresponds to the character 'ljJ of N* ( 2) to the right-hand side of ( 5). This 

may be done in stages by first restricting the representation to G (r - 2) x G2 (2) 

and then applying the Jacquet functor with respect to 'ljJ .in the second factor. 

We may choose an irreducible subrepresentation a of '!92(x, w2)2 so that 

{) ( ) - {) ( ) rv • dG(r-2) x G(2) (fJ ( ) ) r-2 X, V ®wr 2 X, W2 = lil ~ - - r-2 X, V @ (J' G(r-2) x G2(2) 

and hence 

(6) 
- -gEG(2)/G2 (2) 
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where, as usual, Xg ( h) = ( <let( h), det(g)). This implies that for all elements 

g E G (2) /G2 (2) we have. 

(7) 

We know from [GeP) that rJ~2) (X, w2 ) is one-dimensional and the Lemma says that 

Z1 (2) acts on it by (x2 )-it,, Thus, after applying the (N*(2), 'ljJ) Jacquet functor, 

all the summands in (6) give zero except for the one which satisfies Wga = (x2 )-it,. 

This summand yields a representation isomorphic to x9 ® rJr-2(X, v). Now this 

is an exceptional representation and it follows at once from (7) that its central 

character satisfies the stated condition. D 

Note that since r and r - 2 have the same parity 

z(r) ~ z(r - 2) x z1 (2) 

and hence equation (3) serves to determine Wr from Wr- 2 or vice versa. 

Proposition 3: Let x be a character of px and w a character of Z (r) compatible 

with X· Then rJ~3\x, w) = 0. 

Proof: Proposition 2 of the previous section shows that it is sufficient to assume 

that x = xo- Using the fact that the third derivative functor factors through 

C,O(r),(r-J,J) and Theorem 1, parts (a) and (d) of the previous section we are reduced 

to showing that rJf) (xo, w.) = 0. But this is true by Lemma 6, §4 of [FKS). D 

For non-dyadic local fields the fact that rJ~r\x, w) = 0 for r 2: 3 is proved in 

[KaP], Theorem I.3.5. Thus for these fields the Proposition may be strengthened 

to rJ~k\x, w) = 0 for k 2: 3. One expects this to remain tr.ue for dyadic fields also, 
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but although it is stated in [FKS] that ,a}r)(Xo,w) = 0 for r ~ 3 even in the dyadic 

case, the proof given there is only complete when r = 3. Thus we must at present 

restrict ourselves to Proposition 3. 

We now turn to a discussion of the semi-Whittaker models of the exceptional 

representations. 

Definition 1: A semi-Whittaker functional of the first kind on a representation 

'Tr E A( G ( r)) is a complex linear functional >. on E1r which satisfies 

for all n E N*('Yo), EE µ2 and e E E1r. A semi-Whittaker functional of the second 

kind is defined similarly replacing (}1 by (}2 • 

As usual there is a one-to-one correspondence between semi-Whittaker func-

tionals on 'Tr and embeddings of 'Tr into 

I dG(r) ( nj) 
n µ2·N·(,o) 'f/ • u 

where rJ denotes the non-trivial character of µ 2 and j = 1 or 2 as appropriate. An 

embedding of this kind will be called a semi- Whittaker model ( of the first or second 

kind). The space of the semi-Whittaker models of 'Tr may be identified with the 

dual of the image of 'Tr under the Jacquet functor corresponding to (N*('Y0), fJi). 
' 

Thus, as we remarked before Lemma 1, the space of semi-Whittaker models of 'Tr 

may be regarded as a representation of Z1(r). 
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Proposition 4: Let x be a character of px and w a character of Z(r) compat­

ible with X· The space of semi-Whittaker models of '19r(X, w) of the second kind 

is one-dimensional. The space of semi- Whittaker models of '19r (x, w) of the first 

kind is one-dimensional if r is odd and of dimension [Fx : (Fx )2] if r is even. 

Furthermore if r is even and w 1 is an extension of w to. Z1 (r) then the space of 

semi- Whittaker functionals >. of the first kind which satisfy 

(8) 

for all z E Z1 (r) .and e E Etlr(x.,w) is one-dimensional. 

Proof: From the remarks before the statement of the Proposition it follows that 

the dimension of the space of semi-Whittaker models of 19 r (x, w) is equal to the 

dimension of the image of '!9r (x, w) under the (N* ('yo) , Bi) _;Jacquet functor, with 

j = 1 or 2 as appropriate. But from· the defini.tion of (}i it is clear that this 

Jacquet funeoor may be regarded in all cases as the com.position of a sequence 

of first and second derivative functors. Suppose first that r is odd. Then the 

Jacquet functor corresponding to 01 is equal to the composition [2](r-l)/2 o [1] 

and the Jacquet functor corresponding to 02 is equal to [1] o [2](r-l)/2 , where 

[1] and [2] denote the first and second derivative functors respectively. Using 

Propositions 1 and 2 repeatedly we see that in either case the space of semi­

Whittaker models is one-dimensional. Now suppose that r is even. The Jacquet 

functor corresponding to 02 is equal to [2f 12 (with notation as above) and from 

Proposition 2 we see that the space of semi-Whittaker models of the second kind 

is one-dimensional. The Jacquet functor corresponding. to 01 is equal to [1] o 
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[2]Cr-2)/2 o [1] and again combining Propositions 1 and 2 shows that the dimension 

of the space of semi-Whittaker models of the first kind is equal to the cardinality 

of 5 (r - 1) /52 (r - 1), which has the stated value. 

In order to obtain the last statement recall that 

(9) 
- -hEG(r)/G2(r) 

where u is any one of the indecomposable summands of '!9r(x,w) 2• Moreover as 

h runs over 5 ( r) / 52 ( r), the central character of hu runs over all the characters 

of Z1 (r) which extend w. Since there are (FX : (FX) 2] of these we see from the 

results of the previous paragraph that all we need do is show that when the functor 

[1] o [2]<r-2)/2 o [1] is applied to any of the summands on the the right of (9), the 

result is non-zero. From Proposition 1 we see that 

where Wr-l is compatible with X, and we know already that if [1] o [2](r-2)/2 is 

applied to '!9r-1 (x, Wr-i) 2 , the result is non-zero. The proof will be completed by 

showing that the first derivative of each hu is equal to I <let 1"""' 1/ 4 ® '!9r-l (x, Wr-i) 2 . 

Comparing (9) and (10) we see that one of the hu must have non-zero first deriva-

tive and we assume without loss of generality that it is u. Since ( r - 1) is odd, 

'!9r-1 (X, Wr-1) 2 is irreducible and hence 

(11) 

for some m. But we may choose the coset representatives of 5 ( r) / 52 ( r) to 

have the form h = s(diag(l, ... , 1, t)) where t E px and if this is done then 
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each h commutes elementwise with G2 (r - 1). Also the first derivative is formed 

using the trivial character of Y; and although h acts non-trivially on this group 

by conjugation it stabilizes this character. These facts imply that for all h E 

G (r) /G 2 (r) we have (h£T)(1) ,..., O"(l) and from (10) and (11) it follows that 

( h )<1) ,..., Id i-114 {) ( )2 
(T = et 0 r-1 X,Wr-1 ' 

as required. D 

Up to now we have allowed x to be a general character of F x . However, as 

Proposition 2 of the previous section shows, the essential case is x = xo and it 

will be convenient to restrict attention to this case henceforth. It follows from 

Proposition 4 and the remarks before it that if r is even then Z1 (r) acts on the 

space of semi-Whittaker functionals of the second kind by some character. This 

gives uS--a.d-istinguished extension of tlw-unique character· of Z ( r) compatible with 

Xo to Z1 (r). In order to be able to make uniform statements encompassing the 

various cases, we shall define nj (r) to be the set of characters, w, of Z1 (r) such that 

wlz(r) is compatible with xo and there is a non-zero semi-Whittaker functional of 

the jth kind on {)r,wl::- transforming under Z1(r) via w. If r is odd then Oi(r) is 
Z(r) 

simply the set of all characters of Z(r) compatible with Xo· If r is even then f2 1 (r) 

is the set of all extensions to Z1 ( r) of the unique character of Z ( r) compatible 

with xo and 0 2 ( r) is the singleton set containing the distinguished extension of 

that character to Z1 (r). Notice that, regardless of the parity of r and the value 

of j, the restriction of the characters in Oi ( r) to Z ( r) always gives us exactly the 
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set of characters of Z ( r) compatible with xo. If w E Qi ( r) then we shall allow 

ourselves to write i)r w to mean i)r w'- in order to ease the notation. Notice also 
' ' rZ(r) 

that, regardless of the parity of r, we have 

Lemma 2: If r is even t~en 

n2 (r) = { ( (xo)t{l@. ''@ (xo)t{l) lz\r) } 

where (xo),p is the character of Z1(2) corresponding to Xo as in section 3 and there 

are r /2 factors in the tensor. 

Proof: For r even let Wr he the unique character of Z(r) compatible with Xo, In 

the course of the proof of Proposition 2 we showed that there is a G (r - 2) X Z1 (2) 

isomorphism between i)~~lr and i)r-2,Wr-2@iJ~~~2, Using this repeatedly we see that 

the space of semi-Whittaker functionals of the second kind on iJr,wr is isomorphic 

to 

as a representation of Z1 (2) x · · · x Z1 (2). Since we know that Z1 (2) acts on 

'19~~~2 via the character (x~),p, the Lemma follows. D 

Definition 2: Let w E ni ( r) and .X be a non-zero semi- Whittaker functional of 

the lh kind on '19r,w· Put 
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for all g E G (r) and all e E EiJr,w. We call =tw a semi-Whittaker function of the 

Ph kind. 

The map e f--+ 3~,w int_ertwines the representation rJr,~ with the representation 

of G (r) on the space 

{ 3j,w I e E Ei} } 
{ . r,w 

by right translation. Since rJr,w is irreducible and s{'w(e). =/= 0 for some e E EtJr,w 

by definition it follows that this map is an isomorphism. In particular if s{'w = 0 

then e = 0. 

The semi-Whittaker function 21,w transforms under Z1 (r) via the character 

w. This presents a momeD:tary puzzle when r is even, since in that case it follows 

from the results of section 1 that the representation rJr,w has a non-zero subspace 

transforming under Z1 (r) by any given character whose restriction to Z(r) is com-

patible with XO· To resolve this dilemma, let e E EiJr,w sat,isfy rJr,w(z)e = r,(z)e for 

every z E Z1 (r), where r, is some character of Z1 (r) such that r,lz(r) is compatible 

with Xo· With this notation we may calculate as follows: 

w(z)S~'w(g) = S~'w(zg) 

~ Bi'w(gz) · (t,det(g)) 

= s~~w(z){(g). (t, det(g)) 

= Bi'w(g) · r,(z)(t,det(g)) 

where Pr(z) = tir 

where we have used equation (1) of section 1 to pass from the first to the second 

line. Thus S~'w(g) = 0 unless w(z)r,- 1(z) = (t, det(g)) for every z E Z1(r). This 
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equation determines det(g) as a class in px /(Fx) 2 and it follows that s{w 1s 

supported on a single coset of 52 (r) in 5 (r). Expressing a general ~ E E1'Jr,w 

as a sum of vectors each of which transforms under Z1 (:r) by some character is 

therefore parallel to expressing 2tw .as the sum of its restrictions to the various 

cosets of 52 (r) in 5 (r). 

We now wish to begin investigating the formal and analytic properties of the 

semi-Whittaker functions. Note, however, that although the set 

{3i,w I ~ E E,'J } 
. { r,w 

has been defined unambiguously, the indi~idual function. st,w has not, since the 

semi-Whittaker functionai used to produce it is at present defined only up to 

a scalar factor. Thus any equation between t;wo semi-Whittaker functions must 

be understood as saying that the underlying semi"-Whittaker functionals may be 

chosen so that the equality obtains. Alternatively, one may understand such an -

equality as expressing a proportionality between the two functions, with the con-
. . . 

stant depending only on the choice of semi-Whittaker functionals on either side. 

In order to state our first result it will be convenient to introduce yet more 

notation. If j = l or 2 the·n we shall set 

., - { j 
J - 3 . 

-J 

if r is even 

if r is odd. 

With this notation it is easy to check that we have 
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for all n E N* (10 ), where l denotes the main involution of G ( r) defined in chapter 

1, section 4. 

Proposition 5: Let w E f2i (r). Then 

for all~ E E{)r,w and g E G (r). Here ~ H e is the map whose existence was 

established in Proposition 4 of section 3. 

Proof: Let ,\ be a non-zero semi-Whittaker functional of the Ph kind on ,{)r,w 

transforming by w under Z1(r). For~ E E{)r,w let us set>..'(~)= ,\(e). Since~ He' 

is conjugate linear, N is a non-zero linear functional on E;{)r,w. For n E N* ( ,o) we 

have 

,\'(f)r,w(n)~) = ..\((f)r,w(n)~)') 

= ,\(f)r,w(tn)e) -

= (}i (tn),\(e) 

= (Ji' (n),\(e) 

= (}i' (n),\'(~) 

and since iE = E for E E µ2 we also have N(f)r,w(E)~) = cA'(~) by a similar 

calculation. Thus N is a semi-Whittaker functional of the (j')th kind. We know 

from chapter 1, section 4, Proposition 4 that iz = z-1 for z E Z1 (r) and since w 

is a unitary character we get 

,\'(f)r,w(z)~) = ..\((f)r,w(z)~)') 
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= ,\('19r,w(tz)e) 

= ,\('19r,w(z-1 )e1) 

= w(z-1 ),\(e') 

= w(z),\'(e) 

and so,\' transforms under Z1 (r) by w. If we use ,\' to form the semi-Whittaker 

function on the right of the proposed equation and ,\ to form that on the left we 

obtain 

sf ,w (g) = )/ ( '19r,w (g )e') 

= ,\(('19r,w(9)e')') 

= -\('19r,w(tg)(e')') 

= -\('19r,w(tg)e) 

= s{W(tg) 

from which the claim follows. D 

Theorem 1 (Inductive Structure): Let r ~ 3, l::; lr/2J, wr E f22 (r), 

!12 (2£) = {wu} and Wr-2£ be the character of Z1 (r - 2£) determined by the equa-

tion 

(12) 

Let e E Eer,wr . Then there are two finite sequences of vectors { e;-2£}~1 m 
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M 

s:·Wr (g1g2) = I det(g1) 1£/21 det(g2) ,-(r-2£)/4 L s;~~;l~l (g1) . s;;~2l (g2) (13) 
j=l J J 

whenever g1 , g2 E G (r) satisfy the following two conditions: 

(1) We have 

and ( ) _ (Ir-2£ 0) p g2 - . 
0 * 

where * denotes an arbitrary matrix of the appropriate size in either case. 

(2) At least one of det(g1) and det(g2) is a square. 

Here g1 is being regarded indifferently as an element of.G (r) and of G (r - 2£) 

and similarly with g2 and ·a ( 2£). 

Proof: From Theorem 1 of section 3 we know that 

,..., -1/4 · -
'P(r},(r-2£,2£) ( iJr_,wr) = µ(r},(r-2£,2£} @ i}r-2l,wr-2l ®wr iJu,w2l (14) 

and from Theorem 1 of section 1 it follows that 

· . · · ·.·· rv -1/4 2 · 
'P(r},(r-2£,2£} ( iJr,wr) IG2(r-2£) x G(2£} = µ(r},(r-2£,2£) @ i}r-2l,wr-2t @ iJu,wu (15) 

and 

regardless of the parity of r. Note that the underlying spaces of the representations 

on the left in (14), (15) and (16) are equal and that the same is true of those on 

the right. Further, the linear map underlying all three isomorphisms is the same. 
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Let us denote by ( i-+ [(] the map from E.llr,wr to Eilr- 2t,wr- 2t ® Eil2t,wu given by 

composing the natural projection from Eilr,wr to the space of 'P(r),(r-2£,2£) ( '!9r,wJ 

with this linear map. Recalling that the Jacquet functor in (14) is normalized we 

have 

provided that g1 and g2 satisfy conditions (1) and (2). Also ['!9r,wr(n)(] = [(] for 

all n E N*((r - 2£, 2£)) by the definition of the Jacquet functor 'P(r),(r-2£,2£)· 

It follows from Lemma 2 that Wr-2£ ,E 0 2 (r - 2£). Hence we may choose 

a non-zero semi-Whittaker functionaLof the second kind, Ar-2£, on '!9r-2£,wr-u 

transforming by Wr-2£ under zi(r - 2£): We may also choose a non-zero semi­

Whittaker functional of the second kind, A.2£, on '!9u,wu transforming by wu under 

Z1(2£). Let us define a functional on Eilr,wr by 

A(() = (Ar-2£ ® A2t)([(]). 

Since ( H- [(] is onto, A is non-zero. We have a factorization 

N*('Yo) = N*(-(r - 2£, 2£), 'Yo)· N*((r - 2£, 2£)) 

~ [N*(r - 2£,,o) x N*(2£,,o)] · N*((r - 2£, 2£)) (18) 

and ()2 is trivial on the second factor and decomposes as o:_2£·0~£ on the first. Also 

N*(r - 2£,,o) ~ 52 (r - 2£) and N*(U, 10) ~ 52 (2£). If n E N*('Y0 ) is written as 

n = n1n2n3 as in (18) then 

A( '!9r,wJn)() = (Ar-2£ ® Au) ['l?r,wJn1n2n3)(] 
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= (Ar-2£ ® A2£) ( {)r-2£,wr- 2 t (n1) ® iJu,wu (n2)) [iJr,wr (n3)(] 

= (8;_u(n1) · 8~£(n2)) (Ar-2£ ® Au) [(] · 

= 92(n),.\((). 

Since both iJr-2l,wr- 2t and iJu,w21 are genuine it follows that ,.\ is also. Hence ,.\ is 

a semi-Whittaker functional of the second kind on iJr,wr . . Finally, the inclusions 

and equation (12) serve to show, by a similar calculation, that,.\ transforms by Wr 

under Z1(r). Using,.\ to define the semi-Whittaker function on the left hand side 

of (13), Ar-2£ and A2£ to define the semi-Whittaker functions on the right hand 

side and observing that 

now gives the equation with 

M 

[eJ = I: e;-_u. ® e;£. 
j=l 

D 

The next result is the analogue of Theorem 1 for semi-Whittaker functions of the 

pt kind. Unfortunately it is very awkward to state, although the proof will be 

exactly analogous to the proof of Theorem 1. 

Theorem 2 (Inductive Structure): Let r :2::: 3 and £. ::; r both be odd, Wr E 

n1(r), n2(r -£) = {wr-£l° and W£ E n1(£) be the character of Z1(£) determined by 

the equation 

(19) 
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Let ~ E EtJr,wr. Then there are finite sequences of vectors { ~1-l}J!,1 in EtJr-e,wr-e 

M 

3~,Wr (9192) = I det(91) ll/4 1 det(92) 1-(r-l)/4 I: s;~~~-£ (91) . S~{f (92) (20) 
j=l J J 

whenever 91,92 E G (r) satisfy condition (1) below and at least one of det(91) and 

det(92) is a square. 

(1) We have 

and ( ) = (Ir-l O) 
p 92 0 * 

where * denotes an arbitrary matrix of the appropriate sfae in either case. 

Let r ~ 2 be even and£ < r be odd, Wr E n1 (r), Wg E n1 (£) and Wr-l E 

n2 ( r - £). Let ~ E EtJr,wr . Then there are two finite sequences of vectors, 

{ ~;,;£} !\.xE~V(l) and { c;,;l} ;::\xEQ2(r-l), in Et)r-i,wr-l and two finite sequences 

of vectors, { ~J,x} !\,xEn1(£) and { (J,x} ;~\,xEn2(r-l) in EtJe,we such that whenever 

91, 92 E G (r) satisfy condition (1) above and det(91) is a square we have 

3~,Wr(9192) = I det(91)ll/4 J det(92)1-(r-l)/4 . 

Mx 

L I: s;~~~-e (91) · B~ex (92) 
xEn1 (£) j=l J,x J,x 

(21) 

and whenever 91, 92 E G (r) satisfy condition (1) above and det(92) is a square we 

have 

(22) 
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Proof: Since the structure of the proof is identical with that of the proof of 

Theorem 1 there seems to be little point in giving all the details. We begin with 

the isomorphism 

(23) 

as before. If r is odd then (r - £) is even and it follows from Theorem 1 of section 

1 that 

and 

(tJ )I "' -114 tJ. tJ2 
<.p(r),(r-:-l,l) r,wr_ G(r-l) x Q2(£) . µ(r),(r-l,l) ® r-l,w,.,_t ® l,wt · (25) 

On the other hand; if r is ·even then ( r - £) is odd and we have instead 

<.p(r),(r-l,l) ( tJr,wr) la2 (r-l) x G(l) 

~ µ~tc!-t,l) ® t)~-l,Wr-l ® ( - ~ AX® .it,wt) 

. . xE(G(l)/G2 (l)) 

f'V µ~~:c!-t,l) ® t)~-l,Wr-l ® ( EB .it,x) 
xen1 (£) 

(26) 

on using Proposition 2 of section 3. Similarly we have 

rv -1/4 ( ffi t) ) t)2 = µ(r),(r-l,l) ® \J7 r-l,x ® l,wt 
xen2 (r-£) 

(27) 

when r is even. 
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Regardless of the parity of r we have a decomposition 

N*(,,o) =N*((r-£,£),r'o) ·N*((r-£,£)) · 

rv [N*(r - £, ')'o) x N*(£, ')'o)] · N*((r - £, £)) (28) 

and since £ is odd it is easy to check that ()1 is trivial on the second factor in (28) 

and factorizes as B;_l · B} on the first. With these observations in hand the proof 

is completed as in Th~orem 1. D 

Recall that I:::. denotes the standard choice of positive simple system inside 

the root system of G(r) and that I:::. may be identified with the set {(i, i + 1) I i = 

1, ... , r - 1 }. We define two subsets, A1 and f:::..2, of I:::. by 

l:::.i = { {(2, 3), (4, 5), ... , (r - ~' r - 1)} 
{(1,2),(3,4), ... ,(r -2,r-l)} 

and 

1:::,.
2 

= { {(l, 2),.(3, 4), ... , (r ~ 1, r)} 
{(2,3),(4,5), ... ~(r - 1,r)} 

if r is even 

if r is odd 

if r is even 

if r is odd. 

Notice that I:::.= 1:::.1 U 1:::.2 and 1:::.1 n 1:::.2 = 0. Corresponding to these sets of simple 

roots we define 

Tj(r)={hEHrlh0 =1 for o:Ef:::..j}· 

and f:::..2 have been chosen so that the torus T;(r) stabilizes the (non-metaplectic) 

character ()i. Moreover, the only class in Tj(r) /Z1 (r) which stabilizes ()3-i is the 

identity class. The factorizations 

(29) 
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and 

(30) 

will be useful below; they follow immediately from the definitions. 

Let us set T; ( r) = Ti ( r) n H; where, as before, 

H; = {h E Hr I hj E (Fx )2 for j = 1, ... , r}. 

The metaplectic cocycle is identically 1 on the group T;(r) = p-1 (T;(r)) and 

hence T;(r) "' T;(r) x µ 2 . We let 'f/ : T;(r) -+ {±1} be the genuine character 

which is trivial on the first factor in this decomposition. 

Proposition 6: Let w E O,i (r) and.~ E Eilr,w. Then 

'2J,w(hg) = rj(h)µ 1/ 4 (h) EJ,w(g) { · (r),1'0 { (31) 

for all h E T';(r) and g E G (r). 

Proof: Note first that by replacing e with '!9r,w(g)e it suffices to prove the equation 

with g = e. We begin with j = 2; the proof will be- by induction on r. If 

r = 1 then '!9r,w is simply a genuine character which agrees with 'f/ on T~(l), the 

modular character is trivial, s;,w(g) = '!9r,w(g)e E C and (31) follows. If r = 2 

then T~(2) = Z2 (2) and so the modular character is trivial on T~(2) and since 

'fllz2(2) = wlz2(2) equation (31) follows from the transformation law for s1,w under 

Z2 (2). Now suppose that r ~ 3; we shall apply Theorem 1 with f = 1. Factor 

h E T~(r) as h = h' z where h' E T~(r - 2) and z E Z2 (2) as in the (square, 

metaplectic) version of (29). Then the conditions of Theorem 1 are satisfied and 
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we have 

M 
"""" o;:'2,Wr-2 ( ) . o;:'2,w2 ( ) L...J --'e7:-2 e ..... e e by the inductive hypothesis 
. 1 J J 
J= 

_ (h) 1/4 . ·(h) 1/4 (h). o;:'2,w ( ) 
- rJ µ(r),(r-2,2) µ(r-2,2),'Yo · ..... e e 

(32) 

and the result follows in this case. 

If j = 1 and r = 1 then (31) is trivially true. If r ~ 2 then applying Theorem 

2, with .e = 1, reduces (31) to the same equation for j = 2, which has already been 

proved, and the r = 1, j = 1 case.· Thus we have (31) for'j = 1 also. D 

Proposition 7: Let w E Oi (r) and e E E1Jr,w. Then there is a constant Ce > 0 

such that =tw(h) = 0 whenever h E Hr and lh0 J ~ Ce for some a E D.j. 

Proof: This result is proved just as for Whittaker functions in the non-metaplectic 

setting. If a = (i, i + 1) then we set n 0 (x) = Ir + xEi,i+l, where Ei,i+l is 

the usual elementary matrix, and n~(x) = s(n0 (x)). Then if h E Hr we have 

n;(x)h = hn~(h- 0 x). Since a E D.j we may fix some x E F with Oi(n~(x)) i-

1. The representation {)r,w is smooth and so we may find Ce > 0 such that 
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= sfw (hn:(h- 0 x)) 

= s{w(h) 

Proposition 8: Let w E Oj ( r) and E E EtJr,w. Then there is a constant Ce > 0 

such that 

I 3j,w(h)I < Ccµ 1/ 4 (h) e - ._ (r),1'0 (33) 

for all h E Hr. 

Proof: Since we may choose a fixed set, S, of representatives for the finite group 

H;\Hr and replace the constant Ce which we obtain below by 

it suffices to assume that h E H;. We begin with j = 2 The inequality will be 

established by induction. Indeed, looking back at (32), it is clear that if we had 

(33) for r = 1 and r = 2 then by using Theorem 1 with£=. 1 we would obtain (33) 

in general. The r = 1 case is the statement that the trivial character is bounded. 

Thus the heart of the proof is the inequality when r = 2. 

In order to obtain this, observe that we may factor an element of H~ as 

( x2 o) (y2 o) 
€S Q 1 S Q y2 

where€ E µ 2 and x, y E px. We know that 
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and when !xi » 1 this vanishes by the previous Proposition. When !xi « 1 it 

follows from Proposition 3.3.4 of [GeP] that 

~2,w X 1/2 1/4 X 

I ( ( 2 0))1 ( ( 2 =..; s O 1 = klxl = kµ(2),(1,1) s 0 ~)) 
for some constant k 2: O; this gives (33). 

The case j = 1 then reduces to the case j = 2 on using Theorem 2 with f = 1. 

D 

These results do not exhaust what may be learnt about the form of the func-

tions s{'w on Hr by using Theorems 1 and 2. For instance, a very similar induc­

tive argument starting with Proposition 3.3.4 of [GeP] shows that if h E H; and 

Iha! « 1 for all a E D.j then 

gi,w(h) = k17(h)µ1 14 (h) .; (r),,o 

for some constant k. From this we conclude that if h E Hr and Iha! « 1 for all 

a E D.j then s{'w(h) is a linear combination of functions of the form µt:)\o (h)x(h), 

where x is a genuine character of Hr restricting to 77 on H;. 

We close this section on a different note by determining when the semi-

Whittaker functions give rise to Kirillov models of the exceptional representations. 

Proposition 9: Suppose that F is not dyadic, let x be a character of px and 

w a character of Z ( r) compatible with x. Then '19 r (x, w) I~ r) has a unique irre-

ducible subrepresentation. The second derivative of this subrepresentation is equal 

to '19~2) (x, w) and its other. derivatives are zero. 
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Proof: The claims are trivial if r = 1 and so we may assume in what follows that 

r 2: 2. We will allow ourselves to use without further comment various results on 

the functors cJ>± and w± which have been proved by Bernstein and Zelevinsky for 

G(r) but which extend routinely to G (r). By Corollary 5.22 in [BZl], '!9r(X, w)IP(r) 

has finite length; let us consider an irreducible subrepresentation 7 of '!9r (X, w) IP(r)" 

We know from Proposition 5.12 in [BZl] that there is a short exact sequence 

and it follows from this and the irreducibility of 7 that 7 is either a subrepre­

sentation of cJ>+cI>-('!9r(x,w)) or else that it is isomorphic to a subrepresentation 

of w+w-('!9r(x,w)). However N*((r-1,1)) acts trivially on w+w-('!9r(x,w)) 

and we know from Proposition 5 of section 3 that '!9r(X, w) does not contain 

any non-zero vectors fixed under this group. Thus 7 is a subrepresentation of 

cJ>+cI>- ( '!9r (x, w)). 

By Proposition 5.12 of [BZl], w-cI>+ = 0 and the functor cI>-cI>+ is naturally 

equivalent to the identity functor. We have shown that 7:::; cJ>+cI>-('!9r(x,w)) and 

it follows that 7(l) = 0 and that cI>-(7):::; cI>-('!9r(x,w)). As a consequence of 

this second observation we may regard 7Ci) as a subrepresentation of ,a~i) (x, w) 

for all j. From the hypothesis that F is not dyadic an~ the remarks following 

Proposition 3 we know that '!9~j) (x, w) = 0 if j 2: 3 and hence 7Ci) = 0 unless 

j = 2. By Corollary 5.14 of [BZl], some non-trivial iterated derivative of 7 must 

be non-zero and this is only possible if 7(2) =I=- 0. But '!9~2) (X, w) is irreducible and 

hence 7(2) = '!9~2\x, w). 
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If 7 1 and 72 were distinct irreducible subrepresentatiims of '19r(X, w)l~r) then 

we would have 71 EB 72:::; .ir(x,w)IR:r) and 7?) = '!9~2)(x,w)IR:r) for i = 1, 2. Since 

the second derivative is an additive functor, this leads to a contradiction. Thus 

'19r (X, w) IR:r) has a unique irreducible subrepresentation and the conclusions of the 

previous paragraph apply to it to complete the proof. D 

Theorem 3 {Existence of Kirillov Models): Suppose that F is not dyadic. 

Let w E 0 2 (r) and suppose that e E E-or,w satisfies 2rw(!1) = 0 for all p E P(r). 

Then e = 0. 

Proof: Let us set 

Then V is a P(r )-submodule of '!9r,w IR:r) and hence, if it is non-zero, it must 

contain the space of the unique irreducible subrepresentation of '19r,wlR:r) whose 

existence was proved in the previous Proposition. From that we would conclude 

that v<2) = E~!~,..,. The functional ( i-+ 3~,w ( e) on E-or,w is non-zero and fac­

tors through the second derivative of '19r,w· Let us choose ( E E-or,w such that 

3~,w ( e) =/=- 0 and then e E V such that e and ( have the same image in E~!~,..,. Then 

2:,w(e) = 3~'w(e) =/=- 0, a.contradiction. Thus V = {O}, proving the Theorem. 

D 
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Theorem 4 (Non-Existence of Kirillov Models): Suppose that F is not a 

dyadic field. Let w E n 1 ( r) and define V to be 

if r is odd and 

if r is even. Then V is the space of the unique irreduc~ble subrepresentation of 

Proof: Let T ~ '!9r,wlP(r) be the unique irreducible subrepresentation. Suppose 

that ~ E ET. Then, since 7(1) = 0, the image of~ in Ef) is zero. The functional 
·vr,W 

( i-+ 3~'v(e) (where VE f2 1 (r) is W if r is odd and arbitrary if r is even) factors 

through the first derivative and so sJ,v ( e) = 0. If p E P ( r) then 

~l,v( ) ~l,v ( ) O 
=-e p = =.iJr,w(P)e e = 

since '19r,w(P)~ E ET also. Thus ET ~ V. The map ~ i-+ sJ,vlP(r) thus factors 

through the quotient V/ET. We know that '!9r,wlP(r/T"' w+(,a~;2) and each 

3~'vlG(r-l) gives rise to a semi-Whittaker function of the 2nd kind on one of the 

exceptional representations whose sum is 19~;2. If ~ E V then each of these semi-

Whittaker functions is identically zero and it follows that the image of~ in V / ET 

is zero; that is,~ E ET. Thus V = En as claimed. D 

We note that, by the remarks after Proposition 3, the hypothesis that F is not 

dyadic may be replaced in the last three results by the hypothesis that r ~ 3. 
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5. Tensor Products of Exceptional Representations I 

In this section we shall study the (inner) tensor product of two exceptional 

representations. Since both representations are genuine, their tensor product is 

non-genuine and may be regarded as a representation of G ( r). As such it is smooth 

but not generally admissible. Apart from the intrinsic interest of these representa­

tions, our main motivatio;n comes from applications to the local symmetric square 

L-functions on G ( r). From this point of view, the most interesting questions are 

the existence and the uniqueness of invariant pairings between the tensor product 

and a given irreducible, admissible representation of G(r) and our investigation 

will focus on these questions. When r = 3 they have been considered by Savin 

in [Sav] and we shall obtain extensions of some of his results to general r. His 

methods, relying as they do on explicit calculations with models of the exceptional 

representations on G (3), do not (at least in the present state of knowledge) extend 

to general r and we shall have to employ other methods. The price to be payed for 

allowing general r is that our results will not be as complete as Savin's. Along the 

way we shall point out and correct two errors made by Bump and.Ginzburg in one 

of the central arguments in [BuG]. This will necessitate a more thorough review 

of the properties of the fU?ctors w± and <I>± than was c~lled for in the previous 

section. 

As an aid to brevity, a character, w, of Z(r) will be called suitable if w is 

compatible with xo, Thus whenever w is a suitable character and, is a partition 

of r we have a representation .i7 ,w defined as in section 3. We shall carry over all 
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the associated notation from the earlier sections of this chapter. We observe that a 

suitable character takes its values in {±1} and hence is equal both to its complex 

conjugate and to its inverse. This implies that each of the representations .i-y,w is 

self-conjugate and self-contragredient (see Theorem l(e) of section 3). 

We shall begin by determining the decomposition of a tensor product of ex-

ceptional representations when 'Y = 'Yo· As well as being the easiest case of our 

problem, this information will be useful in what follows. If xis a character of Hr 

then xis the direct product of r characters of H1 ""px and we shall denote this 

decomposition by writing x = (x1, ... , Xr). Also we shall sometimes write "1" 

instead of "xo'' for the trivial character, in order to avoid having subscripts on x 
,.•·. 

in the same formula meaning different· things. 

Proposition 1: Let w and v be, suitable characters of Z ( r). Then ,{} 'Yo ,w ® ,{} 'Yo ,v 

is the direct sum of all characters x = (x1, ... , Xr) of Hr which satisfy x; = 1 for 

j = 1, ... , r and, if r is odd, also satisfy TIJ=l X; = w · v .. 

Proof: By Theorem 1 (b) of section 3 we have 

,{}-ro,w ,..._, (xo)r,w = Xo ®w Xo ® ® Xo 

where there are r factors i~ the metaplectic tensor product. From the construction 

of metaplectic tensor products in section 1 it easily follows from this that 

and hence that 
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This dimension is equal to the number of characters of Hr which satisfy the con-

ditions of the statement. Hence if we can show that all of these characters occur 

in the given representation then the proof will be complete. 

Since Hr is abelian, {)'Yo,w 0 {)'Yo,v is a sum of characters. The group H; acts 

on both {)'Yo,w and {)'Yo,v by the same character and the square of this character is 

trivial, so H; acts on the tensor product trivially. Hence each of the characters in 

the sum must satisfy the first condition of the statement .. The group Z (r) acts on 

{) 'Yo ,w via w and on {) 'Yo ,v by v and thus Z ( r) acts on the tensor product via the 

non-genuine character w · v. If r is even, Z(r) = Z2 (r) and this imposes no further 

condition, but if r is odd, Z(r) = Z1 (r) and we obtain the second condition of the 

statement. It follows that every character occurring in the decomposition does 

satisfy the conditions of the statement. 

Let us choose one character x of Hr which occurs in the decomposition of the 

tensor product. Say that e =I= 0 in the space of the tenso~ product transforms by 

- . 
X. Fix a E Hr and consider the vector 

For h E Hr we have 

= ('19-yo,w 0 '19-yo,v)(h)('19-yo,w(a) 0 {)'Yo,v(e))e 

= ( '19-yo,w (ha) 0 '19-yo,v(h) )e where p(h) = h 
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= [h, a]x(h)~a 

and so €a transforms by the character h f-t [h, a]x(h) where, as usual, [h, a] denotes 

the commutator of h and a. A direct calculation using fqrmula (3) of Chapter 1, 

section 3 shows that if h , diag( h1 , ... , hr) and p( a) = diag( a 1 , ... , ar) then 

r 

[h, a] = ( det(h), det(a)) · IT (hj, aj )-1 . 

j=l 

From this it is easy .to check that .the kernel of a f-t [·,a] is Z(r) · H; and so we 

have produced [Hr : Z(r) · H;] distinct characters of Hr which occur in the tensor 

product. But it follows from (1) that 

and the proof is complete. D 

That part of Bump's and Ginzburg's paper [BuG] on the symmetric square. 

L-functions on GL(r) which deals with the local theory of these functions centers 

around two results, the "unramified computation" in section 4 and the local func-

tional equation in section 5. The central point in the latter is to establish a certain 

representation-theoretic uniqueness statement (Theorem ·5.1 of that paper) from 

which the local functional equation flows. The argument by which they establish 

this uniqueness statement appears to be susceptible to substantial refinement and 

we shall do this below. However, it is first necessary to point out two rather subtle 

errors in Bump's and Ginzburg's proof and to show how they may be overcome, 

so that we are refining a valid argument. 
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One of the errors in question involves a misuse of the properties of the func­

tors w± and <I>± and their close relative ci,+ and so it may be helpful to recall some 

of their properties and also to clarify some points which have not been adequately 

addressed in the literature. Here and throughout this work, we employ the nor­

malized versions of the functors as defined in section 3 of [BZ2]. We shall assume 

below that the reader is familiar with this work and also with [BZl]. As we have 

already remarked the basic properties of these functors ( and that is all we shall 

need here) remain unchanged when we pass to the metaplectic setting. The next 

Proposition recalls the properties of these functors which will particularly concern 

us here and adds one which is not explicit in [BZ2]. Recall that A( G) denotes the 

category of algebraic representations of G for any £-group G. We use~ to denote 

contragredient; this should not cause any confusion with its use in the symbol ci>+. 

If 71, 72, 73, 74 E A(P(r)) then for purely algebraic reasons we have a natural 

isomorphism 

Hom~r) ( 71@ 72, 73@ f-4) rv Hom~r) ( 71@ 74, 73@ f-2) 

but since (f) A is not generally isomorphic to 7 many of the other familiar iso­

morphisms involving contragredients do not hold on P(r). For example, it is not 

generally true that 

Hom~r) ( 71, 72) "'Hom~r) ( f-2, f-1). 

Such properties can be recovered for admissible representations of P(r), but these 

are comparatively rare - e_ven if 1r E A(G (r)) is admissible (or even irreducible), 

1rl~r) will not be admissible in general. 
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Proposition 2: Let p E A(G (r - 1)), T E A(P(r)) and K, E A(P(r - 1)). 

Then 

(i) Ho~r) (T, w+(p)) ""'HomG(r-1) (w-(T), p) 

(ii) HomP(r)(<I>+(K,),T) ""'HomP(r-l/K,,<I>-(T)) 

(iii) Ho~r-l) (<I>-(T), K,) ""'HomP(r) (T, ~+(K,)) 

-(iv) w+(p) ,..., I det 1-1 ® w+(µ) 

Except for those in (v) and (vi), all the implied maps underlie natural transforma-

tions. 

Proof: Statements (i)-(iii) are in [BZ2], Proposition 3.2 and (iv) and (v) are in 

[BZ2], Proposition 3.4 except for the naturality claim in (iv); however this follows 

immediately from the proof. The map underlying (v) in not natural, except in 

trivial situations, because it involves the choice of an element of P(r) with which 

to conjugate iJ to {). It could be made natural, if this was desired, by including the 

character {) explicity and using the conjugate character in the appropriate place. 

We now turn to (vi). We have 

HomP(r-l) ( K,, <I>- ( f)) ""' HomP(r) ( <1>+ ( K,), f) by (ii) 

-~ Ho~r) (T, <I>+(K,)) 

""'HomP(r) (T, I det 1-1 ® ~+(I det I® K)) by (v) 

""'Ho~r-l) (I det I® <I>-(T), I det I® k) by (iii) 
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-'.:::'. HomP(r-l) (K, cI>-(r)). 

If we now take K = cl>-( f) ·and observe that at each stage of the above calculation 

an isomorphism in one Hom space is carried to an isomorphism in the next, we see 

that the identity map in the first Hom space gives rise to the required isomorphism 

in the last. D 

There doesn't seem to be a simple relationship like (vi) for the functor w-. How-

ever, if we assume that r E A(P(r)) is such that w-(r) is admissible (which would 

be true, for example, if r were the restriction to P(r) of a representation of finite 

length on G ( r)) then we can prove the following. 

Proposition 3: Let r E A(P(r)) be such that w-(r) is admissible. Then there 

is a natural surjection 

-w-(f)-* I <let I @·w-(r). 

Proof: For any p E A(G (r - 1)) we have 

by Proposition 2(i) 

-. "'HomP(r) (r, I <let I® w+(p)) by Proposition 2(iv) 

fV HomP(r) (I <let 1-1 ® w+(p), f) ·. (2) 

The short exact sequence 
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gives rise to an exact sequence 

{O}---+ HomP(r) (I det 1-1 0 w+(p), <1>+<1>-(f)) 

---+ HomP(r) (I det 1-1 0 w+(p), f) 

---+ HomP(r) (I det 1-1 0 w+(p), w+w-(f)) 

(3) 

and since <1>+<1>-( f) embeds in <1>+<1>-( f ), the first possibly non-zero term in (3) 

embeds in 

HomP(r) (I det 1-1 0 w+ (p), ci>+<I>-( f)) 

rv HomP(r) (I <let 1-1 0 <I>-w+(p), <I>-(f)) by Proposition 2(iii) 

= {O} 

since <1>-w+ = 0. Using this in (3) we see that 

HomG(r-1) (w-(T), p) y HomP(r) (I <let 1-1 0 w+(p), w+w-(f)) 

rv HomG(r-1) (I <let 1-1 0 w-w+(p), w-( f)) 

rv HomG(r-1) (I det 1-1 0 p, w-( f)) (4) 

since w-w+ rv Id. Now if pis admissible (even though w-(f) need not be) then 

the last space in ( 4) is isomorphic to 

. -
HomG(r-1) (I <let 1-1 0 w-(f), fJ) 

and so 
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-naturally for all admissible p. Taking p = w-( 7), which is admissible since w- ( 7) 

is, and using naturality we obtain 

-I <let 1-1 0 w-(f) ~ w-(7) 

or 

-w-(f) ~ I <let I @W-(7), 

as required. D 

One adjoint functor is conspicuously. absent from the list in Proposition 2, 

namely the right adjoint of w+. This functor arises so infrequently that it seems 

to have no standard name in the literature. We discuss it here because we shall 

need it subsequently. By.analogy with~+ and~+ we propose to call it \Jr-. If 7 E 

A(P(r)) then G (r - 1) preserves the space of N*((r - 1, 1))-invariant vectors in 

the space of 7 and restricting 7 to this ·subspace yields a representation of G ( r - 1). 

This representation twisted by ldeti-1/ 2 will be '11'-(7) .. IfT E Hom~r/71,72) 

then '11'-(T) will simply be ·the restriction of T to the space of '11'-( 71). This gives us 

a functor from A(P(r)) to A(G (r - 1) ). It is clear that, for p E A(G (r - 1) ), the 

image of SE Hom~r)(w+(p),7) lies in the space of '11'-(7). From this observation 

the existence of a natural isomorphism 

is immediate and thus '11'- is right adjoint to w+. We note that '11'-w+ = Id. 
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Proposition 4: For TE A(P(r)) there is a natural isomorphism 

- A w-(r)"" I det I@ w-(f). 

Proof: Let p E A(G (r -_1) ). Then 

-.:::: Ho~r)(r, w+(p)) 

""Ho~r) ( T, j det 1-1 @ w+ (p)) 

rv HomP(r) (I det I@ r, w+(p)) 

rv HomG(r-1) (I det j @w-(r), p) 

-
rv HomG(r.:...1) (p, I det 1-1 @ w-(r)). 

A • -

with naturality at every stage. 1t follows that w-(f) rv I det 1-1@w-(r) naturally; 

hence the result. D 

We now turn to explaining the errors made by Bump and Ginzburg in the 

proof of Theorem 5.1 of [BuG]. We assume that the reader has access to the 

paper. In comparing their work with what is done here it should be remembered 

that Bump and Ginzburg. use the unnormalized versions of w± and <P± (which 

they denote by W± and <P±) and that they do not refer explicitly to x or w when 

discussing {),..,(x, w), so that twists are frequently absorbed into x without mention. 

The preliminary material, on the first three pages of the. proof, is all correct. In 
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the last paragraph of the proof, in the course of completing the induction step, 

they write 

They are using the duality property of contragredients, but as we have seen above, 

and so the isomorphism is not obviously correct as it stands. This suggests that 

some other error in the argument might have led to cI> +cf>_ Ok standing in place of 

cI> +cf>_ Ok in the second place in the first Hom space in the isomorphism. However 

~ 

this is not so; the representation cI> +cl>_ Bk got there because of its appearance in 

the short exact sequence 

and there is no reason to believe that the natural map cI> +cf>_ (Ok) -t Ok extends 

to a map cI> + cI> _(Ok) -t Ok. If the statement of Theorem 5 .1 is modified to read " 

. . . there exists at most one . . . " instead of " . . . there exists exactly one . . . " 

then this problem can be avoided. Even though we shall point out a much more 

serious error in the proof of Theorem 5.1 below, it is worth explaining how to get 

around the difficulty because we shall use the same argument ourselves later on. 

The point is to observe that, since cI>+cI>_Ok is a subrepresentation of cI>+cI>_Ok, if 

we replace cI>+cI>_Ok by cI>+cI>-~ in the Hom space above then the dimension of 

the space can only increase and afterwards the inductive step can be completed. 
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The second error which Bump and Ginzburg commit ih their proof of Theorem 

5.1 involves a pun on the symbol Bk. If p E A(G (r)) then it is conventional to 

confuse p with Plf\r) whenever the q> and W functors are involved. This convention 

leads to an ambiguity when applied to the symbol p; does it mean (p) lf\r) or 

-(pl~r))? Unfortunately these objects are very different in general. For instance, 

-if p has finite length then so does (fJ)lf\r) but not usually (plf\r)). We may give a 

more concrete example on G(2) where the situation is very well-understood. Let p 

be an irreducible cuspidal representation of G(2). Then, in the notation of [BZl] 

(see §5.13ff), we have fJII\2) "' fi and · · 

- --·( I ) ,..,.,, o ,..,.,, _ p f\2) , _. T p = Tp . 

Consideration of the restrictions of principal series representations of G(2) to P(2) . . 

(see [BZl], §5.24) shows that rp/ri (which is most naturally regarded as a rep-

-resentation of G(l)) contains every character of G(l). In particular, w-((PII\2))) 

contains every character of G(l) and is certainly not of finite length. 

Near the beginning of the main argument in the proof of Theorem 5.1 Bump 

and Ginzburg say 

" so this_ space is isomorphic to 

In this congruence the symbol Br-1 really means 'll+(Br-1), where the contragre-

- -dient is taken on G (r - 1), and this is isomorphic to 'll+(Or_1). The symbol Or 

,,.. -
on the left means Orl~r) and so the symbol Or on the right means (Orl~r)). The 

132 



isomorphism is thus correct provided one changes <Sp to <S_;,- 1 on the right - this 

change is not significant for their argument. Continuing with their analysis they 

eventually arrive ( at the first inductive step with k = r) at the space 

They correctly conclude that this is isomorphic to 

,,.._ 

However they then behave as if the representation '°If _(}r had finite length and 

analyze its composition factors in terms of their central characters. But we have 

~ ,' ------
seen that the symbol '°If _(}r appearing on the right explidtly means '°If_ ((Br!;;)) 

r 

and there is no reason to believe that this has finite length. If it did then the above 

space would indeed be zero for general s as Bump and Ginzburg claim, but if not 

then we cannot draw this conclusion on general grounds alone. We commend to 

the reader's attention the _following simple related example: If p is as at the end 

of the previous paragraph then the space 

-----HomG(l) (I · 18, '°If_ (PIP(2))) 

is non-zero for all s E C. 

In light of these remarks I believe that Bump's and Ginzburg's proof of The-

orem 5.1 of [BuG] must be rejected and with it their proof of the local functional 

equation for the symmetric square L-functions. Below I shall prove a result which 

implies the generic uniqueness part of Theorem 5.1 (though not the existence) and 
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this will be enough to salvage the local functional equation. Bump and Ginzburg 

remark that their proof of Theorem 5.1 bears a close resemblance to the unfolding 

argument for their global Rankin-Selberg integral. How~ver, this is not exactly 

true; the unfolding is "2-periodic" (that is, it takes two steps for the integrand to 

return to its original form) whereas their proof of Theorem 5.1 is 1-periodic. The 

proof of Theorem 1 below is 2-periodic, restoring the expected harmony between 

the local and global theories. 

If 1r E A(G (r)) then we shall refer to 7r(l), ... , 7r(r-l) as the intermediate 

derivatives of 1r (that is, intermediate between 1rC0) = 1r and 7r(r)). 

Definition 1: Let 1r E A( G ( r) ) and s E ·, C. We say that 1r is general with 

respect to s ,if no non-zero subquotient of an'!). of the odd intermediate deriva-

tives 1rC1), 7r(3), ••. has central character, a, satisfying a 2 = I <let 1-2s-1/ 2 and no 

non-zero subquotient of any of the even intermediate derivatives 1rC2), 7r(4), ... has 

central character, a, satisfying a 2 = I <let 1-2s+1/ 2 . 

Theorem 1: Suppose that F is not dyadic or that r 5 3. Let w and 11 be suitable 

characters ofZ(r), s E (C and 1r a homogeneous, admissible:representation of G(r) 

of finite length which is general with respect to s and whose central character, W7r, 

satisfies w11"1Z(r) = w • 11. Then the dimension of the space of invariant functionals 

on the representation 

{} . dG(r) ({} 0s · ) 
r,w (8) 1Il. Q((r-1,1)) (r-1,1),v (8) Q((r-1,1)) (8) 'Tr 

is at most the dimension of the space of Whittaker models of 1r. 
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Proof: We abbreviate Q ((r - 1, 1)) by Q. First suppose that r is odd. The space 

in question is then 

HomG(r) ( {)r,w ® ind~(r) ( {)(r-1,1),v ® c5Q) ® 1r, 1) 

""HomG(r) ( {)r,w ® 11", ind~(r) ( {)(r-1,1),v ® c5<t)) 

(5) 

Since r is odd the representations in the first and second places in (5) have the 

same character under z1(r) and, because Q = Z1(r) . P(r), the space in (5) is 

isomorphic to 

But (r - 1) is even and so {)(r-1,1),vla(r-1) X µ2 ,...., {)r-~,Vr-1 where Vr-1 is the 

(unique) suitable character of Z(r - 1). Thus (6) is isomorphic to 

(7) 

If r is even then we must reach (7) by a slightly different route. In this case (r-1) 

is odd and so 

{) ,...., ind~(r-l) ~ ~(l) ({) 1) 
(r-1,1),v G(r-l) X G2 (l) r-1,Vr-1 ® 

where Vr-1 is any suitable character of Z(r - 1). Thus .if Q1 = P(r) . Z2 (r) we 

have, by transitivity of induction, that 

, dG(r) ({) J.B) ,...., , dG(r) ({) l 5.s ) 
Ill Q (r-1,1),v ® UQ = Ill Q' r-1,vr-1 ® ® UQ 
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and repeating (5) with the right hand side of this isomorphism in place of the left 

we find that our space is isomorphic to 

and since the Z2 (r) characters in both places in this Hom space agree, this is 

isomorphic to (7). 

From this point onwards the particular suitable characters with respect to 

which the exceptional representations are formed will not play a significant role. 

We shall thus allow ourselves to omit them from the notation and simply write {}'Y 

for any exceptional representation iJ-y,w· 

For O ~ k < r - 1 and z E C we shall consider the spaces 

and 

We have a short exact sequence 

(8) 

and since the tensor product yields an exact functor on the category of vector 

spaces we obtain from this an exact sequence 

0-+ <I>+<I>-({}r-k) 0 (<I>-l('rr) 

-+ {}r-k 0 (<I>-)k(7r) 

-+ q,+w-('l?r-k) 0 (<I>-l(7r) -+ 0. 
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Using this sequence in the definition of 1lk(1r, z) we obtain an exact sequence 

Now 

Ho~r-k) (w+w-('i9r-k) ® (<I>-t(1r), w+(,ar-k-1) ® I det lz) 

"'HomG(r-k-1) (w-(w+w-('!9r-k) ® (<I>-)k(1r)), '!9r-k-l ® I det lz) . 

"'HomG(r-k-l) (lJ?-(19~-k) ® 7r(k+l) ® I det J
1l 2 , '!9~-k-1 ® I det lz) 

"'HomG(r-k-l) ( EB '!9r-k;_l ® 7r(k+l) ® I det j1/4, '!9r-k-1 ® I det lz) 

~ H _ · ( LL .o '°' (k+l) .o '°' Id t ,z-1/4) - omG(r-k-l) w 'Ur-k-1 1<Y 7r , "Ur~_k-11<Y e 

(9) 

(10) 

where EB'!9r-k-1 denotes a.finite direct sum of exceptional representations formed 

with respect to various suitable characters. In this calculation we used Proposition 

2(i) from the first to the second line and Proposition 1 of section 4 from the 

third to the fourth. · All the exceptional representations _in (10) transform via a 

suitable character of Z2 (r·- k ~ 1). The representation 1r<k+l) is of finite length 

and comparing Z2 (r - k - 1) characters in both entries in (10) we see that the 

space of homomorphisms is {O} provided that no non-zero subquotient of 7r(k+l) 

has central character, a, satisfying a 2 = I det 12z-1/ 2 . If this is the case then (9) 

shows that 1-lk ( 1r, z) may be regarded as a subspace of 
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-
rv Hom~r-k-1) (<I>-('19r-k), <I>-(w+('!9r-k-l)@ (cI>-)k('rr)@ I <let n) 

'""Hom~r-k-l) (<I>-('19r-k), '19r-k-1@ (<I>¥(1r)@ I <let lz+l/2 ) 

rv Hom~r-k-1) ( <I>-('19r-k)@ ( <I>-)k+l(1r), '19r-k-1@ I <let 1z+l/2) (11) 

where we have used Proposition 2(ii) from line two to line three and Proposition 

2 (vi) from three to four. 

Up until now we have not made any use of the hypothesis that F is not dyadic 

or else that r :S 3. This hypothesis becomes necessary when we attempt to analyze 

(11) further. Applying the standard short exact sequence to the representation 

Since '19~~k = 0 if j 2:: 3, we see that all the proper derivatives of the representation 

(<I>-) 2('!9r-k) are equal to zero and arguing as in Proposition 9 of section 4 this 

implies that (<I>-) 2('!9r-k) = 0. Hence (12) implies that . 

by Proposition 2 of section 4. 

Using this we see that (11) is isomorphic to 

Hom~r-k-1) (I <let 1-112 @ w+('19r-k-2)@ (<I>-t+1(1r), '19r-k-1@ I <let 1z+1l 2) 

rv Hom~r-k-1) (w+('19r-k-2)@ (<1>-t+1(1r), '19r-k-1@ I <let 1z+l) 

= Jk+1(1r, z + 1). 
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To summarize this part of the argument, we have shown that if 7r"(k+l) has no 

non-zero subquotient with central character, a, satisfying a 2 = I det 12z-1/2 then 

1lk(1r", z) is a subspace of Jk+1(1r", z + 1). 

We must now undertake a similar, but somewhat ea~ier, analysis of Jk(1r", z). 

Applying (8) in the second place in the definition of Jk(1r", z) we obtain an exact 

sequence 

0--+ Hom~r-k) (w+(i9r-k-1) ® (<I>-t(1r"), <1>+<1>-(i9r-k) ® I det lz) 

--+ Jk(1r", z) 

The last term in this sequence is isomorphic to 

(.a · ·.. (k+l) I . 11/2 >T,-(.a ) Id lz) HomG(r-k-l) 'Vr-.k-1 ® 7r" ® det . , 'J! 'Vr-k ® et 

(13) 

(14) 

where we have used Proposition 1 of section 4 from the first to the second line. As 

before, this space is {O} if no non-zero subquotient of 7r"(k+l) has central character, 

a, satisfying a 2 = f det 12z-3/ 2. If this condition is satisfied then (13) shows that 

Jk ( 7r", z) is isomorphic to . 

which is a subspace of 
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""' HomP(r-k-l) ( '!9r-k-l ® ( <I>-l+l ( 7r) ® I <let 1112 , <I>-( '!9r-k) ® I <let lz) 

rv HomP(r-k-1) ('!9r-k-l ® (<1>-l+1(1r) ® I <let 1112, w+(,ar-k-2) ® I <let 1z-l/2) 

""'HomP(r-k-l) ('!9r-k-1 ® (<1>-l+1(1r), w+(,ar-k-2) ® i·det lz-1) 

= 1-lk+1(1r, z - 1). 

To summarize, we have shown that if 7r(k+l) has no non-zero subquotient with 

central character, a, satisfying a 2 = I det 12z-3 / 2 then Jk(1r, z) may be regarded 

as a subspace of 1-lk+1(1r, z - 1). 

With the analysis of 1-lk ( 1r, z) and Jk ( 1r, z) complete it is time to return to 

the space of invariant functionals whose dimension we are trying to estimate. In 

the first part of the proof_we saw that this space is isomorphic to (7) and this is 

1-l0 (1r, -s) by definition. In the diagram below we have indicated the sequence of 

inclusions which has been established. Each arrow is labelled with an abbreviated 

form of the condition under whic4 it is valid: 

1io(1r, -s) :!1(1r, 1 - s) 1i2(1r, -s) 
o:2:;fidetr 2·-! o 2 #ldet!- 2•+! 0 2 :;fldet!- 2•-! 

on 71'(l} on 71'< 2> on 71'( 3 ) 

Since we are assuming that 1r is general with respect to s ~ all these conditions are 

satisfied and we conclude ·that the space of invariant functionals is a subspace of 

either Hr-1(1r, -s) or Jr-i(1r, 1- s) depending on the parity of r. Now 

and both entries in the Horn space are genuine representations of P(l) = µ 2 . Both 

the exceptional representations are one-dimensional and (<1>-y-1(1r) is realized 
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on the same space as 7r(r). Hence (15) has the same dimension as the space of 

Whittaker models of 1r. The same conclusion holds for Jr-1(1r, 1- s) by a similar 

argument. This finally completes the proof of the Theorem. D 

Corollary 1: Suppose that F is not dyadic or that r ~ 3. Let w and v be suitable 

characters of Z(r) and 1r a homogeneous, admissible representation of G(r) of fi-

nite length which is general with respect to 1/4. Then the dimension of the space 

of invariant linear functionals on .ir,w ® .ir,v ® 1r is at most the dimension of the 

space of Whittaker models of 1r. 

Proof: If w1rlZ(r) =/= w · v then the space has dimension zero, so we may assume 

that the central characters match. Combining parts· (e) and (f) of Theorem 1 in 

section 3 we see that .ir,v is isomorphic to a quotient of 

ind~(r) (iJ ® 81/4) 
Q((r-l,l)) . (r-1,1),v Q 

and hence there is an injective map from the space of invariant linear functionals 

on .ir,w ® .ir,v ® 1r to the space of invariant linear functionals on 

_a ·. dG(r) (-a ·. ~1/4) 
·vr w ® ln - 'lf(r-1 1) v ® uQ ® 7r, 

' Q((r-1,1)) ' ' 

The result now follows from Theorem 1. D 

Note that if 1r is a cuspidal representation of G(r) then 7r(i) = 0 except for j = 

0 and j = r (see [BZ2], Theorem 4.4). Thus 7r is automatically general with respect 

to any s EC. If 1r is also irreducible then 7r(r) = 1 and it follows from Corollary 1 
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that the space of invariant linear functionals on -Dr,w 0 -Dr,v 0 1r is always at most 

one-dimensional. In order to see that the hypothesis of generality in Corollary 

1 is necessary let us take ·1r to be the trivial representation of G(r) with r 2 2. 

Then 1r has no Whittaker models, but the space of invariant linear functionals 

on -Dr,w 0 -Dr,w 0 1r is exactly one-dimensional because -Dr,w is irreducible and self­

contragredient. The first derivative of 1r is the one-dimensional representation 

I det 1-1/ 2 on G(r - 1) and all higher derivatives of 1r are zero. Thus the condition 

of generality with respect to 1/4 is violated in this case and this shows it to be a 

necessary assumption. 

Definition 2: If w and v .are suitable characters and 1r is a representation of G(r) 

then we shall denote the space of invariant linear functionals on -Dr,w 0-Dr,v01r by 

£(w, v; 1r). If w = v then we shall write £(w; 1r) in place of £(w, w; 1r). 

Theorem 2: Suppose that F is not dyadic or that r ::S 3. Let w and v be suitable 

characters of Z(r) and p a homogeneous admissible representation of G(r - 1) of 

finite length. If r is odd then define a character a of px by 

(16) 

where Wp is the central character of p. If r is even then define a by (16} on (Fx) 2 

and extend it in any way to px" Let 

7r = icr-1,1),(r) (p 0 a). 

If r is odd then there is an exact sequence 

{O}-+ £(r,; p) -+ £(w, v; 1r)-+ £(w', v'; pC 1)) 
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where r, is the unique suitable character of Z(r - 1) and w' and v' are suitable 

characters of Z(r - 2) related to w and v by 

and V = (v' Q9 1,p)lz(r). (17) 

If r is even then w v and there is a space V which completes the following 

diagram 

with the row exact. Here w' is related to w by ( 17) and the direct sum is over 

all pairs of suitablf} characters. The space V is independent of the extension of a 

from (Fx) 2 to px initially chosen and if V is non-zero then .C(w; 1r) is non-zero 

for at least one choice of extension. 

Proof: We let Q = Q ((r ·- 1, 1)) as before. The space .C(w, v; 1r) is isomorphic to 

HomG(r) ({)r,w ® {)r,v ® 71", 1) 

(18) 

We note explicitly that the pin (18) refers to the contragredient of pas a repre-

sentation of G(r - 1). The Z(r)-character of the representations on the left and 

right of this Hom space h~ve been arranged to match. Thus if r is odd we may 

drop the center to see that (18) is isomorphic to 

(19) 
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If r is even then (19) will be the space denoted by V in the statement. It ev­

idently does not depend on the extension of a which was chosen and since the 

P ( r )-intertwining property required of elements of ( 19) is less restrictive than the 

Q-intertwining property required of elements of (18), £(w; 1r) is always a subspace 

of (19). Since Z1 (r) /Z2 (r) is a finite abelian group, any element of (19) may be 

written as a sum of linear maps between the underlying spaces each of which is 

P(r)-intertwining and transforms under Z1 (r) by one of the square-trivial char­

acters. These summands give elements of the various £(w; 1r), where 1r is formed 

with one of the possible extensions of a. If the original map is non-zero then at 

least one of its summands must be non-zero and this shows that if V i= { 0} then 

£(w; 1r) i= {O} for at least one choice of a. This said, it remains to analyze (19). 

We shall begin with the short exact sequence 

which yields an exact sequence 

{O} --+HomP(r)(w+w-('i9r,w) ®iJr,v, w+(p)) 

--+ HomP(r) ( iJr,w @ iJr,v, w+ (p)) 

--+ HomP(r) (<I>+<I>-(iJr,w) @iJr,v, w+(p)). 

(20) 

The first term in (20) is easy to analyze. Indeed, by Proposition 2(i), it is isomor­

phic to 

HomG(r-1) (I <let 1112 @ w-(iJr,w)@ w-(iJr,v), p) 

144 



and by Proposition 1 of section 4 this is isomorphic to £( 'f}; p) if r is odd and to 

if r is even. This gives the first part of the exact sequence in the statement. 

The analysis of the third term in (20) is much more challenging and, in order 

to avoid a string of isomorphisms stretching for a whole page, we shall break it 

into shorter steps. First w_e have 

where we have used Proposition 2(iv) and the duality property of contragredients. 

By Proposition 2(v) this is isomorphic to 

A -HomP(r) (I det 1-1 0· w+(p) 0 tJr,v, I <let 1-1 0 <1>+(1 <let I 0 <1>-( tJr,w))) 

A -~ HomP(r) (w+(p) 0 tJr,v, <1>+(1 <let 10 <1>-(rJr,w))) 

~ Ho~r-l) (I <let 1112 0 P 0 <I>-(tJr,v), I <let I 0 <l>~w)) 

~ HomP(r-1) (I det-1-l/2 0 P 0 <I>-( tJr,w) 0 <I>- ( tJr,v), 1) (21) 

where we have used Proposition 2(iii) and the duality property of contragredients. 

The first hypothesis in the statement implies, as in the proof of-Theorem 1, that 
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and 

Hence (21) is isomorphic to 

where the symbol p now refers to the contragredient on P(r - 1) of PIP(r-1)· By 

the discussion preceding Proposition 4, this is isomorphic to 

HomG(r-2) (I det_ 1-l ® i)r-2,w' ® i)r-2,v', '11-(p)} 

. -
'.:::'. HomG(r-2)(1 det 1-1 ® i)r-2,w' ® i)r-2,v', I <let 1-1 ® w-(p)) 

-'.:::'. HomG(r-2) ( iJr-2,w' ® iJr-2,v', w-(p)) 

rv HomG(r-2) ( i)r-2,w' ® i)r-2,v' ® w- (p), 1) 

= C(w', v'; p<1>) 

by Proposition 4 and the duality property of contragredients. This completes the 

proof. D 

We shall now concentrate our attention on the principal series of G(r) and at-

tempt to obtain further information about the spaces C(w, v; 11") when 11" belongs to 

this series. It will be convenient to have a more compact notation for these repre-

sentations than is presently available and so we shall write lI(x) or lI(x1, ... , Xr) for 
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the representation obtained by normalized parabolic induction from the character 

x= (X1, .. ·,Xr) of Hr. 

Definition 3: A character x = (x1, ... , Xr) of Hr will be called balanced if there 

is an involution j i--+ j* of the set {l, ... , r} such that, for all l ~ j ~ r, x;x;- = 1 

if j # j* and x; = 1 if j = j*. 

We note that if r = 1 then the character x is balanced if and only if x 2 = 1 

and if r = 2 then the character x = (x1, x2) is balanced if and only if XiX~ = 1. 

In general, if X = (X1, ... , Xr) is balanced then IJ;=l XJ = 1, but additional 

restrictions are also being imposed when r ~ 3. 

Theorem 3: Suppose that F is not dyadic or that r ~ 3. If .C(w, v; JI(x)) # {O} 

for some choice of suitable characters w and v then x is balanced. 

Proof: Since fJr,w&n9r,v transforms under Z(r) by w·v, a first necessary condition 

for .C(w, v; 7r) # {O} is that W1r = w · v on Z(r). (Note that (w · v) = (w · v)-1.) In 

particular, W1r must be square-trivial. 

We shall establish the result by induction on r. If r = 1 or r _.:. 2 then x 

being balanced is equivalent to JI(x) having square-trivial central character and 

hence the claim is true in either of these cases. Now suppose that r ~ 3 and that 

.C(w, v; JI(x)) # {O}. By transitivity of induction we have 

lI(x)"' ind~r) (lI(x1, ... , Xr-1) 0 Xr) · 
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If we set p = li(x1, ... , Xr-1) then 

r-1 
Wp(zlr-1) = IT Xj(z) 

j=l 

and it follows from the remarks in the first paragraph that 

Wp(zlr-1) · Xr(z) = (w · v)(zlr) for zlr E Z(r). 

Thus, regardless of the parity of r, a = Xr is one suitable choice in Theorem 2. 

We conclude from that Theorem that either £(rJ1 , rJ2 ; p) =J=. {O} for some suitable 

'T/l and 'f/2 or that C(w', v'; p<1)) =J=. {O}. If the first possibility obtains then we 

conclude inductively that (X1, ... , Xr-1) is balanced. In particular, TI1:~ XJ = 1 

and hence x; = 1. If we extend the involution j f-+ j* of {1, ... , r-1} to {1, ... , r} 

by setting r* = r then .we obtain an involution which shows that x is balanced. 

Suppose now that the second possibility obtains. Using Corollary 4.6 of [BZ2] 

(the "Leibniz rule" for de~ivatives) we see that µ< 1) is gl~ed from the representa-

tions 

Pt = li(X1, ···,Xi, ... , Xr-1) 

where the hat denotes omission. Since C(w', v', p(1)) =J=. {O}, it follows that we must 

have C(w', v'; Pt) =/=- {O} for some .e. Then, by induction, (x1, ... , Xi, ... , Xr-1) is 

balanced for that .e. In particular, 

2 2 2 2 2 1 
X1 · X2 · · · · · Xt-1 · XH1 · · · · · Xr-1 . 

and since TI1= 1 XJ = 1 it follows that x;x; = 1. Thus if we take the involution 

j i---+ j* of {1, ... , .e - 1, .e + 1, ... , r - 1} corresponding to the induction datum of 

148 



Pf.. being balanced and extend it to {1, ... , r} by setting£* = r then we have an 

involution showing that x is balanced. This completes the induction. D 

As usual, a character x = (x1 , ... , Xr) of Hr will be called regular if it is not 

fixed by any non-identity element of the Weyl group under the natural conjugation 

action; here it simply means that all the characters Xi are distinct. 

Theorem 4: Suppose that F is not dyadic or that r ~ 3. Suppose that x = 

(x1, ... , Xr) is balanced and that x2 is regular. Then, for any suitable characters 

w and v, 

dime (.C(w, v; K(x))) ~ 1. (22) 

Proof: We shall again use induction on r, beginning with r = 1 and r = 2. If 

r = 1 then ll(x) = x1 is a square-trivial character and so dime (.C(w, v; K(x))) is 

one if x1 = w · v and zero otherwise. Thus (22) holds. If r = 2 then we are dealing 

with an induction datum x = (x1, x2) which satisfies XiX~ = 1 and Xi =I= x~; in 

particular, Xi =I= 1. Thus .C('f/1, 'f/2; x1) = {O} for all suitaple 'f/i and 'f/2 and using 

Theorem 2 with p = x1 and a= x2 we obtain an injection 

.C(w; K(x)) '-+ .C(w'; x~1>). 

But x~1> is the trivial repr~sentation of G(O) and hence .C(w'; x~1)) ~ C. This gives 

(22) in this case. 

Now suppose that r ~ 3. We shall apply Theorem 2 with p = H(x1, ... , Xr-i) 
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and a= Xr· First assume that x;-/= 1. Then w~ = x;:-2 -/= 1 and so £(r,1, r,2; p) = 

{ 0} for all suitable r,1 and r,2. Theorem 2 then implies that there is an injection 

C(w, v; Il(x)) '-+ C(w', v'; p(1)). (23) 

As in the proof of Theorem 3, p(l) is glued from the representations 

Pt= Il(x1, ···,Xi,···, Xr-1) 

for £ = 1, ... , r - 1. If £ -/= £' but the central characters of Pt and Pe have 

equal squares then we could conclude that x; = x;,, contradicting the regularity 

assumption. Thus the squares of the central characters of the Pt are all distinct. 

It follows that 

P(l) ~ a:,r-lp 
- IJ:lt=l t 

and that at most one of the Pt has square-trivial central character. Thus 

r( 1 1 (1)) rv r-1 r( 1 1 ) 
J_, w ,v ;p = EElt=lJ_, w ,v ;pt (24) 

and all but one of the summands on the right of (24) are 2iero on central character 

grounds. If one of them is ~on-zero then it is at most one-dimensional by the induc-

tion hypothesis. Hence the left hand side of (24) is at most one-dimensional and 

it follows from (23) that £(w, v; Il(x)) is at most one-dimensional. This completes 

the induction in this case. 

Now assume that x; = 1. Then x; -/= 1 for all j = 1, ... , r - 1 and so 

the involution j i--+ j* of {1, ... , r} which corresponds to x being balanced must 

satisfy r* = r. If r were even then the restriction of j i--+ j* to {1, ... , r - l} 
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would necessarily have a fixed point and this would produce some 1 :S j :S r - 1 

with x; = 1. This is impossible and so r must be odd. Hence we have an exact 

sequence 

{O}---+ £(TJ,P)---+ £(w,v;lI(x))---+ £(w',v';p(1)). (25) 

The central character of pis square-trivial and thus if p1, had square-trivial central 

character for some £, we would conclude that x1 = 1, contradicting regularity. 

Therefore £(w', v'; p1,) = {O} for all£ and so £(w', v'; p(1)) = {O}. Using this fact, 

( 25) yields an isomorphism 

£(w,v;lI(x)) "'£(TJ;p) 

and the space on the right _is at most one-dimensional by the inductive hypothesis. 

We conclude that £(w, v; lI(x)) is at most one-dimensional and this completes the 

inductive step in this case also. D 

We have two results ·available which allow us to estimate the dimension of 

the space £(w, v; lI(x)), namely Corollary 1 and Theorem 4. Their range of appli­

cability is not the same and it seems that Corollary 1 should allow us to obtain 

an estimate for certain balanced characters x with x2 irregular. Unfortunately, 

Corollary 1 is never applicable to JI(x) with x balanced oncer ~ 3. We can, how­

ever, complete our results when r = 2. We need not even assume that F is not 

dyadic, since 2 ::; 3. 

Proposition 5: Let x = {x1, x2) be a character ofH2 satisfying XIX~ = 1. Then, 
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if w is the unique suitable character of Z(2), we have 

dime (.C(w; K(x))) ~ 1. 

Proof: The result follows from Theorem 4 unless x2 is irregular; that is, unless 

Xi = x~- If Xi = x~ then Xi = x~ = 1; let us assume that this is so. The only 

intermediate derivative of -l[ (x) is l[ (x) (l), which is glued from x1 and x2. We can­

not have Xi = I · 1-1 or x~ = I · 1-1 since I · 1-2 =I= 1 and so K(x) is general with 

respect to 1/4 (see Definition 1). By Corollary 1 we know that dime (.C(w; K(x))) 

is at most equal to the dimension of the space of Whittaker· models of K(x) and it 

is well-known that this is one. D 

6. Tensor Products of Exceptional Representations II 

In this section we shall continue with the investigation of the spaces .C(w, v; 1r) 

which was begun in the previous section. Our focus here will be on existence results 

to complement the uniqueness results already obtained. 

Proposition 1: Let w and v be suitable characters and .Xi, ... , Xr be characters 

of px satisfying x; = 1 ·for all j and also nj=l Xi = w · v if r is odd. Put 

X =(Xi, ... , Xr). Then .C(w, v; K(x)) =/= {O}. 

Proof: Since l[ (x)"' "" l[ (x-1) we have 

.C(w, v; K(x)) = HomG(r) ('19r,w 0 '19r,v, K(x-1)) 
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by Frobenius reciprocity. 

Next we wish to understand the relationship between 'P(r),,o ( {)r,w ® {)r,v) and 

which is slightly complicated by the normalizations of the Jacquet functors. Let 

E = E1 ® E2 where E1 is the space of {)r,w and E2 that of {)r,v· We let E(N(70)) 

be the subspace of E spanned by the set 

{({)r,w ®.{)r,v)(n)e-e In E N('r'o) ,e EE} 

and EN(,o) be E/E(N('r'o)) as usual, with similar notation for the other spaces. 

For n E N('r'o), 6 EE1 and 6 E E2 we have .. 

({)r,w ® {)r,v).(n)(6 ® 6) - (6 ® 6) 

= [{)r,w(n)6 - 6] ® {)r,v(n)6 + 6 ® [{)r,v(n)6 - 6] 

it follows that E(N(','0 )) ~ E 1(N*(1'0)) ® E 2 (N*(1'0)) and so the space of 

is a quotient of the space of 'P(r),,o ( {)r,w ® {)r,v) and the resulting surjection in­

tertwines the unnormalized Hr actions on these spaces. '.faking into account the 

normalizations, we conclude that there is an intertwining map 

'P(r),"Yo ( {)r,w ® {)r,v) - µ~;)\o ® 'P(r),,o ( {)r,w) ® 'P(r),,o ( {)r,v) · 
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Using Theorem l(a) of section 3 this gives an intertwining map 

and hence a surjection 

This last space is non-zero by Proposition 1 and the conclusion follows. D 

We cannot expect to make much progress in determining the dimension of the 

space £(w, v; lI(x)) for a g~neral balanced x by such simple methods as the above. 

What is needed is a systematic procedure for producing elements of £(w, v; JI(x)). 

For most x (those for which JI(x) is irreducible) we may conjugate x by an element 

of the Weyl group without altering JI(x). Thus we sha~l largely be content to 

produce an element of £(w, v; JI(x)) after replacing x by smlle Weyl conjugate. We 

need several preliminary results.· 

Lemma 1: Every balanced character x = (x1, ... , Xr) of Hr is conjugate to a 

character which is trivial on T~(r). Conversely, a character of Hr which is trivial 

on T~ ( r) is balanced. 

Proof: From the definition it follows that 

if r is even 

if r is odd 

where q = Lr/2J and to obtain T~(r) we need only replace the condition ai E px 

by ai E (Fx )2 . Every involution of {1, ... , r} is a product of disjoint transpositions 
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and the conjugacy class of the involution within 6r is determined by the number 

of these which occur. Suppose that x is balanced with respect to the involution 

j H j*. After conjugating x and hence the involution we may suppose that j H j* 

is equal to the product 

(i, i + l)(f + 2, i + 3) · ... · (r - 1, r.) 

in 6r for some i 2 1 with i = r - 1 (mod 2). From the definition of balanced we 

then have x; = 1 for j < i and XJXJ+i = 1 for j = i, i + 2, ... and so xis trivial 

on T~ ( r). Conversely, if x is trivial on T~ ( r) then it is balanced with respect to 

the involution 

(12)(34) · ... · (r - 1, r) 

if r is even and 

(23)(45) · ... · (r -1,r) 

if r is odd. D 

The next Lemma refines Proposition 6 of section 4 for semi-Whittaker func­

tions of the second kind. The · character r, is defined immediately before that 

Proposition. 

Lemma 2: Let w E n2 (r). Then there is a character r,~ of T2 (r) agreeing with 

r, on T~(r) such that 

s;,w(hg) = 'f/w(h)µtt:'Yo (h) s;,w(g) 
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- -
for all h E T 2 (r), ~ E E.Br,w and g E G (r). 

Proof: Let A be any semi-Whittaker functional of the second kind. We fix h E 

T 2 ( r) and consider the functional Ah given by 

on EtJr,w. The group Hr acts on N* ( 'Yo) by conjugation and the character 02 of 

N*('Y0 ) is fixed by 1\(r) under this action. Thus 

for all n E N* ('Y0 ) and so Ah is a semi-Whittaker functional of the second kind. 

The map h H ( A H Ah) defines a representation of T 2 ( r) on the space of semi-

Whittaker functionals of the second kind. By Proposition 4 of section 4 this 

space is one-dimensional and hence there is a character r;, of T 2 (r) such that 

Ah= r;,(h- 1 )A for all h E T2 (r). Thus if the semi-Whittaker functions are formed 

with respect to A then 

. srw(hg) = A(rJr,w(hg)~) 

= Ah-1 (rJr,w(g)~) 

= r;,( h )A ( rJr,w (g )e) 

We know from Proposition 6 of section 4 that r;,( h) = "I( h) µ(1/)4 ( h) for h E T~ ( r) 
r ,'YO 

and the Lemma follows. D 
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Using the Inductive Structure Theorem (Theorem 1 of section 4) it is possible 

to compute T/w explicitly. The answer depends, as expected, on the choice of 

additive character 'ljJ. We shall not need to record the result of this calculation here; 

we merely note that T/w · T/w is a character of T 2 ( r) trivial. on T~ ( r) and therefore, 

since T 2 ( r) /T~ ( r) is a finite group, the character T/w is necessarily unitary. 

Next we need to recall a particular case of a well-known result from the general 

measure theory of locally compact, Hausdorff topological groups. Unfortunately, 

it is difficult to give a reference for it in exactly the form we shall need. The 

reader unfamiliar with it may consult, for instance, section 2.6 of [Fol] (see also 

the discussion in the first three sections of chapter 6 of the same work), and will also 

find it discussed in most other books which deal with the theory of Haar measure 

on not necessarily abelian topological groups. Note, however, that Folland (and 

several other of the standard references) put the subgroup on the right in forming 

homogeneous spaces, whereas we shall always put it on the left. This leads to 

some inverses appearing in the formulre when they are translated from Folland's 

notation to ours. A brief treatment of the result we want in close to the form we 

shall require is contained in sections 1.20 and 1.21 of [BZl], but with hypotheses 

which are slightly too restrictive. 

We suppose that L is a closed subgroup of Hr and consider the group L · N ('Yo). 

This is a closed subgroup of Hr · N ('Yo) and has the structure of a semi-direct 

product, with L acting by conjugation on N("Y0 ). The module of this action is the 

restriction to L of µ(r),"Yo; this is the inverse of the modular character of L · N( -y0 ) 

157 



restricted to L ( under the usual conventions). 

We initially consider the space Ve of continuous complex-valued functions, f, 

on G(r) which satisfy the conditions 

((Inv) ) 

((Supp)) 

f(lng) = µ(r),'Yo(l)f(g) for all£ EL, n E N(,o) and g E G(r) 

supp(/)~ L · N(,0 ) • C for some compactum C ~ G(r). 

and 

The letter V is chosen to suggest the word "density" , since a function satis­

fying (Inv) may be regar~ed as a section of the vector bundle of densities on 

L · N('Yo) \G(r). The space Ve contains a cone of everywhere non-negative func­

tions (note that µ(r),'Yo is a positive real-valued character) and so it makes sense 

to speak of a functional on Ve as being positive. Also, V C: carries a natural topol­

ogy as the inductive limit ·of the spaces V(C), which are defined in the same way 

as Ve, but with the compactum C fixed, where we take the topology of uniform 

convergence on C on the space V(C). The first form of the result we shall need 

is that Ve carries a continuous, positive linear functional which is invariant under 

the action of G(r) on Ve given by (g0 · f)(g) = f(gg0 ). This functional is, in 

fact, unique up to positive scalar multiples. It corresponds, as in [Fol], to a Radon 

measure on L·N('Yo) \G(r) which is "strongly quasi-invariant". It follows from this 

that the functional extends to several spaces related to Ve. For instance, if v+ 

is the space of continuous positive real-valued functions on G(r) satisfying (Inv) 

then the functional extends to v+ as an R-valued functional. From here we may 

extend it to the space V consisting of those continuous complex-valued functions, 

f, satisfying (Inv) and such that the functional is finite on Re(!)± and Im(!)±. 
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We shall follow an almost universal abuse of notation and write 

J f(g) dg (1) 

L-N("Yo) \ G( r) 

for the value of this functional (with a normalization fixed once and for all) on 

f EV or f Ev+. 

We shall also require a "convergence" criterion for pseudointegrals such as 

(1). Let us suppose.that we have another closed subgroup L' of Hr and that L · L' 

is of finite index in Hr. Since Hr· N('y0 ) \G(r) is compact we conclude from the 

construction of (1) that if f Ev+ then (1) is finite if an~ only if 

J µ- 1 (l')f(l') df' < 00. 
(r),'Yo (2) 

LnL'\L' 

Here dl' is the Haar measure on L n L'\L', which exists since both L' and L n L' 

are abelian and hence uni~odular. Note that (Inv) implies that the integrand in 

(2) is L n L'-invariant o:q the left, so that the integral is well-defined. There is a 

similar absolute convergence criterion. 

Definition 1: Let X be a character of Hr unitary on T~(r). We say that x has 

positive real part, and write Re(x) > 0, if h E Hr and I h0 I < 1 for all a E .6.2 

implies lx(h)I < 1. 

If X is a character of Hr trivial on T 2 ( r) then it is d~termined by its restric-

tion to T 1 (r), which is necessarily trivial on T 1 (r) n T2 (r) = Z1 (r). The torus 

Z1 (r) \T1 (r) is isomorphic to px x · · · x px with q = lr/2J factors via the map 

[h] i-+ (h0 )o:e.6.2 (where we enumerate A2 in the standard order). Every character, 
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x, of Hr trivial on T2 (r) corresponds to a character of px x · · · x px (q factors) 

under this isomorphism, and we denote the resulting character by X· We may 

express x as (Xi, ... , Xq) where each Xi is a character of px. Note that x has 

positive real part if and only if lxj(w)I < 1 for an J = 1, ... ,q, where w is any 

uniformizer of F. 

We recall that the complex conjugate representation of fJr,w is isomorphic to 

fJr,w-1 since any suitable w is, in particular, a unitary character. In the function 

space models of fJr,w and fJr,w-1 given in section 3 the map is literally complex 

conjugation of functions. Thus an element of C(w, w-1 ; 1r) gives rise to a G(r)­

invariant semi-Hermitian form on: fJr,w x fJr,w x 1r, by which I mean a form which is 

G(r)-invariant, complex linear in its first and third arguments and complex anti­

linear in its second. The converse is also true and it will be notationally more 

convenient to work with semi-Hermitian forms in what follows. 

For the reader's convenience we add a few remarks on the relation between w 

and w-1 when w is a suitable character. When r is even, so that w is a character 

of Z2(r) rv (FX)2 X, µ2 trivial on the first factor, we have W = w-1 ;:i.nd hence 

C(w, w- 1 ; 1r) = C(w; 1r). When r = 1 (mod 4) it follows from the discussion before 

Proposition 3 of section 3 that Z1(r) rv px X µ2 and w is a genuine square-trivial 

character on this group. Thus again w = w- 1 and C(w, w-1 ; 1r) = C(w; 1r). In 

the last case, when r = 3 (mod 4), this is no longer nec.essarily true. In fact, a 

calculation using Proposition 3 of section 3 together with [Rao], Corollary A.5 (3) 
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shows that 

w-1(s(tlr)) = w(s(tlr)) · (-1, t) 

for all suitable w when r = 3 (mod 4). Thus £(w, w-1; 1r) is not necessarily the 

same thing as £(w; 1r) in this case. 

In what follows, if w is a suitable character then we shall allow ourselves to 

write srw. This is legitimate since each suitable character extends uniquely to an 

element of !12 (r). Note that 3~,w would be ambiguous if r were even since in that 

case the unique suitable character extends to an element of !11 (r) in many ways. 

Proposition 2: Let x be a character of Hr which is trivial on T2 (r) and has 

positive real part. For w a· suitable character, 6, 6 E EiJr,,.., and f E Err(x) let 

J ..... 2;w( ) ..... 2,w( ) f( ) d .=.6 g =.6 g g g · (3) 

Tir)-N('yo)\G(r) 

Then T is a G(r)-invariant semi-Hermitian form on iJr,w· x iJr,w x n(x) and hence 

gives rise to an element of £(w, w-1; n(x)). 

Proof: The integral in (3) is meant in the sense of (1) and we must check that the 

integrand is a function of the correct kind. We note first·that the product of the 

two (genuine) semi-Whittaker functions is being regarded as a non-genuine object 

in the usual way. We know from Lemma 2 that B~t' and B~;w both transform on 

the left under 1\(r) by T/w • µ 1( 1)4 and since T/w is a unitary character it follows r ,1'0 

that 

:32,w (h ) :32,w (h ) = 1/2 (h) :32,w ( ) :32,w ( ) 6 g 6 g µ(r),1'0 {1 g 6 g 

for all h E T 2 (r) and g E G(r). Recalling that the induction is normalized, we 
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have 

f(hg)...:. µ~:rto (h)x(h)f(g) = µ~:rYo (h)f(g) 

for h E T 2 (r) and g E G(r). Thus the integrand has the correct transformation law 

under T 2 ( r). Under left multiplication by n E N (1'0), the first factor transforms 

by ()2 ( n), the second by 02 ( n) and the third is invariant. Since 02 is a unitary 

character, the whole integrand is invariant on the left by N('Yo). Every factor in 

the integrand is continuous (indeed locally constant) on G(r) and hence (3) is 

intelligible. 

Next we must show that (3) converges, for which purpose we shall use the 

absolute convergence test mentioned above.. We have Hr = T 1 ( r) · T 2 ( r) and 

T 1 ( r) n T 2 ( r) = Z1 ( r) and hence it suffices to establish the convergence of the 

integral 

J µ~),-yo (h) 1 s:t(h) s:t(h) t(h) I dh 
Z1(r)\ T i(r) 

J µ-1 (h) 1 s2,w(h) 32,w(h) I µ 112 (h)lx(h)I dh · 1/(e)I (r),'Yo 6 6 (r),'Yo 

Z1(r)\T1(r) 

J I s;t"(h) s;t(h) J µ~t~0 (h)lx(h)I dh · 1/(e)I. (4) 

Z1(r)\Ti(r) 

Combining Propositions 7 and 8 of section 4 we see that the function 

1
32,w(h) 32,w(h) I -1/2 (h) e1 6 µ(r),'Yo 

is bounded on T 1 (r) and vanishes whenever 1h0 1 is sufficiently large for some 

a E ~ 2 • Thus (4) is bounded by a constant times 

J lx(h)I dh 
{hEZ1(r)\Ti(r) such that lh"'l:s;C "I/ aEll2} 
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q q · j J] IX;(a;)I · J] dxa; 

{(a1 , ... ,aq)E(FX)q such that lail::;C} J- J-

which converges since lxj(w)I < 1 for all j = 1, ... 'q. It follows that T(6, 6, f) is 

well-defined and since it is clearly semi-Hermitian and G(r)-invariant, the Propo-

sition follows. D 

The reader may have been surprised to see the hypothesis that x is trivial 

on T 2 ( r) rather than that it is trivial on T~ ( r) appearing in Proposition 2 and 

some explanation is called for. A little extra generality is possible; if we allowed 

two suitable characters instead of one in forming the integral (3) when r was odd 

it would be possible to require x to be trivial only on those elements in T 2 ( r) 

for which the (1, 1)-entry is a square. But this merely amounts to twisting both 

JI(x) and one of the two exceptional representations by ,,.;(det) where,,, is a square 

trivial character. It can thus be deduced from Proposition 2. If the results of 

[Sav] are correct then, except for the representations covered by Proposition 1, of 

the irreducible JI(x) with x balanced, only those mentioned in Proposition 2 have 

C(w, w-1; JI(x)) =J {O} when r = 3. This suggests that the results of section 5 are 

not the whole truth and indeed the author does not at present see how to obtain 

elements of the other C(w, v; JI(x)) spaces which the results of section 5 allow to 

be non-zero. 

In order to prepare for the next result we must recall some further facts. If 

xis a character of px then xis said to be unramified if it is trivial on the units, 

0;. of the ring of integers of F. If we fix a uniformizer w of F then any character 
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of px may be dcomposed as x =Xu· Xd where we define Xd(x) = x(xw-v(x)) and 

Xu(x) = x(wv(x)) Here v: px ~ Z is the normalized additive valuation on F. It 

is easy to check that both Xu and Xd are characters, that Xu is unramified and 

that Xd is "radial"; that is, Xd( wmx) = Xd(x) for all m E Z. The character Xd is 

determined by its restriction too; and any character of o; may be extended to a 

radial character of F x . Now any unramified character of F x has the form I · I 8 for 

some s E C/27ri log(q)Z where q = !wl-1 is the module of F. (The double use of 

q, once for lr/2J and once for the module of F should not cause confusion.) Thus 

the space of unramified characters of px has the structure of a complex manifold 

and this may be extended to the entire space of characters by giving the characters 

of o; the discrete topology (and corresponding unique zero dimensional complex 

manifold structure) and using the decomposition X . Xu, Xd above. Changing the 

choice of uniformizer produces a permutation of which connected components of 

the space of characters are labelled by which characters of o; and also a purely 

imaginary shift in the variable s on each connected component, but does not 

alter the complex structure. In particular, for a given uniformizer w, the map 

x i-+ x( w) is an analytic function on the space of characters. It gives a local 

coordinate around any po~nt in the space of characters. 

If we speak of a "Laurent polynomial" on the space of characters then this 

is to be understood with respect to the function x i-+ x( w) for some ( and hence 

any) uniformizer w. That is, f a function on the space o~ characters is a Laurent 

polynomial if for each co.nnected component there is a Laurent polynomial P 
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such that f(x) = P(x(w)) on that component. (In the literature the phrase 

"Laurent polynomial in q- 8 " often occurs; the notions are identical.) All of these 

considerations extend in an obvious way to the space of characters of px x · · · x px. 

We let K(r) be the natural maximal compact subgroup of G(r), namely 

GL(r, Op). It is well-known (see [Cas] for example) that as a representation of 

K(r), JI(x) is isomorphic to 

· dK(r) · ( I ) 
Ill K(r)nHr X K(r)nHr ' 

the isomorphism in one direction being simply restriction to K(r). Thus, once 

XIK(r)nHr is fixed, all the-induced representations may be realized on the same 

space. If f E Ell(x .. ) and XIK(r)nHr and X* IK(r)nH,, are equal then we shall denote 

by [f]x the element of Ell(x) whose restriction to K(r) is flK(r)· Since we shall be 

dealing with JI (x) only when x is trivial on T 2 ( r) we shall also allow ourselves to 

write [fh: with x a character of (FX)q. The notation means [f]x where xis the 

character of Hr trivial on T 2 ( r) corresponding to x. 
Proposition 3: Fix a uniformizer, w, of F. Let w be a sui.table character, 

e1,6 E EfJr,w and f E Ell(x .. ) where X* is a character of Hr trivial on T2 (r). 

Then the function 

q 

X ~ II (1- x;(tv)2). T(6, 6, [f]x) (5) 
j=l 

on the space of characters X of (FX)q satisfying lx;(w)! < 1 for j = 1, ... , q and 

(6) 
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is a Laurent polynomial. 

Proof: We first note that (6) simply fixes the ramified part, Xd of x; thus the 

function we are discussing is defined on an open set (a poly-half-cylinder, to be 

precise) within a single connected component of the space of characters of (Fx )q. 

The condition IXi(ro)I < 1 V j is precisely what is required for T(6, 6, [fhJ to 

be convergent. 

Since all the functions in (3) are right K(r)-finite and TI(r) \T1(r) is a finite 

group, T(e1 , 6, [JhJ is a sum of finitely-many integrals of the form 

J · µ-1.. (h) 3 2,w(h) S2'w(h)vX(h) dh 
(r),'Yo . . (1 (2 

(7) 

Z2(r)\T~(r) 

where ( 1,(2 E EiJr,w and vx E Eil(x) with vXIK(r) fixed as x varies. It thus suffices 

to establish the claim with (7) in place of T(6, 6, [Jh). Since vX(e) does not 

depend on x, (7) is equal to a fixed multiple of . 

J µ- 112 (h) 3 2,w(h) 32,w(h)x(h) dh. 
(r),'Yo (1 (2 (8) 

Z2(r)\T~(r) 

We analyze (8) using Fubini's Theorem and the Inductive Structure Theorem 

(Theorem 1 of section 4). Firstly, it is easy to see that 

and with respect to this decomposition the Inductive Structure Theorem gives 

Mi 
..... 2,w (h h ) 1/4 (h h ) "'""" ..... 2,Wr-2 (h ) ..... 2,w2 (h ) 
C.(i 1 2 = µ(r),(r-2,2) 1, 2 L.J C.i;r-:-2 1 C.(l - 2 • 

j=l •,J ,J 
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Since 

µ(r),'Yo = µ(r),(r-2,2) · (µ(r-2),'Yo X µ(2j,-yo) 

this and Fubini's Theorem express (8) as a sum of products of factors of the form 

and 

J µ(2r~o(h2) s~t2 (h2) s~t2 (h2) XIT~{2)(h2) dh2 · (10) 
Z2(2)\ T~(2) 

Inductively, the product of (9) with 

q-1 

IT (1- Xi(w) 2) 

j=l 

is a Laurent polynomial. Thus we are reduced to beginning the induction and 

completing the inductive step by showing that· functions of the form 

(1- x(w)2) · J µ-1/2 (h) 32,w2 (h) 32,w2 (h) x(h) dh 
. (2),'Yo (1 (2 (11) 

are Laurent polynomials. Writing 

""(t) -1/2 ( t. 0) o;:'2,W2 ( ( t O)) .-.2 W2. ( ( t O)) 
'f' = µ(2),'Yo O 1 '""'(1 S O 1 .::.(~ S O 1 ' 

( 11) becomes 

(1- x(w)2) · J <jJ(t)x(t) dxt (12) 

te(FX )2 

and we know from section 4 that <jJ(t) = 0 when itl ~ 1, <jJ(t) = k, a constant, 

when itl ~ 1 and for intermediate itl, cp(t) is a locally constant function. With the 

additional restriction itl > E,. the integral in (12) is itself a Laurent polynomial. 
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The integral over the range on which ¢(t) = k may be evaluated directly; it is zero 

if .x2 is ramified and a constant times X ( W) 2m · ( 1 - X ( 'w) 2 )-1 for some m E Z if 

not. This completes the proof. D 

Proposition 3 shows that x i--+ 'I(6, 6, [f]x) is a rational function of x with 

at worst simple poles at the zeros of 

q 

JI(l - .Xj(w) 2). (13) 
j=l 

If .x; is ramified then it is possible to choose the uniformizer w so that (1- Xj ( w )2 ) 

is non-vanishing and it follows that x t--+ 'I(6, 6, [fhJ has no poles in the variable 

Xj· In any case Proposition 3 serves to analytically continue x t--+ 'I(~1 , 6, [f]x) 

and hence give a meaning to 'I(6, 6, !) with f E II(x) provided that x in not a 

zero of (13). 

We shall also require the following estimate, which follows by a slight variation 

on the argument in Proposition 3. 

Proposition 4: Fix a uniformizer, w, of F. Let w be a suitable character, 

6, 6 E Eilr,w and X* a character of Hr trivial on T 2 ( r). Take 8 > 0 and let 

x8 be the set 

-{x E (FX)q I XITir);::: 1, XIK(r)nHr = x*IK(r)nHr, 8 < lxj(w)I < 1 \;/ j}. 

Then there is a constant C ( 6, 6, 8) such that 

q 

l'I(6, e2, [!Jx)I :::; C(6, 6, 8). II 11 - .Xj(w)2.1-1. llfliK(r) 
j=l 
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for all x E Xci and f E En(x.), where II · II denotes the uniform norm. 

Proof: We can estimate IY(6, 6, [!Jx)I by 

J I J -l/2 (h) B2 'w(hk) B2'w(hk) (h) dh I lf(k)I dk. µ(r),-yo 6 6 X (14) 

Ti(r)nK(r)\K(r) Z1(r)\Ti(r) 

Since both 6 and 6 are K(r)-finite, the inner integral is a sum of finitely-many 

similar terms involving the semi-Whittaker functions of the K-translates of 6 and 

6. Now any integral of the form 

J -1/2 (h)B2,w(h)B2,w(h) (h)dh 
µ(r),-Yo (1 (2 X 

Z1(r)\Ti(r) 

has been shown, in the course of the proof of Proposition 3, to equal 

q 

II (1- Xj(w-)2)- 1 . P(1,(2{b(ro), ... ' Xq(w)) 
j=l 

where P(1 ,(2 is a Laurent polynomial depending only on ( 1 and (2. On the set Xci 

any Laurent polynomial i:;; bounded by a constant involving the absolute values 

of its coefficients, the multidegree of each term and 8. Thus the absolute value of 

the inner integral in (14) may be estimated by 

q 

C' (~1, 6, 8) · IT 11 - Xj(w) 2 1~1 . · 

j=l 

We conclude that 

IY(6,6, [JhJI 
q 

::; C'(6, 6, 8) · vol(T\ (r) n K(r)\K(r)) · II 11 - Xj(w) 2 l-1 · IIJIIK(r), 
j=l 
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as required. D 

Using Proposition 4 we can show that the G(r)-invariance of 'I(·, ·, ·) ex-

tends to the closure of the domain on which we presently have it, provided that 

we do not encounter a pole. 

Proposition 5: Fix a uniformizer, w, of F. Let w be a suitable character and x* 

a character of Hr trivial on T2(r). Suppose that lx*,j(w)I:::; 1 but x*,j(w) -=I= ±1 

for all j = 1, ... , q. Then 'I(·, ·, ·) is a G(r)-invariant semi-Hermitian form on 

Proof: Let 6, 6 E EiJr,w .and f E En(x.)· In order to save sorne notational clutter 

we shall write g · 6, g · f and so on for the action of g on vectors in the various 

representations. Fix 

and let X 0 be as in the previous Proposition. Then we have 

Y(6, 6, f) = lill} 'I(6, 6, [J]x) 
x-tx.,xEXo 

(15) 

and 

'I (g . 6' g . 6' g . f) = lill} 'I (g . ~ 1, g . 6' [g . f hJ 
x-tx.,xEXo 

by the G(r)-invariance of 'I when x E X 0 . We rnust show that (15) and (16) are 

equal. 
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Fork E K(r), let kg- 1 = n(k)a(k)k'(k) be an expression for kg- 1 with respect 

to the Iwasawa decomposition G(r) = N('Y0 ) HrK(r). None of the factors in this 

expression is unique, but a(k) is restricted to a compactum as k varies over K(r) 

and this will be sufficient. Fork E K(r) we have 

and so 

= [g · J]x(n(k)a(k)k'(k)) 

= µ~:ry0 (a(k))x(a(k))(g · f)(k'(k)) 

= µ~:rYo (a(k))x(a(k))f(k'(k~g) 

= µ~:rYo (a(k))x(a(k))f(a(k)-1n(k)-1k) 

= x(a(k))x*(a(k))- 1 f(k) 

II Ulx - g-1 · [g · !lx IIK(r) 

::; 11/IIK(r) 111 - x(a(k))x*(a(k))- 1 IIK(r) 

::; 11/IIK(r) llx*(a(k))IIK(~) llx*(a(k)) - x(a(.k))IIK(r). (11) 

The topology on the space of characters is that of uniform convergence on com-

pacta and so (17) implies that 

lim 11 [!lx - g-1 · [g · flx IIK(r) = o. 
x-+x. 

Thus 

1r(g. 6,g. 6,g. n -Y(6,e2,n1 
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= lill} I Y ( ~ 1, 6, g- 1 · [g · f lx - [flx) I 
x-+x.,xEX,5 

q 

~ C(6, 6, 8) · lill} IT 11 - Xj(w) 2 1-l · II 9-1 · [g · fJx - [!Jx \\K(r) 
x-+x. ,xEX., a 

J=l 

from Proposition 4 

q 

= C(6, 6, 8) · IT ll - X*,j(w)21- 1 · 0 = 0. 
j=l 

This shows that Y is G(r)-invariant, as required. D 

If x* is a character of Hr trivial on T2(r), lx*,j(w)I ~ 1 for j = 1, ... 'q and 

X*,i(w) 2 = 1 for j E J ~ {1, ... ,q} then for a suitable 8 > 0 we may define 

to be the "residue" (more correctly, a multiple of a coefficient in the partial frac-

tions expansion of) Y(~1, 6, [!Jx) at X*· We know from Proposition 3 that this 

limit exists and by following the proof of Proposition 5 mutatis mutandis we find 

that Yres,J defines a G(r)-invariant semi-Hermitian form on E1Jr,w X E1Jr,w X En(x.)· 

In order to show that the apparatus so far developed is not vacuous we must 

demonstrate that Y is at least sometimes non-zero. If this were our only aim then 

it could quickly be realized. Indeed, if we choose x = (I. · la-1 , ••• , I · luq) where 

a 1 , ... , D"q are positive real numbers then we may find f E En(x) such that f(g) > 0 

for all g E G(r). Choosing a vector~ E E1Jr,w we see that 

Y(~'~' f) = J 
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and the integrand is everywhere non-negative. If i(~, ~' f) = 0 then it follows from 

f (g) > 0 and the local constancy of the semi-Whittaker function that s;,w (g) = O 

for all g E G (r) and hence~= 0. Thus i(~, ~' !) > 0 if~=/= 0. However, we shall 

learn a good deal more by computing i(6, 6, J) explicitly when 6, 6 and fare 

"spherical". 

We begin by reviewing a few known facts. Suppose that x is an unramified 

character of Hr, which means that X!K(r)nHr = 1. Then we may define a vector 

fo E Err(x) by setting 

f o (g) = µ~:rYo ( a(g) )X( a(g)) 

where g = n(g)a(g)k(g) is an Iwasawa decomposition of.g. This vector satisfies 

k · f O = f O for all k E K ( r) and is called the (normalized) spherical vector in JI (x). 

In the representations rJr,w we cannot, of course, hope to find a vector fixed 

under K ( r) since K ( r) ;;2 µ 2 and the representations are genuine. Thus we must 

first enquire when the met_aplectic double cover of G(r) is split over K(r). It turns 

out that this happens (for non-Archimedean ground fields, F) precisely when the 

residual characteristic of F is odd. This follows from the argument (though not, 

as implied in [KaP], the statement) of Lemma (11.3) of. [Mo2]. Thus in all our 

discussion of spherical vectors below we must assume that F is not dyadic and we 

shall do so from now until the end of this section. The splitting of the metaplectic 

cover over K(r) is then unique and we shall suppose that s : K(r) ---+ K*(r) has 

been chosen to be a homomorphism. 

We note that under our new assumption on F the Hilbert symbol takes a 
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particularly simple form. Indeed, by Proposition 8, §3, chapter XIV of [Ser] we 

have 

av(b) [ l (q-1)/2 

(a, b) = (-l)v(a)v(b) bv(a) . 

where v( ·) is the normalized additive valuation, q is the module of the field and 

the bar denotes reduction modulo the prime ideal in Op. In particular, (a, b) = 1 if 

a and b are both units and it is always possible to find a unit a so that ( a, w) = -1 

for any given normalizer i:r. This is arranged by choosing a so that its reduction 

modulo the prime ideal is a quadratic non-residue in IFq. 

It is still not always possible to find a K*(r)-fixed vector in the space of {}r,w, 

since the choice of suitable character w might not allow it.· Clearly for {}r,w to have 

a non-zero K*(r)-fixed vector the character w must be trivial on Z(r) n K*(r). If 

r is even then there is only one choice of suitable character and it always satisfies 

this condition. If r is odd then 

Z(r) n K*(r) = Z1(r)n K*(r) ""o;' 

as follows from the discussion preceding Proposition 3 in section 3 plus what we 

have just said about the Hilbert symbol. The character w is already assumed 

to be trivial on ( o; )2 arid we are requiring that it should in fact be trivial on 

0;. In the rather odd terminology of [KaP] such characters are referred to as 

"normalized" ( their "unramified" characters must be trivial on K* ( r) n Z2 ( r) but 

may be non-trivial on K*(r) n Z1 (r) - a departure from the usual sense of this 

term). There are two suitable unramified normalized characters of Z1 (r) when r 

is odd. They correspond (in the sense of Proposition 3 of section 3) to the trivial 
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character and the "unramified sign um" sgnnr ( x) = ( -1) v < :z:) ( the terminology is 

Casselman's). We shall simply call them unramified suitqble characters. We note 

that if w1 and w2 are suitable characters then, since r is odd, 

and so 

in any case. 

If w is an unramified suitable character then it follows .from [KaP] Lemma I.1.3 

that the induced representation 1l"(r)(Xo,w) contains a unique normalized K*(r)­

invariant vector and from [KaP]L.2.4 that this vector lies in the space of {)r,w inside 

this induced representation. We shall denote this vector by ~0 ( the normalization 

will not be important to us and so we shall not discuss i further). 

Finally, in order to be able to compute the spherical semi-Whittaker functions, 

we shall have to assume that the additive character 'If; is itself unramified; that is, 

it is trivial on Op but non-trivial on w-10p. 

Lemma 3: Let 0 2 (2) = {w} and put 

Then =tw(h) = 0 unless v(t1) 2: v(t2) and v(t1) = v(t2) -(mod 2). If these condi-

tions are satisfied then 

{ 
1/4 (h) 

g2,w(h) = µ(2),'Yo 

{o ( ) 1/4 ( ) 
µ,fl W µ(2),'Yo h 
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Proof: That B~:w(h) -=/=- 0 implies that v(t1) 2 v(t2) follows from the argument 

used to prove Proposition 7 of section 4 once we use the assumptions made on 

~ 0 and 'If;. The argument which shows that it also implies v(t1) = v(t2) (mod 2) 

will be made in generality in the proof of the next Proposition and need not be 

preempted here. Thus we are reduced to evaluating B~:w (h) when h E G2 (2). In 

this case 

s( wh)h = s( diag( wt 1, wt2)) · 

and since s(wJ2) E 21 (2) and w2 (s(wJ2)) = µ1/J(w) (see Proposition 3 of section 

3 and Lemma 2 of section 4) the claim when v(ti) is odd is reduced to the claim 

when it is even. But this value is computed (in a somewhat disguised form) in 

Proposition 4.4.2 of [GeP]. (Note the remark immediately after the statement.) 

D 

Observe that the con9-itions in the Lemma may be combined simply to say 

that h0 E O} where ~ 2 = {a}. 

Proposition 6: Let w be an unramified suitable character and put 

Then s::w ( h) = 0 unless 

v(tr-2j+1) 2 v(tr-2j+2) 
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and 

v(tr-2j+l) = v(tr-2j+2) (mod 2) (19) 

for all j = 1, ... , q. If these conditions are satisfied then 

· ~2,w(h) ( )P 1/4 (h) 
.:::.{o · = µVJ 1JJ µ(r),'Yo 

if r is even and 

. 3;,w(h) = 17w(s(diag(ti, 1, ... , l)))µt/J(w)Pµ(l/)4 (h) ,.o . r ,'Yo 

if r is odd, where p is the number of pairs in ( 19) with odd valuation. 

Proof: The map l i-+ [f] which occurs in the Inductive S.tructure Theorem (with 

/!, = 1) is a K*(r - 2) x K*(2)-intertwining operator and it follows from the unicity 

of the spherical vector that [lo] = lb-2 ® l;. Thus we have 

~2,w(h) 1/4 (h h ) ~2,Wr-2 (h ) ~2,w2 (h ) 
.:::.{o = µ(r),(r-2,2) 1, 2 .:::.e~-2 1 .:::.e~ 2 , (20) 

where h1 = s(diag(t1, ... , tr-2)) .and h2 = s(diag(tr-1, tr)), provided that tr-1tr E 

From the previous Lemma we know that s;(2 ( e) =/ 0 and we conclude in­

ductively using (20) that s::w(e) =I= 0. If k E 1\(r) n K*(r) then k fixes lo and 

so 

';:;'2,w ( ) _ ';:;'2,w (k) --eo e - --eo 
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where 'f/w is the character in Lernrna 2. Thus rJw(k) = 1 and so s;:w(kg) = s;:w(g) 

for all k E 1\(r) n K*(r) and g E G (r). 

Let us choose a E O;. such that ( a, ro) = -1 and set 

k = s(diag(l, ... , 1, a, a-1)) E 'l\(r) n K*(r). 

A direct calculation using (3) of Chapter 1, section 3 shows that 

and so 

- ( t t-1) o;:;'2,w(h) - a, r~ 1 r ...... eo . 

It follows from this. identity that s;:w(h) = 0 unless tr-itr E (Fx)2. Thus either 

s::w(h) = 0 or (20) is applicable. We conclude inductively from this that =tw(h) = 

0 unless (19) is satisfied. The necessity of (18) for j = 1 now follows from Lemma 

3 and then we can deduce it inductively for j ..:.... 2, ... , q. 

Now suppose that (18) and (19) are satisfied. Assume for a moment that r is 

odd. Then we have 

h = s(diag(t1, 1, ... , l))s(diag(l, t2, ... , tr)) 

and the first factor on the right hand side lies in T 2 ( r). Thus 

s::w(h) = (rJw ·µ~tr.,o)(s(diag(t1,l, ... ,l))) · s::w(s(diag(l,t2, .. ,,tr))) 
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by Lemma 2 and, comparing this with the identity to be proved when r is odd, 

we see that we may henceforth suppose that t 1 = 1 when r is odd. 

This said, (20) and Lemma 3 give inductively that 

=tw(h) 

= µ,p(w)P' µ,p(w)P" µ~/)\r-2,2)(h1, h2)µ~/~ 2),,o (h1)µ~£~,o (h2) 

'+ II 1/4 = µ,p(w)P p µ (h) , (r),,o 

where p' is the number of pairs with odd valuation up to r - 2 and p" is 1 or O ac-

cording as the pair tr-l, tr does or does not have odd valuation. Since p = p' + p", 

the proof is complete. · D · 

Again, the conditions (18) and (19) may be combined to say that h0 E O} 

for all a E ~2-

Proposition 7: Let w be an unramified suitable character and x be an unramified 

character of Hr trivial on T2(r) and satisfying lxj(w)I < 1 for all j = 1, ... 'q. 

Then 

q 

T(eo;eo, lo) . C · II (1- Xj(w) 2)-1 , 

j=l 

where C is a non-zero constant. 

Proof: Since all the data are spherical we have 

J (21) 
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Recalling that h i---+ (h0 )aEL:l2 is an isomorphism from Z1(r) \T1(r) onto (Fx)q 

and using Proposition 6 we see that (21) may be rewritten as 

T(eo, eo, fo) = J x(t) dxt. 

(oi)q 

Since x is unramified this has the stated value. D 

We are now ready for the result which has been the principal goal of this 

section. In the light of Lemma 1, its range of applicability is larger than may 

appear from the hypotheses. 

Theorem 1: Let w be an unramified suitable character and x be an unramified 

character of Hr trivial onT2 (r). Then .C(w, w-1; 1r) =/=- {O} for some constituent, · 

1r, of JI(x). 

Proof: Without altering the constituents of JI(x) we may conjugate x by an 

element of the Weyl group in order to assume that lxj(w)I ~ 1 for j = 1, ... , q. 

Let us put 

and define Tres,J as above (see the discussion after the proof of Proposition 5). 

Then Yres,J is a G(r)-invariant semi-Hermitian form on {}r,w x {}r,w x JI(x) and, 

from Proposition 7, 

y res,J(eo, eo, lo) = C · II (1 - Xi ( w) 2)-1 =/=- 0. 
j(!.J 

We know that {}r,w "'{}r,w-1; let e i---+ ~ be the map which realizes the isomorphism. 
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Then the uniqueness of the spherical vector implies that ea,w = e0 ,w-1. If we define 

(6, 6, f) = Yres,J(6, 6, f) 

then we obtain a G(r)-invariant trilinear form on 

with 

(eo,w, ea,w-1, !a) =I=- 0. 

This gives rise to a non-zero element of .C(w, w-1; JI(x)) and hence .C(w, w-1; 1r) =/=-

{ 0} for some constituent of JI (x). This completes the proof. D 

7. Addenda 

Many natural questions remain open after the work· of the previous section. 

One expects there to be numerous representations, 1r, of G(r) not belonging to the 

principal series for which 

and the methods of section 6 do not extend to these. Also, Theorem 1 of section 

6 does not address the question of precisely which constituents, p, of a reducible 

spherical principal series representation satisfy 

This section will be devoted to observations on these problems which seem worth 

making although the author has not as yet been able to achieve any general results 

by their use. 
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We first note that if w E S12 (r) then w- 1 E S11 (r). This is clear if r is odd since 

then both S1 1 (r) and S1 2 (r) consist of all suitable characters. If r is even then 0 2 (r) 

is a singleton, but 0 1(r) consists of all extensions of the unique suitable character 

to Z1 (r) and the claim follows. We shall denote by W(r, 'l/J) the Gelfand-Graev 

representation of G( r) with trivial central character formed using the additive 

character 'I/J. That is, 

W(r, 'l/J) = Ind~(;),N('Yo) (10 'I/J) 

where the induction is smooth but with no restriction on supports. If w E 0 2 ( r) 

then we define 

T: {)r,w-1 0 {)r,w --t W(r, 'l/J) 

by 

(1) 

where the product of genuine objects is being regarded as non-genuine in the usual 

way. Since the two semi-Whittaker functions transform on the left under Z1 ( r) 

by inverse characters, T(6 0 6) transforms trivially on the left under Z1 (r). The. 

fact that () 1 · () 2 = 'ljJ shows similarly that T(6 0 6) transforms correctly on the 

left under N (,'0 ). Since both ~ 1 and 6 are smooth, T ( 6 0 6) is smooth and hence 

(1) is well-defined. Its very definition makes it clear that T is an intertwining 

operator. 

We can actually be a little more precise about the range of T. If W E W ( r, 'ljJ) 

then I W (g) 12 is left invariant by both Z 1 ( r) and N (,0 ) and so it makes sense to 
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consider the integral 

J (2) 

V(r )·N('Yo)\ G(r) 

We shall denote by W 2 ( r; '1/J) the subspace of W ( r, '1/J) consisting of functions for 

which (2) is convergent. (The Cauchy-Schwarz inequality shows as usual that it 

is a subspace.) Note that W 2 (r,'I/J) is a subrepresentation of W(r,'1/J) and carries 

the structure of a pre-Hilbert space. 

Proposition 1: The range of T lies in W 2 ( r, '1/J). 

Proof: The decomposition G(r) = N('Y0 ) HrK(r) and the smoothness of the func-

tions involved show that WE W 2 (r, '1/J) if and only if 

J IW(h)l 2 < 00. (3) 

Z1(r)\Hr 

For any Whittaker function, W, we have W(h) = 0 if lh°'I >>w 1 for some a E ~-

Thus (3) is equivalent to 

J 
{hEzl(r)\Hr such that 1h0 1:51 V aEA} 

If 6 E EiJr w-i and 6 E EiJr,w then we have 

IW(h) 12 dh < CX). 

I 31,w-1 (h) I ~ 1/4 (h) and 
6 · µ(r),,o I 32,w (h) I ~ 1/4 (h) 6 µ(r),,o 

by Proposition 8 of section 4. Thus 

and we are reduced to the· convergence of 

J µ(r),,o (h) dh 
{hEZ1(r)\Hr such that 1h0 1:51 V aEA} 
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which is well-known. D 

If 7f is an irreducible admissible generic representation of G ( r) and v E E-rr 

then we may define 

(6,6,v) = J T(6 0 6)(g)Wv(g) dg, (6) 

zl(r) ·N( ,o )\G(r) 

for 6 E Bar,w-i and 6 E.E.ir,w' where Wv E W(r,'1/J) is the Whittaker function 

associated to v. By Proposition 1 we know that if Wv E W 2 (r, '1/J) then (6) will be 

absolutely convergent (as (5) shows, this condition on Wv isn't sharp). When (6) 

is absolutely convergent for all v E E-rr, it defines an invar.iant trilinear form on 

which then extends to an element of L:(w-1 , w; 1r). Thus we have a way of producing 

an element of L:(w-1 , w; 1r) for any irreducible admissible generic representation, 

1r, whose Whittaker model lies inside W 2 (r, '1/J). The difficult point is to show 

that the resulting functional is not identically zero. Of course, this cannot be 

true in general. There are many irreducible principal series representations whose 

induction datum is not balanced but whose Whittaker model lies in W 2 (r, '1/J). For 

these, (6) must be identically zero by Theorem 3 of section 5 (at least when F is 

not dyadic or r ::; 3). 

We wish to close this section by showing that (6) gives rise to a non-zero 

element of L:(w-1 , w; 1r) in.at least one instance. We shall postpone a discussion of 

the significance of this result until after the rather lengthy calculation necessary 

to prove it. From now on we assume that F is not dyadic. 
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Let u denote the Steinberg representation of G(2) (see [Cas], for example). 

That is, u is the unique irreducible subrepresentation of the reducible principal 

series representation 1r = Il_(µ 112) (the symbolµ will henceforth stand for µ( 2),{l,l))-

The other constituent of 1r is the trivial representation and there is thus a ( non-

split) short exact sequence 

0 --+ u --+ 1r --+ 1 --+ 0 . (7) 

The unique normalized spherical vector v0 E E1r has non-zero image in the trivial 

representation under the map in (7) and thus the representation u is not spherical. 

Let us introduce some notationwhich will be useful in the calculation to come. 

We set 

form~ 0 and 

t(x).=.(~ ~), 

(1 0) m(y) = y 1 ' 

w=(~ ~), 

a(x1_ ,x2) = (XQl . Q) 
X2 

n(y)=(~ i) 
r(x) = ( ~ ;-\) 

for x 1, x 2 , x E px and y E F. The following identities connecting these matrices 

may easily be established by direct calculation: 

(8) 

(9) 

m(x) = n(x-1 )a(x-1 , x)r(x) (10) 

wm(y) = n(y)w (11) 
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for X1,x2,x E px and y E F. 

Lemma 1: Let v = v0 -·1r(t(w-2))v0 • Then v is a non-zero vector in the space 

of a which is fixed by K2. 

Proof: In the function space model of 7r, v0 is given by v0 ( nak) = µ(a) for 

n E N(,'0 ), a E H2 and k E K(2). Thus v(e) = 1 - q2 (where q is the module of 

F) and so v =J. 0. Clearly the image of v in the trivial representation in (7) is zero 

and so v E Eu. If k2 E K2 then 

a(k2)v = 1r(k2)vo - 1r(k2t(w-2))vo 

= Vo - 1r(t(w-2))1r(t(ro2)k2t(ro-2))vo. (12) 

If 

then 

t( ro2)k2t( ro-2) = ( ro~2c w;b) E ~(2) 

and so 1r(t(ro2)k2t(w-2))vo = Vo. From (12) we then obtain a(k2)v = v. D 

Lemma 2: Let 

where [ 0 / ro20] indicates a transversal for O / ro20 and so on. Then 1(,2 is a tran­

versal for K(2)/K2. 
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Proof: This is a routine computation. D 

The Steinberg representation is generic and we next wish to compute the 

Whittaker function of v. We shall assume henceforth that the additive character 

'¢ is trivial on O but non-trivial on w- 10. The computation can be reduced 

substantially by the following observations. The Whittaker function is given by 

the absolutely convergent integral 

(13) 

Now the integral 

Wv0 (g) -1 Vo ( W ( ~ ~) g) '1/J(x) dx (14) 
F 

is also absolutely convergent and, although it cannot strictly be referred to as the 

Whittaker function of v 0 , its value may be computed. by the same method which 

is used to compute the spherical Whittaker function for an irreducible spherical 

principal series representation. Indeed, the computation in [God], Theorem 11 

remains valid for (14) and. we obtain 

The Whittaker function Wv satisfies 

ifm < 0 

if m ~ 0. 
(15) 

for n E N(,0 ), z E Z1 (2) and k2 E K2 and so it suffices to compute its values on 

the set 
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Lemma 3: We have 

w.(t(,,r)m(x)) = { ~ - ,P(x-1 ) 

for x E roOx, 

0 
. -'I/;( ro-2x-1) 

m~-1 

m=O 

m~ 1, 

m~ -1 

rri = 0 

m~ 1 

-'I/;( w-lx-1) (1 + q-1) 

m~ -3 

m=-2 

m=-1 

m~O -q-(m+l) (1 + q-1) 

forx E ox and 

for x E roO. 

Proof: Initially imposing no restriction on x E O we have 

m~ -3 

m=-2 

m~ -1 

Wv(t(rom)m(x)) = Wv0 (t(rom)m(x)) - Wv 0 (t(rom)m(x)t(ro-2)) 

= Wv0 (t(rom)) - Wv 0 (t(rom-2)m(ro-2x)). (16) 

If x = 0 then combining this with (15) we obtain the first displayed formula. Now 

suppose that x lies in ox or wox. Then 
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from (10), and since w 2x-1 E 0, r(w-2x) E K(2). Thus (16) gives 

Wv (t(wm)m(x)) 

= Wv 0 (t(wm))-Wv0 (t(wm- 2 )n(w2x-1 )a(w2x-1,w-2x)) 

= Wv0 (t(wm)) - Wv 0 (n(wmx- 1 )t(wm-2 )a(w2x-1 , w-2x)) 

= Wv0 (t(wm)) :.._'ljJ(wmx-1 )Wv0 (t(wm- 2 )a(w2x-1 ,w-2x)). (17) 

If x E w0x then wx-1 E ()X and so 

Wv0 (t(wm- 2 )a(w2x-1 , w-2x)) = Wv 0 (t(wm- 2 )a(w, tp- 1)a(wx-1 , w- 1x)) 

= Wv 0 (t(wm)a(w- 1 , w-1)) 

= Wv0 (t(wm)), 

which gives 

The second displayed formula follows from this and the fact that 'ljJ is trivial on 

0. 

Now suppose that x E ox. Then (17) gives 

Wv (t(-rom)m(x)) 

= Wv0 (t(wm)) - 'ljJ(wmx- 1 )Wv0 (t(wm- 2 )a(.w2 , w-2)) 

= Wv0 (t(wm)) - 'ljJ(wmx- 1 )Wv0 (t(wm+2 )a(w-2 , w-2)) 

= Wv0 (t(wm)) - 'ljJ(wmx- 1 )Wv0 (t(wm+2 )) 

from which the third displayed formula follows. 
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Finally, suppose that x E roO. Then 

Wv(t(rom)wm(x)) 

= Wv0 (t(rom)) - Wv0 (t(rom)wm(x)t(ro-2)) 

= Wv0 (t(rom)) - Wv0 (t(rom)n(x)wt(ro- 2 )) 

= Wv 0 (t(rom)) - Wv 0 (n(romx)t(rom)a(l, ro- 2)w) 

= Wv 0 (t(rom)) - 'l/;(wmx)Wv0 (t(wm+2)a(w-2, w-2)) 

which gives the last displayed formula. D 

We shall need to compute in G(2). We let s : G(2) -+ G (2) be the section 

corresponding to the Kub?ta cocycle 

(see [KaP), page 41). Unfortunately this section is not a homomorphism over K(2) 

and we shall briefly require the section t : G(2) -+ G (2) which is. Let us define 

for 

Then 

1<(g) = { ~c, d/ det(g)) if O <lei< 1 

if lei= 0, 1 

( ) ~(9192) 
CT 91, 92 = ( ) ( ) 

~ 91 ~ 92 
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for all 91, 92 E K(2) (see [Kub] §3, Theorem 3) and hence if we set 

t(9) = 11:(9)s(9) 

(with 11: extended to G(2) in any way) then 

t : K(2) -+ K* (2) 

is a homomorphism. It will be convenient to assume that K is extended to be 

trivial on H2 . This is possible since 11: is trivial on H2 n K(2) (because we are 

dealing with the unramifi~d Hilbert symbol). It is easy to check that 11:(k) = 1 

for all k E K2 and so s = t on K2 and, with the assumption just made, s = t on 

H2 . These facts will allow us largely to avoid the section t below. We shall write 

KJ = t(Kj) for j ~ 0. 

Now let w be the unique suitable character of Z(2) and let ~0 denote the 

normalized spherical vector in the space of {) 2 ,w as in the previous section. 

Lemma 4: The vector~= s(t(w-2)) · ~o is fixed by K 2. 

Proof: Let 

Then 

after a simple Kubota cocycle calculation and the matrix 
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lies in K(2). We have 

and 

K,(k') = { (w-2c, d/ det(k')) if C (/: w20X LJ {O} 
1 if C E w 2 0 x LJ { 0} 

= { ~c, d/ det(k)) if C (/: w 2ox LJ {O} 
if C E w 2 0 x LJ { 0} 

if C # 0 

if C = 0. 

It follows that ,,,,(k) = ,,,,(k') perhaps unless c E w 20x. But suppose that c = 

w 2u E w 2 0x. Then d E ox and so 

(c, d/ det(k)) = (w 2u, d/ det(k)) 

= (u, d/det(k)) 

-1 

since the symbol is unramified. Thus K,(k) = ,,,,(k') in all cases and so 

t(k)s(t(w-:2)) = s(t(w-2))t(k'). 

The claim follows at once _from this equation. D 

We remark that the vector s(t( w- 1)) · ~o is not fixed by Ki. This is why we are 

working at "level two" in this calculation. 

From now on let w be extended to be the unique ele~ent of 0 2 (2). 

1 w- 1 

Lemma 5: We have se: (e) # 0. 

Proof: The set { e, a( w, 1)} is a ~omplete set of representatives for the double 

coset space 
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and it follows from the lw!'l,sawa decomposition that 

G(2) = Nho) Z1 (2) H~K(2) u N(1'o) Z1 (2) H~ a(w, 1) K(2). 

Hence 

G (2) = N*ho) Z1(2) H~K*(2) U N*ho) Z1(2) H~ s(a(w, 1)) K*(2). 

If n E N*(r'o), z E Z1 (2), h EH~ and k E K*(2) then 

for any g E G (2), by Proposition 6 of section 4 and the definition of a semi­

Whittaker function of the first kind. Thus, for any g E G (2), 2tw- 1 (g) is a 

multiple of either stw-i (e) or 3~:w-i (s(a(w, 1))). Since ~a=/- 0, stw-i (g) =/- 0 for 

some g E G (2) and so to obtain the result it will suffice to show that 

Let u E Ox be such that ( u, w) = -1. Recalling that t = s on H2 we have 

2tw- 1 (s(a(~, 1))) = 3~:w-i (s(a(w, l))s(a(u, u))) 

= 2tw- 1 ((u,w)s(a(u,u))s(a(w, 1))) 

1 -1 = -w(s(a(u,u))) 3~:w (s(a(w, 1))) 

and so the conclusion will follow if we can show that w- 1 (s(a(u,u))) = 1. We 

already know, from Lemma 3 of section 6, that 3~:w(e) =f. 0. But 

3~:w (e) = 3~:w (s(a( u, u))) 

= w(s(a(u,u))) 3~:w(e) 
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and so w(s(a(u, u))) = 1, as required. D 

In the light of Lemma 5 we are free to normalize the semi-Whittaker functionals 

we are using in such a way that 

and we shall do this in what follows. 

Lemma 6: We have 

for x E wox, 

forx E ox and 

for x E F. 

Proof: For the first equation, 

sJ,\£1-l (e) = stw-l (s(t(w-2))) 

= µlf4(t(w-2)) stw-1 (e) 

= ql/2, 

as claimed. If x E px then a routine Kubota cocycle calculation establishes the 
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identity 

s(m(x))s(t(ro-2)) 

= s(t(ro-2))s(n(ro2x-1))s(a(ro2x-1, ro-2x))s(r(ro-2x)). (18) 

Now suppose that x E ox or x E roox. Then ro2x-1 E O and so r(ro-2x) E K(2). 

It is easy to check that ~(r(ro-2x)) = 1 and so s(r(ro-2x)) E K*(2). Hence 

B~,w-i (s(m(x))) = stw-i (s(m(x))s(t(ro-2))) 

= µ1/4 ( t( ro-2)) stw-1 (s(a( ro2x-1, ro-2x))) 

Now suppose that x E Ox . Then 

s(a(ro2x-1,ro-2x)) = s(a(ro4, l))s(a(ro-2,ro-2))s(a(x-1,x)) 

and since ~(a(x"""'1,x)) = 1, s(a(x-1,x)) E K*(2). Thus 

Bl'w-i (s(m(x))) = q112µ114(a(ro4, l))w-1(s(a(ro-2, ro-2))) 

= q-1/2w-1 (s(a( ro-2' ro-2)) )'. 

(19) 

However, w- 1 (s(a(w-2 , w-2))) = 1 since w is suitable and the third equation 

follows. 

To obtain the second equation, let us return to (19) with the assumption that 

x E wax. We have 

s( a( ro2x-1, ro-2x)) 

= ( ro, ro-1x) s(a(ro, ro-1)) s(a( rox-1, ro-1x)) 

= ( ro, ro-1x) ~(t( ro2)) s( a( ro-1, ro-1)) s( a( wx-1, ro-1x)) 
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and s(a(wx-1 , w- 1x)) E K*(2) because K(a(wx- 1, w- 1x)) = 1. Therefore 

giving the second equation. 

Another routine Kubota cocycle calculation shows that 

s( wm(x))s(t(w-2)) · s(n(x))s(a(l, w-2) )s( w) 

and K(w) = 1 so that s(w) E K*(2). Thus 

3~,w-1 (s(wm(x))) = s~:w-i (s(wm(x))s(t(w-2))) 

. = stw-l (s(a(l, w-2))) 

giving the last equation. D 

= µ1/4(a(l, w-2)) 

-1/2 
=q ' 

In the following Proposition the quantity 

uE[OX/HwO] 

(20) 

will occur and we wish to note that it is a very classical object in number theory. 

Under reduction modulo wO the set [Ox /1 +wO] maps onto lF;, where lFq is the 

residue class field of F. The map u t-t ( u, w) is then simply the Legendre symbol 

on lF; and u t-t 'I/J(w-1u) is a non-trivial additive character on lFq. Making the 
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change of variable u H u--: 1 in (20) we see that it is -w-1 (s(roJ2)) multiplied by 

a quadratic Gauss sum. Since w- 1 is a unitary character it follows that jgj = q112 

from the classical theory of such sums. Although g could be evaluated explicitly, 

this observation will be enough for our purpose here. 

Proposition 2: We have 

· ( 1- q-1) (l,lo,v) = C g-q-1/2. 1-q-3 

where C is a positive constant. In particular, 

(l, lo, v) =/: 0. 

Proof: By definition 

(l, lo, v) = J ..... 1,w-1 ( ) .-.2,w( ) W: (. ) d .::,e g .::,eo g V g g 

Z1(2)·N('Yo)\G(2) 

where Wv is formed with respect to 'If;. Every function in the integrand is K2-

invariant on the right and. so we have 

(l,lo,v) 

rv L L 3~,w-i (t(wm)k) =tw(t(wm)k) Wv(t(wm)k) 

= L q-m/2 L 3~,w-i (s(k)) Wv(t(rom)k) 
mE2N kEIC,2 

197 



where rv denotes proport~onalty by a positive constant (which depends on the 

choice of Haar measure with respect to which the integral is performed) and we 

have used Lemma 3 of section 5. 

We now evaluate the inner sum by breaking it into. four pieces, IT], m, [fil 

and 8]. In the display below we indicate the range of summation for each of the 

pieces: 

IT] +-----+ { e} 

mH {m(x) IX E [O/w20],x E ox} 

w +-----+ {m(x) I X E [O /w20), XE wax} 

8J +-----+ {wm(x) Ix E [w0/w20]}. 

In the range m E 2N the terms in the sums IT], m and 8J do not depend on x 

and hence they may readily be evaluated using Lemmas 3 and 6. The results are 

{ 
q1/2 m = 0 

ITJ = ql/2(1 + q-l)q-(m-1) m ~ 2 

m- -(q2 _ q)q-1/2(1 + q-l)q-(m+l) 

8J = -qq-1/2(1 + q-l)q-(m+l). 

We note that 

For [fil we obtain 

W= L. (21) 
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if m = 0 and zero otherwise. Let us reindex (21) by setting x = wu where 

u E [Ox /1 + wO]. Then (21) becomes 

uE[OX /l+wO] 

uE[Ox /l+wO] 

=g 

since u t-+ (u, w) is a non-trivial character. Thus 

Putting this all together we obtain 

(e, eo, v),...., g + ql/2 -:-' ql/2(1 + q-1) 

m=O 

m~2. 

+ L q-mf2[qlf2(1 + q-l)q~(m-1) _ ql/2(1 + q-l)q-m] 

mE2N+ 

= g _ q-112 + L q-am12q112(1 + q-"--l)(q _ l) 
mE2N+ 

-3 ' 

= g - q-:1/2 + 1 ~ q-3qlf2(1 + q-l)(q-1) 

1 -1 
= g _ q-1/2. - q 

1- q-3 

after a little further algebra. This proves the first claim. For the second we note 

that, since q > 1, the reverse triangle inequality gives 

and so (e, eo, v) -:/= 0. D 

199 



Theorem 1: Suppose that F is not dyadic and let a be the Steinberg representa-

tion of G(2). Then .C(w; a)=/ {O} for w the unique suitable character. 

Proof: It is well-known (see [God] for example) that the Whittaker model of a 

lies in W 2 (2, 'lj;) and hence. (6) defines an element of .C(w; a). (Recall that w = w- 1 

in this case.) From Proposition 2 we know that this trilinear form is non-zero and 

the Theorem follows. D 

In order to understand the significance of this result, let us make some ob-

servations. First, Theorem 1 of section 6 assures us that some constituent, p, 

of 1r = ][(µ112) satisfies .C(w;p) =J {O} and Proposition 5 of section 5 tells us 

that, in any case, dimc(.C.(w; 1r)) ~ 1. Secondly, since iJ2 ,w is self-contragredient, 

.C(w; 1) rv C and any non-zero trilinear form in .C(w; 1) may be pulled back via 

the surjection 1r -+ 1 to give a non-zero element of .C(w; 1r) which is zero on 

iJ2 w@ iJ2 w@ a. Thus .C(w; 1r) rv C and we conclude that a non-zero element of , , . 

.C(w; a) cannot extend to all of iJ2 ,w@ iJ2 ,w@ 1r. This is concordant with the fact 

that the integral· ( 6) in this situation is generally divergent unless v E Ea. 

We are led by this result to recognize that several constituents of a reducible 

spherical principal series representation may carry invariant trilinear forms. It 

would be interesting to determine whether any constituent which is neither spher-

ical nor generic can carry such a form, but this will have to await more detailed 

investigation of GL(3) since such constituents do not arise on GL(2). 

We note that Theorem 1 may be used to fill one of the gaps in Savin's results 
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in [Sav]. If we let >.. be a c.haracter of px such that >..2 = 1 then Savin writes 

St>.= >..(det) @St 

where St = CT is the Steinberg representation. On his list of constituents of prin­

cipal series representations which may carry invariant trilinear forms are included 

the representations 

for the various possible >.., but he does not decide whether or not they actually carry 

non-zero forms. Applying Theorem 2 of section 5 with p - St>. (so that wp = 1), 

w any suitable character of Z(3) and v = w- 1 we obtain an exact sequence 

where rJ is the suitable character of Z(2). Now St\1) ""'>..i · 1112 on GL(l) and since 

this is not square-trivial, £(w', (w-1)'; St\1)) = {O} and (22) gives 

If >..2 = 1 then>.. 0 {) 2 ,r, '"'"'{)2,r, (by Proposition 4 of section 1, for instance) and so 

which gives 

£(TJ; St>.) ""'£(TJ; St) '""'<C 

by Theorem 1 and Corollary 1 of section 5. We conclude that 
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APPENDIX 

The purpose of this appendix is to point out a third error in [BuG]. We give 

some examples to show that an arithmetic claim made in that paper is false. 

Although this error is not as serious as that exposed in ·section 5 of Chapter 2, 

it does necessitate a modification of their local calculations and means that not 

all of their results can be relied on in detail. Furthermore, noticing this error 

restores the proper uniformity from the function field to the number field case; 

unfortunately it means that both cases are a little more complicated than Bump 

and Ginzburg allow. In order to explain this error let us recall some notation 

from §3 of [BuG]; in that section F is a global field, A its ring of adeles, Ax the 

corresponding group of ideles and S a certain finite set of places of F including the 

Archimedean·places. In the course of establishing the invariance of their proposed 

integrand under the center ZA of GL(r, A) when r is even and F is a number 

field, they make the following claim: "Now if F is a number field, a consequence 

of the strong approximat~on theorem is that px (Ax )2 fflvts o;) = At, and so 

we have invariance under all of ZA." They proceed to exclude the function field 

case when r is even in order to be able to make use of invariance under the 

center. Unfortunately, not only does the equality px (A~ )2 (I1vts oi) = Ax not 

follow from the strong approximation theorem, but the equality itself is generally 
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false, as we shall show below. This means that the integrand in Bump-Ginzburg's 

integral has not been show to be invariant under the center of GL(r, A) and their 

Rankin-Selberg integral has not been shown to be well-defined when r is even; in 

the absence of this, they gain nothing by restricting to the number field case. 

Proposition 1: Let F be a number field, Pc its group of ideles, B some finite set 

of places of F including the Archimedean places and Cl(F) the ideal class group of 

F. Then the finite group 

maps onto the group Cl(F)/(Cl(F)) 2 . 

Proof: Let B00 denote the set of Atchimedean places of F. For any finite set 

T 2 B00 put 

It is well-known that 

maps onto Cl(F). Under this homomorphism the subgroup 
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maps into the group of square classes and so the quotient by this subgroup maps 

onto Cl(F)/(Cl(F)) 2 . However, this quotient is isomorphic to 

and the lemma follows. D 

It follows from Proposition 1 that the equality Pc = px (Ax )2 fflvts o:) can-

not hold for any number field F having even class number. It would be possible to 

reformulate the truth of the equality in question as a rather complicated condition 

involving only objects fa~iliar from the classical (that is, non-adelic) description 

of the arithmetic of F. Rather than doing so we content ourselves with two fur-

ther observations. The first is that it is easy to see that the equality does hold 

in the case F = Q. for every choice of S. Hence any application of the details of 

Bump-Ginzburg's work in.which the only ground field of interest was the rational 

numbers is not invalidated by the observations made here. The second is that it 

is not true that the only obstruction to Bump-Ginzburg's equality is 2-torsion in 

the class group of F. We make this claim precise in the following Proposition. 

Proposition 2: Let F be a number field of class number one and S a finite set 

of places of F containing the Archimedean places. Let 

~ = IT {±1} 
vESreal 

where Sreal denotes the set of real places of F and put 

~o = {(sgn(av))vESreal la E Oi,}::; ~. 
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Then the finite group 

maps onto the group E /Eo. 

Proof: We may regard E as a subgroup of AX and we do so in what follows. 

Since F has class number one we have · 

and hence 

Ax = px (TI FX)DX (B ) vEBoo V oo 

Ax /(Ax )2 px Dx (Boo) 

= px (IJvES00 1:;)DX (Boo)/ px (IJvESoo (Fvx )2)DX (Boo) 

= px (IJvESoo (Fvx )2) E DX (Boo)/ px (TivESoo (FvX )2)DX (Boo) 

"'E/En (Fx(I1vESoo(FvX)2)DX(Boo)). 

let us write it as a· (/3;)ves00 • ( 'Yv )v~s00 where a E F and suppressed components 

of the ideles are all equal to l. Comparing components we find that av = 'Yv E o; 

for all finite places v and consequently a E o;., the group of units of the ring of 

integers of F. For v E B;eal we have fv = av · /3; and since fv = ±1 this gives 

fv = sgn( av). It is easy to see that any (Ev) E E satisfying these two conditions is 

an element of the intersection. Thus 
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and it follows that 

Since DX (S00 ) 2 Dx (S), the Proposition follows from this. D 

To show that Proposition 2 gives rise to obstructions to the Bump-Ginzburg 

equality beyond those arising from the class group we must give an example of a 

number field Fwith class number one but with the group E/Eo non-trivial. This 

is easily done: consider for example the field F = Q( J3). It is well-known that F 

has class number one and that o;. = {±1} x (E) where E = 2 + J3. The field F 

has two real places and so·E,..., {±1} x {±1}. Since Eis positive at both of these 

places we have E0 = {(1, i), (-1, -1)} and hence E/Eo is cyclic of order two. So 

the Bump-Ginzburg eqµality fails for this field for _any choice of S. More generally 

we might take F to be any real quadratic field with class number one and totally 

positive fundamental unit. 

For completeness let us observe that the statements made about the function 

field case in [BuG) are also erroneous; generally the subgroup px (Ax )2 (I1v~s o;) 

of Ax has index greater than two. 

Proposition 3: Let F be a function field, Ax its group of ideles, S any finite set 

of places of F, Cl(F) the set of divisor classes of F and Cl 0 (F) the set of divisor 

classes of degree zero. Then the finite group 

. Ax /Fx(Ax)2(f1v~S0;) 

maps onto the group Z/2Z x cz 0 (F)/(Cl°(F)) 2 • 
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Proof: Using the same notation as above we have 

and if we let A1 denote the set of ideles whose idele norm is one then we have 

isomorphisms 

and 

From this point on the pr0of proceeds exactly as in the number field case. D 

It is not difficult to manufacture examples in which the group Cl 0 (F) has non-

trivial 2-torsion. For instance, let lF be a finite field of characteristic neither 2 nor 
,. , .. 

3 and let Ebe the elliptic curve over lF with Weierstrass model y2 = x(x-a)(x-b) 

where a and bare distinct elements of JFX. This elliptic curve is its own Jacobian 

and its 2-torsion subgroup over lF is isomorphic to Z/2Z x Z/2Z. If we let F be 

the field of functions of E then, as usual, this subgroup gives rise to a subgroup 

of Cl 0 (F) isomorphic to Z/2Z x Z/2Z. Thus the index of (Ax )2 px (Tiv o:) in Ax 

is at least eight for this field .. 
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