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Abstract of the dissertation

There are still fundamental questions that remain unanswered with respect

to the processes involved in the formation and evolution of the continental crust

of North America. Data about the rock properties and rock types from the

deeper crust can help us answer these questions. Seismic data provides one of

the most detailed looks at the characteristics of the rocks in the subsurface.

Active tectonic margins are well studied as these regions have a lot of natural

seismicity due to active tectonic processes. On the other hand intracratonic

regions can be difficult to study due to the lack of such natural seismicity.

Deep crustal active seismic studies can be expensive and spatially restrictive.

Oklahoma presents a unique case as the intraplate seismicity due to waste

water injection provided the data required to evaluate the deep and shallow

crustal structures. The combination of high local seismicity, installation of

local monitoring stations in response to it, and coincidental overlap of the US

Transportable Array can be utilized to study the deep crust of Oklahoma.

To study the deeper crust, I present a non-standard methodology of pro-

cessing a passive seismic data set. Vertical and horizontal component data with

a maximum offset of 250 km is selected for processing. The data are bandpass

filtered, converted to envelope, and STA/LTA (short-term average/long-term

average) ratio applied. Next, the waveforms are sorted into common-mid-

point (CMP) gather and stacked into 5 km offset bins. These steps simplify

xvi



the waveforms and increase the signal-to-noise ratio, thus making it easier to

identify and pick the P- and S-wave arrivals, especially for far-offset(>150 km)

traces. Travel-time curves for each of the CMP bin are picked and inverted

to obtain 1-D velocity-depth function at respective CMP bin locations. These

are then combined to obtain 3-D P- and S-wave velocity model for the crust

of Oklahoma up to 40 km depth. The P- and S-wave velocity models are

combined to produce a VP/VS ratio and Poisson’s ratio model for the crust.

The results are enlightening and show a high P-wave velocity (>7 km/s) lower

crust for Oklahoma. VP/VS ratios of >1.8 are reported for the lower crust.

These values suggest a mafic lower crust that possibly formed through mafic

underplating and crustal melting. The P- and S-wave velocity anomalies ob-

served in the upper-middle crust are well correlated with local structures and

gravity data. This methodology overcomes the limitations of traditional local

earthquake tomography where the low S/N ratio for far offsets limits the depth

of investigation. Our final velocity models reveal a heterogeneous upper crust

that transitions to a more homogenous lower crust.

The source of induced seismicity in Oklahoma has been the waste-water

injection operations related to the local petroleum production activities. To

understand the earthquake source processes and fault dynamics we need accu-

rate earthquake location estimates. The vast majority of earthquake location

algorithms improve on the lateral earthquake location but still have major

inaccuracies in the earthquake depth estimates. I use delay times observed

between seismic phases to improve depth estimates for the local basement

structure and the observed earthquakes. A local nodal array deployment over

the Cushing Fault Zone in Oklahoma recorded three earthquake events that

occurred on the fault that show seismic phase conversions possibly occurring

at the basement interface. Using travel time modelling of the phase delay

xvii



times I can establish that the observed phase conversion is an S-to-P (SP )

conversion at the basement and a basement depth of 1.05 km is estimated

using the delay times between SP and S phase arrivals. Using the established

basement depth, I model synthetic waveforms for the three events for varying

earthquake depths. Finally, I pick the P and SP arrivals on modelled and

observed data and use their delay times to estimate the earthquake depths.

The results for basement depth and earthquake depth do agree with the lo-

cal geology and seismicity. This technique can be used to improve the local

structure and earthquake depth estimates. I also propose future work that

involves full waveform modelling for each of the earthquakes that will remove

assumptions related to the moment tensor of the earthquakes and will lead to

a more accurate depth estimates.
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Chapter 1

Introduction

The aim and motivation of this dissertation is twofold — first, to constrain

the formation history of Oklahoma’s crust and second, to aid in developing a

better basement fault database for Oklahoma. The 3-D P and S wave velocity

model developed in this dissertation is one of the first deep crustal seismic

velocity model available for Oklahoma. Seismic velocity models are used to

assess the lithology of the crust and are also hugely important for earthquake

location estimates. Deep crustal lithology can help us in determining the

crustal processes that shaped the present day basement rocks of Oklahoma.

Earthquake location estimations from an improved velocity model and novel

techniques as presented in the third chapter of this dissertation, will provide

a more detailed map of the fault structures in Oklahoma.

1.1 Oklahoma: A Missing Piece in the Pre-

cambrian Assemblage of North America

Oklahoma belongs to the Great Plains region of the North America, a vast

expanse of plains and grasslands which on the first glance can be geologically
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underwhelming but below the surface, Oklahoma hosts a rich geological his-

tory. The basement rocks of Oklahoma are part of ∼1.5-1.35 Ga continent

building event that gave rise to the the vast midcontinent Southern Granite-

Rhyolite province (SGRP) of North America. Following a long period of geo-

logic lull that eroded large swaths of geologic history, the region experienced

several periods of eustatic sea level changes starting from the late Cambrian.

Late Cambrian, Ordovician, Silurian and Devonian were tectonically quiet and

were dominated by widespread deposition of limestones, dolomites, and shales

with interspersed layers of sandstone. Crustal unrest during the Late Mississip-

pian with rapid subsidence resulted in deposition of thick shale and limestone

sequences in southern Oklahoma. This was followed by intense deformation

during the Pennsylvanian subperiod when rapid basin subsidence and orogeny

in the south occurred. These deformations are associated with the Ancestral

Rockies orogenesis and are responsible for the present day tectonic configura-

tion of Oklahoma. Shales interspersed with sandstones and limestones are the

dominant Pennsylvanian rocks found in Oklahoma. Rocks from this period

are the dominant reservoir rocks in Oklahoma.

While the sedimentary rocks have been extensively studied as they form

the basis of the oil and gas industry in the region, there is relatively little in-

formation available regarding the Precambrian rocks that form the basement

of Oklahoma. Most of the information available regarding the nature of these

rocks are derived from drill cuttings of the upper most part of the basement

(Denison, 1981; Nelson and DePaolo, 1985; Bickford and Lewis, 1979; Bickford

et al., 1981; Muehlberger et al., 1967). Through geochemical and petrographic

analysis of the basement rocks of Oklahoma and surrounding regions, several

models of the formation of the rocks of the Southern Granite-Rhyolite province

(SGRP) have been presented. Several authors propose an anorogenic origin
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due to the presence of coeval A-type plutons. Many authors argue for an ex-

tensional settings for the origin of these rocks while others for a convergent

and transpressional settings for these rocks. Some of the recent studies sug-

gest that the midcontinent granite-rhyolite rocks were formed from basaltic

underplating and crustal melting. Deep crustal seismic velocity models and

Poisson’s ratio estimates can provide evidence of processes that led to the for-

mation of the SGRP. I use the local seismicity in Oklahoma to derive deep

crustal P and S wave velocity models and Poisson’s ratio estimates to charac-

terize the deeper crustal rocks in Oklahoma and begin to address some of the

bigger questions regarding the evolution and formation of the North American

midcontinent.

1.2 Seismicity in Oklahoma

The 1966 Rangely, Colorado induced seismicity experiment led to the dis-

covery of anthropogenic influence on local seismicity through fluid injection

in the subsurface (Raleigh et al., 1976). Four decades later, Oklahoma had

the perfect conditions for a similar but unintended seismic experiment. The

result was a natural laboratory that provided geoscientists with access to ob-

serving large-scale geodynamic processes and increased our understanding of

intraplate seismicity.

The oil and gas industry has been a part of Oklahoma’s history for more

than a century. Once a top producer for the United States, the production in

Oklahoma declined in the latter half of the 20th century. In the last decade,

advancement in oil recovery techniques lead to an increase in oil and gas pro-

duction. The huge boom in production activities was accompanied by an in-

crease in wastewater produced during these processes which was injected back
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into deeper sedimentary formations. The high rate and volume of waste water

injection resulted in an exponential rise in seismicity starting from 2009 and

achieving peak seismicity rates between 2014-2016 (Ellsworth, 2013; Keranen

et al., 2013, 2014; Weingarten et al., 2015; Keranen and Weingarten, 2018),

with more or less all of the earthquakes originating in the shallow basement.

The rate of induced seismicity has since declined as the waste-water injection

rate was reduced as part of efforts to mitigate the seismicity and related haz-

ard in the region. Even with an overall reduced rate of injection, Oklahoma

experienced one of the largest earthquake at Pawnee in 2016 with Mw 5.8

which underscores the need to better understand the basement structure of

Oklahoma.

The induced earthquakes reactivated several dormant, unmapped faults in

Oklahoma. Most of the earthquakes in Oklahoma occurred in basement rooted

unmapped faults (Qin et al., 2018). The earthquake locations in Oklahoma

showed previously unmapped fault structures in the shallow crust emphasiz-

ing the need to perform seismic imaging of the basement to characterize these

structures. A comprehensive fault map was developed by Marsh and Hol-

land (2016). They created the fault database by compiling fault maps from

published literature, and geologic interpretations from data collected by the oil

and gas industry in the region. These data however mostly comprised of faults

mapped in the sedimentary layers. Researchers have used aeromagnetic data

(Shah and Keller, 2017) and earthquake clustering (Schoenball et al., 2018;

Qin et al., 2019) to identify basement faults and add to the fault database for

Oklahoma. The fault locations are important when assessing the local seismic

hazard and to regulate waste-water injection in the region. Several studies

have also analyzed the ambient stress field, the state of stress for faults in

Oklahoma, and how the stress changes are caused by varying injection rates
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(Darold et al., 2015; Barbour et al., 2017; Walsh and Zoback, 2015; Schoenball

et al., 2018; Qin et al., 2018).

Local and regional seismic velocity models are required to obtain accurate

earthquake location estimates which forms the basis of most of the earthquake

hazard studies. The rise in seismicity along with increased seismic monitoring

has provided an extensive passive seismic dataset for Oklahoma. Local seis-

micity is useful to perform local earthquake tomography, but earthquakes in

Oklahoma are very shallow and thus results in shallow upper crustal velocity

models. A few studies have utilized the seismicity to developed low resolu-

tion upper crustal velocity models for Oklahoma (Chen, 2016; Toth, 2014; Pei

et al., 2018) but due to lower resolution and/or limited extent of the models,

deeper crustal features are not highlighted. I make use of the extensive pas-

sive seismic dataset available for central Oklahoma and apply active seismic

processing techniques to develop 3-D P- and S-wave velocity models for Ok-

lahoma that highlight the regional crustal features. Another major problem

with earthquake location is the uncertainty in vertical location estimates. In

Oklahoma for some local earthquake records shallow crustal reverberation and

phase changes are observed. I perform forward travel time modelling to under-

stand the origin of the phase changes and further perform waveform modelling

to model the time delays between phases to further enhance the earthquake

depth locations.

1.3 Structure of the Dissertation

I present my work in three chapters, one of which is reformatted from a

published paper and two are in preparation for submission. The chapters are

summarized below:
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• Chapter 2: provides detailed methodology that I have used to process

the passive seismic data. It focuses on the description and interpretation

of a 3-D P-wave velocity model for central Oklahoma. In addition to this,

it also provides a summary of geologic and geophysical studies relevant

to understanding the Precambrian basement rocks of Oklahoma.

• Chapter 3: focuses on the interpretation of a 3-D S-wave velocity model

and Poisson’s ratio estimates derived for central Oklahoma.

• Chapter 4: focuses on the travel time and waveform modeling of local

seismic waveforms from Cushing to obtain better estimates of vertical

earthquake location.

• Chapter 5: summarizes the major results and proposes future research.
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Chapter 2

Imaging the deep crustal structure of

central Oklahoma using stacking and

inversion of local earthquake

waveforms

2.1 Abstract

The southern Granite-Rhyolite province contains a comprehensive record

of lithospheric evolution in North America. During the last decade, increased

seismicity along with improved seismic monitoring in Oklahoma provided a

rich catalog of local earthquakes. The source-receiver geometry of this dataset

is well posed to illuminate the middle and lower crust through long-offset

recordings of the Pg phase. We present a 3-D P-wave velocity model for

central and northern Oklahoma developed through a non-standard processing

scheme applied to local earthquake waveforms recorded from 2010-2017, focus-

ing on the deeper crust. We employed common-mid-point sorting, stacking,

and inversion of Pg-phases which resulted in a set of localized velocity-depth

functions up to depths of 40 km. Using this methodology, we significantly
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increased the S/N ratio for far offset (∼200 km) local earthquake waveforms

which led to the increase in depth of investigation in the final 3-D velocity

model. We find high velocity (> 7 km/s) lower crust throughout the inves-

tigated area which suggests a mafic lower crust. The high velocities support

previously established models which state that the lower crust of the Southern

Granite-Rhyolite province was derived from melting of older crust. We further

relate shallow and middle crustal velocity anomalies to other data sets such

as gravimetric and magnetic anomalies, and the spatial distribution of earth-

quakes. We do not find clear evidence for the existence of the Midcontinent

Rift (MCR) in northern Oklahoma.

2.2 Introduction

The study of Precambrian rocks in the midcontinent region (Figure 2.1)

of North America is crucial in understanding the Proterozoic evolution of the

North American continental lithosphere. Due to the limited exposures of the

Precambrian crystalline rocks in the midcontinent region, most studies have

used cores and drill cuttings to study the Precambrian geology in this region.

In Oklahoma, the Precambrian basement is covered by Phanerozoic sediments

except for a small area in Spavinaw, OK in the northeast and in the eastern

Arbuckle mountains in the southeast.

Some of the early petrological and geochronological studies of the Precam-

brian basement rocks laid the groundwork for investigating the continental

evolution in the midcontinent region (Bickford and Lewis, 1979; Bickford et al.,

1981, 1986; Denison et al., 1984; Lidiak, 1996; Muehlberger et al., 1966, 1967;

Nelson and DePaolo, 1985). U-Pb zircon geochronological studies from outcrop

and drill cuttings established the age of these rocks to be about 1.4-1.34 Ga

11



in the southern midcontinent (Bickford et al., 1981; Muehlberger et al., 1967).

Nelson and DePaolo (1985) differentiated the rocks in the Southern and East-

ern Granite-Rhyolite provinces based on Sm-Nd isotopic studies. Their “Nd-

line” defines an isotopic boundary that divides the granite-rhyolite provinces

based on the model ages, where rocks in the northwestern part are derived

from older cratonic rocks (1.8-1.6 Ga) while rocks in the southeast of the Nd-

line are derived from juvenile rocks (1.5-1.3 Ga) (Figure 2.1). Denison et al.

(1984) used petrographic analysis to further divide the Precambrian basement

rocks in northeastern Oklahoma. These early studies were instrumental in es-

tablishing the ages and extent of the Southern and Eastern Granite-Rhyolite

provinces in midcontinent but are based on outcrop and drill cuttings and are

therefore unable to describe the nature of the lower crustal rocks. Lack of

coeval xenoliths in the midcontinent region has further contributed to our lack

of knowledge of the deeper crust in this region. Figure 2.1 shows the major

tectonic provinces and crustal features in the midcontinent region.

While the early studies were able to establish the vast extent of the Granite-

Rhyolite provinces, its origin has been debated for decades. Presence of A-

type plutons further adds to the enigma of its origin (Anderson and Bender,

1989; Bickford et al., 2015; Denison et al., 1984). Based on the studies of

these plutons and rocks from the Granite-Rhyolite provinces, several theories

including extensional anorogenic settings, back-arc magmatism related to early

Grenville orogeny, and back-arc and intracontinental magmatism related to

accretionary tectonism in Laurentia∼1.6-1.3 Ga, have been considered (Amato

et al., 2011; Anderson and Bender, 1989; Whitmeyer and Karlstrom, 2007).

Recent Lu-Hf studies by Bickford et al. (2015) provide a new model for the

formation of the granite-rhyolite province of the midcontinent. Their isotope

data corroborates the presence of the Nd-line as given by Nelson and DePaolo
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Figure 2.1: Tectonic provinces in the central part of the midcontinent (Modi-
fied from Bickford et al. (2015)). Bouguer gravity anomalies (based on Decade
of North American Geology (DNAG) data) are shown after applying a 200 km
high-pass wavelength filter to suppress upper mantle features. A possible con-
tinuation of the Midcontinent Rift (MCR) in Oklahoma is shown as proposed
by previous studies. [EGRP: Eastern Granite-Rhyolite province]. Study area
shown in black dashed box.

(1985). They suggest basaltic underplating as part of the mechanism that led

to the melting of lower crustal rocks that intruded to form the granite-rhyolite

provinces. Basaltic underplating is inferred from high velocity lower crust (P-

wave velocity 6.9-7.5 km/s), in deep crustal seismic models in other parts of

the world (Karlstrom et al., 2005; Thybo and Artemieva, 2013). However,

deep crustal seismic imaging with sufficient vertical and horizontal resolution

is scarce in the Southern Granite-Rhyolite province.

Another intriguing feature in the midcontinent is the ∼3000 km long Mid-

continent Rift (MCR), a failed rift that formed ca. 1.1 Ga within Laurentia

(Hinze et al., 1997; Van Schmus and Hinze, 1985). During the ∼20-40 Myr

13



rifting event, vast amounts of igneous rocks and later sedimentary rocks were

deposited within the rift zone. The signature of the MCR is observed as a high

gravity anomaly stretching from the Great Lakes to central Kansas (Hinze

et al., 1997; Sims et al., 2005; Van Schmus and Hinze, 1985). Several authors

extend the MCR into north central Oklahoma based on relatively high gravity

anomalies that they interpret to continue from the gravity anomalies observed

in the north (Kolawole et al., 2020; Stein et al., 2014, 2015) (Figure 2.1). Un-

like modern rifts, where crustal thinning due to extension is observed (Thybo

and Artemieva, 2013), crustal thickening is observed for the northern part of

the MCR (Chichester et al., 2018; Hinze et al., 1997; Shen et al., 2013; Zhang

et al., 2016). Increased crustal thickness is attributed to a compressive event

that inverted the rift, after it had already failed (Stein et al., 2015, 2018a).

Studies by Chichester et al. (2018) and Zhang et al. (2016) were conducted

in the northern part of the MCR. There is evidence for underplating beneath

the MCR in certain regions (Chichester et al., 2018; Woelk and Hinze, 1991;

Zhang et al., 2016). Surface evidence for the rift is not observed in Oklahoma,

and so deep crustal studies that reveal the seismic structure can inform about

the presence or absence of the rift feature in Oklahoma.

Despite emphasis on seismic studies for hydrocarbon exploration in its sed-

imentary basins, Oklahoma is significantly under-explored by means of deep

crustal-scale seismic imaging campaigns. Consequently, knowledge of the deep

crustal structure is limited and constrained to a few locations only. The re-

cent increase in induced seismicity due to oil and gas production (Ellsworth,

2013; Keranen et al., 2014) and the subsequent efforts in instrumentation to

monitor this activity, which also coincided with the ongoing deployment of US

Transportable Array across United States, resulted in a large-scale, albeit un-

intentional, seismic experiment. In our study, we make use of local earthquake
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data recorded across 10 networks between 2010-2017 to develop a 3-D P-wave

velocity model of the crust for central Oklahoma, a core part of the Precam-

brian midcontinent crust. As the station coverage and earthquake distribution

resembles an irregular 3-D active seismic experiment, we employ active seismic

processing techniques such as common mid-point sorting and stacking. This

improves the signal-to-noise ratio and simplifies the wavefields of the recorded

data, allowing for imaging deeper structures and large areas. Our study aims

to contribute to understanding the evolution of this understudied part of the

midcontinent crust. Furthermore, we suggest a workflow for processing local

earthquake data which is potentially applicable to other areas as well. In this

paper we present and discuss our methodology and geologic and tectonic im-

plications from our derived 3-D seismic model.

2.3 Regional Geology and Previous Geophys-

ical Studies

2.3.1 Geology

The evolution of Laurentia through a periodic and continued accretion of

igneous material from volcanic and island arcs over the Archean cratons, is

the most widely accepted model for the formation of the lithosphere in the

continental United States (Whitmeyer and Karlstrom, 2007). The Mazatzal

Orogeny ca. 1.65-1.6 Ga resulted in the accretion of juvenile volcanic arcs form-

ing the older crustal rocks in Oklahoma (Whitmeyer and Karlstrom, 2007).

Although the southern extent of the Mazatzal province has not been mapped,

isotopic evidence by Nelson and DePaolo (1985) and core and outcrop evidence

from surrounding states of New Mexico and Kansas suggest an extension of
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this province beneath the Southern Granite-Rhyolite province of Oklahoma

(Anderson and Bender, 1989; Whitmeyer and Karlstrom, 2007).

The Mazatzal orogeny was followed by the accretion of the Southern Gran-

ite Rhyolite province (SGRP) ca. 1.5-1.35 Ga. The Sm-Nd isotopic study by

Nelson and DePaolo (1985) provided a major breakthrough in understanding

the origins of SGRP. Their studies lead to the conclusion that these rocks

were derived from older crustal rocks. This study was further supported by

Van Schmus et al. (1996) who calculated Sm-Nd model ages showing the Meso-

proterozoic rocks of SGRP with a consistent increase in age moving from

southeast to northwest. The tectonic setting of the SGRP and the coeval

A-type plutons have been studied and evaluated by various workers. Whit-

meyer and Karlstrom (2007) suggest a convergent and transpressional setting

wherein the emplacement of the Granite-Rhyolite province was caused by a

tectonic episode away from the plate margins. Amato et al. (2011) suggest an

extensional or transpressional setting for the Granite-Rhyolite terrane based

on their studies of granitic plutons in Burro Mountain, New Mexico, which

are coeval with the basement rocks of Oklahoma. Studies based on A-type

plutons indicate an anorogenic origin, suggesting the source of these plutons

as partial melting of juvenile crust (Anderson and Bender, 1989). A recent

study by Bickford et al. (2015) presents new geochronological and isotopic

data for samples across the mid-continent region of the United States, reveal-

ing that continental scale magmatism was long lived (150-200 Ma) and locally

episodic as given by the bimodal zircon age distribution in the midcontinent.

Lack of zircon in many samples analyzed by Bickford et al. (2015), along with

magma temperatures derived from the existing zircon samples suggest magma

temperatures above 850 °C. Similarly, Goodge and Vervoort (2006) analyzed

Hf isotope compositions in the zircons in samples from the Penokean (1.9-1.8
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Ga), Mojave (1.8-1.7 Ga), Yavapai (1.8-1.7 Ga), and Granite-Rhyolite (1.5-1.3

Ga) provinces. Studies of A-type plutons also suggest their formation from

partial melting of tholeiitic magma (Frost and Frost, 2011, 2013; Shaw et al.,

2005). Bickford et al. (2015) suggest a convergent plate boundary model at the

northeastern margins of Laurentia that led to the creation of back arcs in the

continental interior. They argue that the convergent active margin can lead

to destabilization of the back arcs. This can cause delamination of the litho-

sphere, consequently leading to a shallower lithosphere-asthenosphere bound-

ary and higher temperatures at shallower depths which may induce crustal

melting. This model seems to agree with the models suggested by Karlstrom

et al. (2001), Slagstad et al. (2009), and Whitmeyer and Karlstrom (2007).

The Precambrian accretion of the lithosphere was followed by opening of

the Iapetus Ocean in late-Neoproterozoic - early-Cambrian and the formation

of the Southern Oklahoma Aulacogen (SOA) (Gilbert et al., 1993; Buckey,

2012; Thomas, 1991; Whitmeyer and Karlstrom, 2007). The SOA comprises

the Wichita uplift, the Arbuckle uplift and the Anadarko basin. The evolution

of these structures continued through the Cambrian through continued subsi-

dence, deposition, erosion, and intrusion of igneous rocks (Keller et al., 1983).

Finally, intense deformation and erosion during the Pennsylvanian associated

with the Ancestral Rockies orogeny led to the present-day configuration of

the tectonic features including the Nemaha Uplift (Figure 2.2) (Garner and

Turcotte, 1984; Gilbert et al., 1993; Johnson, 2008).

2.3.2 Previous Seismic Studies

Tryggvason and Qualls (1967) derived a simple layered model for Okla-

homa’s crust through a 2-D active seismic refraction study. The ∼450 km

profile runs northeast-southwest across Oklahoma, cutting through different
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Figure 2.2: Major tectonic features in Oklahoma (adapted from Northcutt
and Campbell (1996)). Red dashed lines: major fault systems. Black solid
lines: depth-to-basement contours (meters) computed from basement well in-
formation as given by (Campbell and Weber, 2006). Areas beyond the state
of Oklahoma are in white.

tectonic units (Figure 2.3). Based on recordings of multiple shots from two

locations (Chelsea in NE and Manitou in SW) at 26 seismometers, they in-

terpreted a homogeneous three-layer crustal model and provided depth of

Moho and crustal velocity variations in Oklahoma. The same 2D line was

re-processed and integrated with other datasets by Mitchell and Landisman

(1970) who derived a more detailed cross-section. They used seismic refraction

and reflections observed from the Tryggvason and Qualls (1967) - 2D profile,

gravity anomaly data, basement depth data, and well-log data. Their final

velocity model showed homogeneous crustal layers below an upper crust of 18

km thickness. They modelled the shallow upper crust in much greater detail as
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compared to the earlier model and observed discontinuities related to known

fault zones. Crustal thickness is interpreted to be 46 km with lower crustal P-

wave velocities up to 7.39 km/s.

In the late 1970s, deep seismic reflection profiles were acquired by the Con-

sortium for Continental Reflection Profiling (COCORP), as well as a 2-D wide

angle reflection/refraction survey by University of Texas at El-Paso (UTEP)

and University of Texas at Dallas (UTD) in 1985. Both of these surveys

aimed to understand the deeper structure of Wichita Uplift and characterize

structural features at the boundary of Southern Oklahoma Aulacogen and the

Anadarko Basin. Several authors worked on developing a 2D velocity struc-

ture across Wichita uplift and Anadarko basin using these data (e.g. Agena

et al., 1989; Brewer et al., 1983, 1984; Brewer and Oliver, 1980; Phinney and

Jurdy, 1979; Zhu and McMechan, 1989, and others.). These investigations

revealed a layered basement about 12 km thick and a thick crust with depth

to Moho varying from 40-45 km (Lynn et al., 1981; Pratt et al., 1992). The

UTEP-UTD seismic survey was reanalyzed by Buckey (2012), who obtained a

more detailed velocity and geologic model for the upper - mid crust up to 20

km depth. Figure 2.3 shows the locations of the deep seismic sounding surveys

in Oklahoma.

There have been a few passive seismic studies targeting large scale crustal

structure in Oklahoma. Local earthquake tomography by Chen (2016) and

Toth (2014) obtained upper crustal (up to 15-20 km) seismic P- and S-wave

velocity distribution. Velocity anomalies observed in these models show close

correlation to the major tectonic features like the Nemaha Fault Zone and the

Wilzetta Fault Zone in Oklahoma. A high resolution but shallow anisotropic

Pg velocity was developed for central Oklahoma by Pei et al. (2018). Re-

ceiver function analysis and Pn tomography by Tave (2013) using the data
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from US Transportable Array network revealed Moho between 36 km and 42

km throughout the state. McGlannan and Gilbert (2016) reported a crustal

depth variation from 30-55 km across Oklahoma based on the the Earthscope

Automated Receiver Survey using the US Transportable Array. In general,

these passive seismic studies either do not have the necessary depth of inves-

tigation to image the deeper crustal structures (Chen, 2016; Toth, 2014), lack

the resolution required to be able to comment on the regional crustal structure

(Evanzia et al., 2014; McGlannan and Gilbert, 2016), or provide shear wave

velocities only based on ambient noise tomography (Shen and Ritzwoller, 2016;

Zhu, 2018). Likewise, gravity and magnetic data can provide some information

on the crust (Bickford et al., 1986; Van Schmus et al., 1996; Sims et al., 2005),

but non-uniqueness of these methods require constraints such as seismic data

to infer robust interpretations. The lack of rock samples from deeper crust in

Oklahoma further limits our understanding of this part of the crust.

Our approach aims to address these issues and obtain a robust, deep-

reaching P-wave velocity model that can highlight the regional crustal features

in central Oklahoma.

2.4 Data and Methodology

Local earthquakes are commonly used for imaging in seismically active re-

gions. Local earthquake tomography (LET) uses travel times of Pg and Sg

earthquake phases to invert for the velocity structure, while often simultane-

ously (re-)locating the earthquake source (e.g., Thurber, 1993; Kissling et al.,

1994; Eberhart-Phillips and Michael, 1998; Rawlinson and Sambridge, 2003).

The term ‘local’ refers to a spatial overlap between sources and receivers, e.g.

the receiver array should enable the recording of crossing rays at all incidence
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Figure 2.3: Black thick lines: previous active seismic studies conducted in
Oklahoma for crustal investigations. Red dots: location of earthquakes used
in this study. Blue triangles: recording stations used in this study. Areas
beyond the state of Oklahoma are in white.

angles, and therefore allow for a tomographic inversion for both velocity struc-

ture and hypocenters.

Earthquake depths play a crucial role for the depth of investigation in LET.

For a given velocity gradient, waves from shallow earthquakes recorded at large

offsets reveal information from the deeper crust, while deep earthquakes can

record deep crustal information at short offsets due to their sub-vertical ray

paths (Braeuer et al., 2012; Tong et al., 2017). The signal-to-noise (S/N) ra-

tio also decreases with offset (source-receiver distance) which ultimately leads

to a lower depth of investigation when using only shallow earthquakes. The
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traditional LET approach involves identifying and picking Pg and Sg seismic

phases across different stations. Sparse distribution of recording stations is

common in passive seismic network geometries and makes correct phase cor-

relation and identification difficult. Estimating robust travel times at large

offsets is challenging, particularly for small magnitude events. Consequently,

traditional LET methods in Oklahoma where the earthquake depths are shal-

low (∼2-7 km depth, Figure S2.14) can only represent velocity variations in

the upper crust (Chen, 2016; Toth, 2014). Correlation and correct interpreta-

tion of individual travel times requires high quality data, and in the case of

many observations, (semi-)automated phase correlation and picking routines

(Chen, 2016; Thybo et al., 2006).

To overcome the issues of low S/N ratio and uncertainties in phase cor-

relations, we propose to stack waveforms and apply specifically designed pro-

cessing and inversion routines. This approach has been successfully applied

to active source 3-D wide-angle refraction/reflection data as well as to earth-

quake sources for both P- and S-wavefields (Behm et al., 2007; Behm, 2009;

Buehler and Shearer, 2013; Loidl et al., 2014). We use existing localizations

of the events (Schoenball and Ellsworth, 2017) and consider the data set as

an active 3-D acquisition with irregular geometry. Using the principle of reci-

procity, the small number of recording stations is compensated by a large

number of events. We aim for stacking and inversion of Pg (refractions from

the crust) phases to derive a 3-D P-wave velocity model of the crust. Stacking

is preceded by sorting to common-mid-point (CMP) gathers, as wide-angle

refractions best approximate the seismic structure at the common-midpoint

location where the ray travels horizontally. Pre-stack processing aims at en-

hancing and simplifying the wavelets such that the under-sampled wavefields

can stack constructively. Stacking has a tendency to favor robust models, i.e.
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it has the natural property of being less sensitive to randomly distributed data

outliers (Behm et al., 2007). CMP regionalization leads to a set of local 1-D

travel time curves approximating the crustal structure at the CMP location.

Those travel time curves are picked and inverted, and the derived set of local

1-D velocity models is eventually combined into a smooth 3-D Pg velocity

field.

2.4.1 Data

We use 27,568 local earthquakes recorded at 165 broadband stations be-

longing to 6 different networks across Oklahoma (Figure 2.3). The earthquake

events were recorded between the time period January 2010 to September 2017.

We use a catalogue which combines relocation from Schoenball and Ellsworth

(2017) and a HypoDD corrected catalogue (pers. comm. with Dr. Jeffer-

son Chang). Hypocenter solutions (including origin time) in those catalogs

are associated with uncertainties, which will be addressed in section 2.4.2.4

Earthquake depths vary from 2-7 km (Figure S2.14) and we select the maxi-

mum epicentral distance for P-wave velocity evaluation to be 250 km. Finally,

we have 1,214,112 individual vertical component seismic traces that are used

for further processing.

2.4.2 Pg Processing

The workflow to derive a 3-D crustal P-wave velocity from the Pg phase

comprises six steps:

1. Geometric and kinematic corrections to account for varying source depths

and sedimentary thickness at the receiver locations.

2. Pre-stack signal processing to increase the S/N ratio and to facilitate
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constructive interference.

3. CMP sorting and stacking in offset bins to derive local 1-D travel time

curves.

4. Manual picking of the 1-D travel time curves.

5. Inversion of 1-D picked travel time curves for local 1-D velocity-depth

functions representing the CMP location.

6. Combination of all 1-D velocity models into a 3-D velocity model.

2.4.2.1 Geometric and Kinematic Corrections (Datuming)

Time and geometric corrections are required to account for the different

earthquake depths and sedimentary thickness at the receiver locations. First,

to correct for the elevation difference between source and receiver of each

earthquake-receiver pair, we choose the corresponding earthquake depth as

datum and apply time and offset corrections to shift the receiver to this datum.

Second, stacking of different source-receiver pairs requires all data to be at the

same reference level. We choose a depth of 5 km as our final datum since most

of the earthquakes in Oklahoma are within the ∼5-7 km depth range (Figure

S2.14). This introduces further time corrections and offset shifts for both the

source and receiver locations.

Datum corrections for wide-angle refractions depend on the earthquake

depth, source-receiver offset, basement structure at source and receiver, and

the regional velocity structure. As opposed to simple static corrections for

steep-angle reflections, the combined effects of velocity structure, basin geom-

etry and velocities, and offset dependency introduce a high degree of nonlin-

earity. Calculation of exact time and geometric corrections would require a
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3-D velocity model of the crust, which we do not have at this stage. As an ap-

proximation for the purpose of those corrections, we use a 1-D velocity model

for the crust below the sediment-basement interface based on the Christensen

and Mooney (1995) model for continental shields. A 1-D velocity model for the

sedimentary cover above the basement is taken from the OGS velocity model

for Oklahoma (Darold et al., 2015). An extrapolated basement depth map cal-

culated from basement penetrating wells and regional gravity data (Campbell

and Weber, 2006) is used to derive the basement depths at each source and

receiver location. We calculate offset-dependent time and offset corrections

for a range of earthquake depths, and basement depths at the earthquake and

receiver location using the ray tracing code ANRAY (Gajewski and Pšenčik,

1987; Gajewski and Pšenč́ık, 1989). Finally, those corrections are interpolated

for the actual earthquake and receiver locations for each source-receiver pair.

The corrections are largest for shallow offsets and deep earthquakes (Figure

S2.15).

2.4.2.2 Pre-stack Signal Processing

We apply a minimum phase Ormsby bandpass filter with corner frequencies

of 2-4-6-8 Hz to increase the S/N ratio. To facilitate constructive interference

of the Pg phase, we convert the data to their envelope (modulus of the complex

trace). Bandpass filtering and envelope calculation also lifts the requirement

of instrument response removal. This step is crucial since the receiver spac-

ing is large, and wavelets from different events cannot be expected to be in

phase after CMP sorting. We further increase the visibility of the Pg phases,

in particular at larger offsets, by applying STA (short-term average) to LTA

(long-term average) ratio signal detection (Astiz et al., 1996). The averaging

windows used for STA and LTA are 0.1 s and 10 s respectively and have been
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decided after testing. These processing steps effectively remove the source sig-

natures and in turn facilitate stacking of waveforms from different earthquakes.

Figure 2.4 shows the result of pre-stack signal processing on one event gather.

Figure 2.4: Example of preprocessing on one datum-corrected event gather
with a linear move-out for a velocity of 6 km/s. a) bandpass filtered (2-4-6-8
Hz), b) signal converted to envelope, c) STA/LTA applied.
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2.4.2.3 CMP Sorting and Stacking

The signal-processed traces are sorted into common mid-point (CMP)-

gathers and stacked in offset bins. The study area is divided into cells such

that the traces whose mid-points (of respective offsets) fall into a particular

defined cell, are then sorted into one gather. The offset-sorted Pg phases

in this gather represent the travel time curve for the velocity-depth function

at the cell location (Behm et al., 2007). Rectangular cells are centered on

a regular grid with 10 km lateral spacing, and the cell size is automatically

varied between 10-70 km throughout the study area depending on the number

of traces which fall into each CMP gather. The variable cell size accounts for

the irregular geometry and is smallest in the central part of the study area

(Figure 2.5). Due to the sparse receiver geometry, larger cell sizes can be

required to collect enough near-offset traces. Figure 2.5(a) provides a measure

of (relative) lateral resolution. However, lateral resolution will also vary with

depth as large-offset rays travel longer horizontal distances in similar depths.

The final location of the cell is calculated as the average location of all the

trace mid-point locations in the CMP gather.

In each CMP gather, the traces are subjected to a linear move-out (LMO)

correction with a velocity of 6 km/s and are stacked in 5 km offset bins. The

absolute offset of each stacked trace is calculated as an average of all traces in

the offset-bin. The collection of these stacked traces along their absolute offset

is referred to as ‘CMP stack’ in the subsequent sections. Prior to sorting and

stacking, we calculate a relative quality value for each event which depends on

source depth and the hypocenter errors in both depth and lateral position. A

large quality value is obtained for shallow earthquakes and small errors, and

the events are sorted by descending quality value. Sorting and stacking are

performed on (1) the first 10% of the events (high-quality data only), (2) the
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first 50% of the events (high to medium quality data), and (3) to all events

(high to low quality data). Figure 2.6 shows the difference between using a

small number of high-quality events vs. a larger number of low-quality events.

E.g. non-physical humps in the 1-D travel time curve and overall low S/N ratio

are more effectively mitigated in the 50% dataset, which includes earthquakes

in the depth range 5 to 7 km. Consequently, we chose this data subset for

CMP-sorting and stacking.

Figure 2.5: Measures of lateral resolution and trace fold for the CMP bins (a)
bin size, (b) number of traces in each bin. CMP bin center locations are shown
as “x”.

2.4.2.4 Travel Time Curve Picking

In traditional local earthquake tomography (LET), accurate travel time

picks provide the arrival times for seismic phases and are inverted to deter-

mine the subsurface velocity structure. In contrast, we pick 1-D travel time

curves instead of arrivals on individual traces. All stacked gathers are band-

pass filtered with a 0.04-0.08-0.5-0.8 Hz Ormsby filter prior to picking. The

stacked gathers have high S/N ratios but due to the process of envelope cal-
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Figure 2.6: Comparison of CMP stacks for 10%, 50%, and 100% data sets
(see text for details). Red arrows indicate non-physical deviations from a 1-D
travel time curve.

culation, stacking and low-pass filtering, the phase of the waveform is lost.

At short offsets, the maximum of the filtered envelope wavelet corresponds to

a theoretical travel-time curve based on a 1-D velocity model for continen-

tal shields (Christensen and Mooney, 1995) (Figure 2.7). We therefore pick

smooth travel time curves along the maximum amplitude of the stacked traces.
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A systematic shift of the first arrival phase would not alter the velocity esti-

mation significantly, as the subsequent 1-D inversion is primarily based on the

variation of the slope of the 1-D travel time curve. 1-D travel time curves have

to represent a simple layer-cake earth model, and as such are more constrained

than 3-D travel time curves. This implies that humps or similar irregularities

in the travel time curve cannot be picked. Such deviations may be caused by

localized gross errors in hypocenter and/or origin time solutions, and we avoid

picking such arrivals (Figure 2.7, location 3,4). Continuity and smoothness

of the travel-time curve is a requirement for the assumption of a layer-cake

earth model, and introduction of irregularities in the curve will not be rep-

resentative of geologic structures. Finally, we manually inspect our picks for

lateral consistency across the CMP gathers and picks are removed and/or cor-

rected if required. We finally obtain 1-D travel time curves representing the

velocity-depth function at each CMP location. We only pick CMP stacks with

a sufficient number of near-offset traces to ensure a stable inversion. Finally,

we manually inspect our picks for lateral consistency across the CMP stacks

and picks are removed and/or corrected if required. Overall, we obtain 1-D

travel time curves representing the velocity-depth function for 1167 CMP lo-

cations. Figure 2.7 shows examples of selected CMP stacks.

2.4.2.5 1-D Travel Time Inversion and Combination into a 3-D

Model

The 1-D travel time curve of an individual CMP stack represents a 1-D

velocity-depth function at that CMP location. Assuming an initial 1-D ve-

locity model for the crust, the 1-D travel time curves are inverted to obtain

the velocity information using a ray parameter weighted scheme (Behm et al.,

2007). Our initial velocity model is derived from the shields and platforms ve-
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Figure 2.7: Examples of CMP stacks from different locations. The map on
the right shows the location and size of the CMP bin for each of the stacked
gathers. Small black dots: location of individual trace midpoints within one
CMP bin. Blue cross: CMP bin center locations. Red line (on stacks): picked
travel times. Green line (on stacks): theoretical travel-time curve based on
1-D velocity model for continental shields.

locity model as given by (Christensen and Mooney, 1995) for the basement and

below. The inversion provides a 1-D velocity-depth function at each location

along with corresponding resolution elements as the output. The resolution

elements define the confidence on each of the final computed velocity elements

(Figure S2.16) and vary from 0 (undetermined) to 1 (uniquely determined).

It shows that on average the upper and lower crustal velocities are uniquely

determined in the 1-D inversion. Lower values are associated with a lack of

observed offsets related to that depth range, and are more prominent in depths
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between 15 and 25 km. We also test the dependency of the inversion on differ-

ent initial velocity models (Figure S2.17) and compare the travel time residuals

before and after the inversion (initial model vs. final model, Figure S2.18).

Overall, it shows that there is negligible influence of the initial model as a 5-

15% perturbation in initial velocity model resulted in deviations of only about

+/- 0.2% for the final inverted velocities. The RMS travel time residuals were

also significantly reduced from a range of ∼0.004 s - ∼0.5 s with a mean of

∼0.18 s for the initial model to a range of ∼0.001 s -∼0.04 s with a mean of

∼0.01 s for the final model (Figure S2.18). The entire workflow (CMP sorting,

stacking and travel time picking, inversion) is illustrated in Figure 2.8.

We finally combine the 1-D velocity models derived at each of the CMP

locations into a 3-D velocity model using a Kriging interpolation approach.

Prior to interpolation, we discard any velocity element with a resolution ele-

ment value less than 0.5 and further exclude all CMP locations with an RMS

travel time residual greater than 20 ms. This results in a reduction of 37% of

the calculated velocity data points to construct the final 3-D velocity model.

The resulting 3-D velocity model (Figure 2.9) captures regional crustal struc-

tures up to depths of ∼40 km. Average velocities vary from 5.96 km/s at 5

km depth to 7.24 km/s at 40 km depth with overall minimum and maximum

velocities of 5.56 km/s and 7.39 km/s, respectively. Average velocities for

upper-to-middle crust (10-25 km) are very similar to the 1-D global velocity

model as given by Christensen and Mooney (1995) for shields and platform.

We observe higher average velocities for the uppermost crust (5-10 km) and

the lower crust (>25 km).

Figure 2.9 shows the combined velocity model as depth slices at a 5 km

interval starting from 5 km to 40 km. Our velocity model starts at 5 km depth,

where we have assumed our processing datum. Due to velocity increase with
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Figure 2.8: Processing steps illustrated for one CMP bin. (a) All source-
receiver pairs (grey lines) shown for the CMP bin (black square); (b) Pre-
processed earthquake waveforms in this CMP gather with a linear move-out
correction of 6 km/s; (c) Stacked gather obtained from 5 km offset-bin stacking
of sorted gather in b), red dashed line shows the picked travel time curve; (d)
Initial and inverted 1-D velocity model, and resolution elements obtained for
the CMP bin location.

depth, we chose a depth-dependent color scale in Figure 2.9 to emphasize

lateral variations at each depth. To analyze the velocity model in more detail

we have highlighted regions (Figure 2.9, regions A, B, C) which show velocity

anomalies which are discussed in more detail in section 2.5.
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Figure 2.9: Horizontal slices through the 3-D Pg wave velocity model super-
imposed on the geologic provinces map. Note the varying color scale for each
depth slice (same range of 500 m/s). Black contour lines show the Bouguer
Gravity anomaly [mGal]. Regions A, B and C are discussed in the text.
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Figure 2.10: Examples of event gathers with interpreted Pg and Pn phases.
The expected offset range for over-critical PmP arrivals is indicated by the
blue arrow. Long offsets result from inclusion of US Array stations outside the
investigated area. Strong Pn amplitude at large offsets might also represent a
reflection from within the lithospheric mantle (PlP).

2.4.3 Other Crustal Phases (PmP, Pn, Reflec-

tions/Refractions from within the Uppermost

Mantle)

In contrast to Pg waves, reflections (PmP) from the Mohorovičić disconti-

nuity (Moho) are more challenging to interpret in the dataset (Figure 2.10).

This is partly caused by the complexity and long duration of the source-time

functions of the events, where the long Pg coda interferes with the following

PmP arrivals. Furthermore, correlation of phases which are not first arrivals

is hampered by the irregular and sparse recording geometry. Dynamic ray
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tracing (Figure S2.19) shows that the critical offset can be expected about 110

- 120 km offset, and that the overcritical PmP amplitudes are not significantly

stronger than Pg amplitudes for a model with a high-velocity/high-gradient

lower crust. This is in accordance with the lack of observation of a generally

weakly distinct PmP phases in the data. E.g. in Figure 2.10 we indicate the

expected overcritical PmP offset range (110 - 180 km). While we find increased

amplitudes in this range, it is not possible to discern a hyperbolic move-out.

Ray tracing also shows that the predicted travel times of Pg and PmP phases

are virtually identical at offsets larger than 160 km (Figure S2.19).

In active source seismology data from regions with comparable expected

Moho depths and similar seismic crustal structure, the refracted wave from the

upper mantle (Pn) may appear at offset range between ca. 180 and 400 km

(Stratford and Thybo, 2011). The amplitude of the Pn phase increases with

the velocity contrast at the lower crust - mantle boundary and the velocity

gradient in the uppermost mantle. Consequently, a weak or absent Pn phase

hints at high-velocity lower crust and/or low-velocity / low gradient uppermost

mantle. Unambiguous correlation of a weak Pn phase requires dense station

spacing, which is not a feature of our dataset. Nonetheless, a visual inspection

of the event gathers shows a pronounced upper mantle phase at offset ranges

300 - 700 km (Figure 2.10). At shorter offsets (200 - 300 km), Pn phase appears

of weak amplitude and with velocities around 8.0 km/s, while at large offsets

the average velocity moveout increases to ca. 8.2 km/s with strong amplitudes.

This might indicate a reflection from within the upper mantle at larger depths

(Majdański et al., 2006; Oeberseder et al., 2011, e.g.), or a refraction arrival

from a deeper high-velocity/high-gradient upper mantle layer. However, the

sparse recording geometry challenges a firm interpretation of these long offset

arrivals.
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2.5 Discussion and Interpretation

2.5.1 Assessment of the 3-D Velocity Model

We assess the validity of our velocity model by calculating selected Pg

arrival travel times and comparing them to pre-stack data. We define our

3-D raytracing model space as two layers separated by a basement interface

derived from basement depth data from wells (Campbell and Weber, 2006). A

1-D velocity model for the sedimentary layer (Darold et al., 2015) and our final

3-D velocity model are used to populate the layers with P-wave velocities. The

Pg travel time field at the surface is calculated for selected events using the

ANRAY raytracing code (Gajewski and Pšenčik, 1987; Gajewski and Pšenč́ık,

1989). Figure 2.11 shows the calculated travel times superimposed on bandpass

filtered event gathers. Since the origin time errors of the individual events are

not known, we apply bulk time shifts to the events in order to visually align the

first arrival phase with the calculated travel time curve. Overall, we find that

the shape and move-out of the travel time curves agree well with the observed

first arrival-phase, in particular at large offsets (>180 km) which represent the

high-velocity lower crust. A quantitative and localized analysis of the travel

time misfit would require picking of individual traces in the event gathers,

consideration of (unknown) hypocenter locations and origin time errors, and

updates to the basement depth map and sediment velocities. Our qualitative

assessment indicates that main features in our model, such as high-velocity

lower crust and the lateral velocity distribution in the upper crust, can explain

the data well, and that the model would provide a robust initial model for LET

inversion based on individually picked travel times. In conventional travel time

tomography studies, checkerboard tests are commonly applied to assess the

resolution capability of a specific data set. Our methodology invokes stacking
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and goes beyond travel time picking, and as such would require the creation of

several synthetic wavefield data sets which in turn would rely on assumptions

on the earthquake source characteristics. This challenge is again aggravated

by the unknown hypocenter locations and origin time errors. Taking these

major assumptions and uncertainties into account, we find it unfeasible to run

conclusive checkerboard or similar resolution tests for the entire area. However,

we perform a simplified resolution test to address the imaging capability for

the MCR region (cf. section 2.5.4; supplemental material figures S2.20, S2.21).

Figure 2.11: Three bandpass filtered, LMO corrected, and bulk-shifted event
gathers with respective event locations (red dot) and receiver locations (blue
triangles) shown in map insets. The red curve plotted on each of the event
gathers represents the calculated first arrival travel time for our final 3-D
velocity model.
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2.5.2 Comparison with Existing Velocity Models

Regional crustal models available for Oklahoma based on ambient noise

interferometry (Shen and Ritzwoller, 2016; Zhu, 2018) provide the S-wave ve-

locity distribution and thus are not directly comparable to our model. Shen

and Ritzwoller (2016) show S-wave velocities for the crust and upper mantle

for the entire continental US with comparably low resolution. However, it is

worth noting that central Oklahoma shows up as a lower crustal high velocity

feature (4.15 - 4.2 km/s) in their model. Given an average lower crust P-wave

velocity of 7.2 km/s in our model, this would translate to an average lower

crustal VP/VS ratio of ca. 1.73. Since ambient noise inversion smears out ve-

locities between the lower crust and the upper mantle, and therefore increases

the apparent lower crustal S-wave velocity, we suggest that the actual VP/VS

ratio is higher. The model by Zhu (2018) has finer resolution, and also im-

ages high velocities associated with region A and lower velocities below the

Anadarko basin in the upper and middle crust.

There have been two major studies that have developed regional P-wave

velocity models for the crust in Oklahoma. Chen (2016) developed a 3-D

velocity model for the upper crust (up to ∼15 km depth) using traditional

travel time tomography applied to local earthquake waveforms. We correlate

the velocity regions A, B, and C with similar velocity anomalies observed in

the cross-sections A4 and A5 (Figure S2.22) from Chen (2016)’s model. They

interpret the high velocity anomalies of region A as the Midcontinent Rift and

regions B and C as intrusions in the crust. The depth of investigation for their

model is limited to about 15 km.

The second regional velocity model was developed by Pei et al. (2018)

who used a 2-D lateral tomographic technique (Pei et al., 2013) to obtain

high-resolution anisotropic velocities for the uppermost crust. Their model
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represents a depth-averaged velocity model for 5-10 km in the upper crust.

They pick first arrival travel-times for waveforms with offsets up to 130 km.

We observe significant differences in some areas when comparing our results to

this model. The high velocity anomaly in region A (Figure 2.9) is not observed

in their model, but they interpret a high velocity anomaly just south-east of

region A. They also observe less prominent positive velocity anomalies west

of region A (Figure 2.9). These differences might be related to the different

methodologies used in calculating the velocity models. Pei et al. (2018) chose

a data set with epicentral distances varying from ∼32 km to ∼130 km and

assume a head wave ray path for all the travel times irrespective of the epi-

central distance. As the Pg phase dives down with increasing offset, the head

wave path assumption for offsets as far as 130 km is becoming increasingly

inaccurate which may lead to artifacts in velocity imaging. Our calculations

show that the curved ray paths at 120 km offset penetrates down to 15 km

depth (Figure S2.23). Assuming a head wave geometry, the velocities in the

mid-crustal depth range between the hypocenters and 15 km will be projected

to the shallow part of the basement. Another point of difference is the model

assumption of isotropic crust in our model whereas Pei et al. (2018) considers

anisotropy.

2.5.3 Crustal Structures

The upper crust in Oklahoma shows significant lateral velocity variations

implying that the upper crustal structure is more complex than an overall

granitic basement may suggest. We observe high velocity anomalies at 5 km

depth (Figure 2.9a; regions A and B) in roughly NW-SE direction. This promi-

nent high velocity region extends down to depths of ∼15 km (Figure 2.9b, c;

Region A) but decreases in intensity and lateral extent as the depth increases.
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Region A appears to be bounded at its eastern side by the Nemaha fault sys-

tem. Cross-sections CC’, DD’ and EE’ (Figure 2.12 c, d, e) show these high

velocity anomalies in the upper crust as well. These high velocity anomalies

correlate with gravity anomalies. Chen (2016) interpreted this anomaly as evi-

dence for the extension of the Midcontinent Rift into northern Oklahoma. Our

model extends deeper in this region and we observe that the velocity anomaly

is only present in the upper-middle crust extending down to about 20 km in

depth (Figure 2.9, Figure 2.12c). A high velocity shear wave anomaly is also

observed for region A by Shen and Ritzwoller (2016) in their middle crust and

in depths between 10 and 20 km in the model by Zhu (2018). Several authors

(Chopra et al., 2018; Kolawole et al., 2020) have mapped intra-basement re-

flectors in 3-D (industry) active seismic data in depths between 8 to 10 km and

have interpreted them as mafic sill intrusions (Kolawole et al., 2020). We corre-

late the high velocity anomaly observed with the occurrence of intra-basement

reflectors in this region. The mafic nature of these intra-basement reflectors

may explain the anomalously high velocity and suggests mafic layering over a

significantly larger depth range.

We observe another high velocity anomaly in south-central Oklahoma (Fig-

ure 2.9 a, b, c, d; Region B) which appears more complex. We observe a

decreasing intensity in the southern part with depth while the anomaly in

the north seems to be stronger in the middle crust. The southern anomaly

corresponds to a magnetic high (Figure 2.12f) while the northern anomaly

corresponds to a magnetic low. The different magnetic signatures of the two

high velocity anomalies indicate differences in lithological composition of the

shallow to mid crust. However, we also note that this area has larger cell

size and comparatively lower number of rays (Figure 2.5). Subsequently, the

velocities here are less well constrained compared to other parts in our model.
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The high velocity anomaly in the northern part of region B in the middle crust

is overlain by a low velocity anomaly in the upper crust (Figure 2.12a), which

could explain the absence of a distinct gravity anomaly. As gravity data rep-

resent the integrated crustal structure in the subsurface, the combination of

this low and high velocity anomaly may lead to an absence of a pronounced

gravity anomaly.

We observe lower velocities in the north-east corner (Figure 2.9b-e; region
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Figure 2.12: Pg-velocity model cross-sections. Bouguer gravity anomaly (red
curve) and magnetic anomalies (green curve) are plotted above corresponding
cross sections. On cross sections, black vertical lines show fault locations and
blue vertical lines show extent of regions (A,B,C). Inset maps show the fault
locations (grey lines), location of regions A,B,C (blue polygons) overlain on
geologic province map. “Proposed MCR” indicates the tentative continuation
of the Midcontinent Rift as suggested by previous studies. See text for discus-
sion.
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C) in the velocity-depth cross-sections up to depths of at least ∼25 km. These

low velocity anomalies can be correlated with the Nemaha uplift in this area.

AA’ and EE’ (Figure 2.12) show a decrease in mid-crustal P-wave velocity

associated with the Nemaha uplift and northern part of the Nehama fault

system in cross sections that run both across and along this fault zone. The

lower velocities are observed up to 25 - 30 km depth, which suggests that the

Nemaha fault zone has a deep root in the crust. The Wilzetta fault zone is also

observed as a low velocity anomaly in the upper crust in the AA’ cross-section

(Figure 2.12a). The Anadarko basin region in the west is represented with

generally lower velocities in the upper, mid, and lower crust (Figure 2.9).

P-wave velocities in the lower crust range from 7-7.3 km/s which are higher

than the global average for shields and platform tectonic regime (Christensen

and Mooney, 1995). Our velocity model therefore is in agreement with the as-

sumption of a mafic lower crust in Oklahoma, as suggested by several crustal

evolution models. High lower crustal velocities were also observed in the vin-

tage 2-D active seismic survey in Oklahoma (Brewer and Oliver, 1980; Buckey,

2012; Mitchell and Landisman, 1970; Tryggvason and Qualls, 1967). The pres-

ence of a high velocity lower crust throughout the investigated area provides

strong evidence for the formation of granite-rhyolite province through crustal

melting of older crust. Similar high velocity lower crustal layers have been

found in other parts of the world and are considered to be a result of un-

derplating (Meissner et al., 1986; Snelson et al., 1998; Thybo and Artemieva,

2013). Velocities in the lower crust as seen in BB’, DD’ and EE’ (Figure 2.12)

are mostly homogeneous and do not show significant lateral variations. We do

not observe variation across the “Nd-line” in Oklahoma either. The “Nd-line”

is regarded as a suture-zone based on model age studies of the mid-continent’s

basement rocks (Nelson and DePaolo, 1985). Lack of velocity variations across
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the assumed suture zone does not confirm or deny its existence, as episodic

accretion could have created a more complex terrane with the possibility of

several sutures over time. Also, a variation in age does not necessarily imply

a strong variation of velocity.

2.5.4 Implications on the Midcontinent Rift (MCR)

Structure

In general, rifts are associated with low gravity anomalies due to the ac-

commodation space created by the rift being filled by sedimentary rocks which

have lower densities (Stein et al., 2015, 2018b). The MCR is unique in that

the rift is filled with voluminous basalts and volcanic sequences that give it the

characteristic strong positive gravity anomalies. There is no clear evidence for

surface and/or subsurface structural expression of the MCR in Oklahoma so

far. Positive gravity anomalies in northern Oklahoma (Figure 2.1) have been

used to postulate the existence of the MCR in Oklahoma (Kolawole et al.,

2020; Stein et al., 2014) but the actual magnitudes of these anomalies are

smaller by factors of 3 to 15 compared to the MCR in Kansas and Minnesota.

Our model shows that positive but still moderate velocity anomalies can be

associated with the gravity highs in the upper crust (∼5-20 km). As discussed

before, these anomalies are interpreted as intrusive sills in the basement. These

high-velocity anomalies do not extend deeper which questions the presence of

a rift structure in northern Oklahoma. Cross section CC’ (Figure 2.12) shows

velocity variations across the proposed MCR. The high VP anomaly associ-

ated with the gravity high is more prominent in the upper crust-middle crust in

this cross-section. EE’ cross-section cuts through the same gravity high as CC’

but in an orientation parallel to the proposed rift structure (Figure 2.12). It is

more evident in the profile EE’ that the velocity anomaly associated with the
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gravity high is related to the structure of the upper crust. DD’ cross-section

runs along the longitudinal axis of the proposed MCR. We also perform syn-

thetic tests with an assumed velocity model for a rift structure in Oklahoma

(supplementary material figures S2.20, S2.21) to evaluate if the source-receiver

geometry and CMP sorting and inversion methodology is sufficient to detect

a high-velocity rift structure. Although the source-receiver geometry shows

not to be optimal for illuminating a NE-SW trending rift structure, the test

reveals that a high-velocity intrusion comparable to the northern part of the

MCR would still show up in the inverted velocity models. The lateral varia-

tion in P-wave velocity in the upper crust (lower velocities in the south and

comparatively high velocities in the north) can also be correlated with the

basement below the Anadarko Basin structure which exhibits overall lower

crustal velocities in both our model and the S-wave model by Zhu (2018).

The geology of the mid-continent region has been influenced by several

tectonic events, including the episodic emplacement of the Southern Granite-

Rhyolite province (1.5-1.3 Ga), the midcontinent rifting event (∼1.1 Ga), the

Grenville orogeny which led to the final assembly of Rodinia (∼1.3-1.09 Ga),

and the intermittent breakup of Rodinia (∼0.78-0.53 Ga) which also led to

the formation of the Southern Oklahoma Aulacogen. Mafic intrusions and

high velocity anomalies in the upper and middle crust are present not only

in the proposed MCR region, but are also observed in several active seismic

studies throughout central Oklahoma as well as in the granite-rhyolite ter-

rane in the Southern Oklahoma Aulacogen, Osage county, and in northwest

Texas (Buckey, 2012; Brewer et al., 1981, 1983, 1984; Elebiju et al., 2011;

Mitchell and Landisman, 1970; McBride et al., 2018). We also interpret high

velocity anomalies in the region “B” in our velocity model as similar intrusive

structures. The widespread presence of such structures across the Southern
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Granite-Rhyolite terrane suggests that the intrusions could be a result of a

large-scale tectonic episode, and are not necessarily related to the MCR.

2.5.5 Seismic Velocities and Spatial Distribution of

Seismicity

The spatio-temporal distribution of seismicity in the investigated area is

related to factors such as the presence of injection wells, injection volume, opti-

mal fault orientations, porosity and permeability, and basement rock lithology

(Ellsworth, 2013; Keranen et al., 2014; Qin et al., 2018, 2019). Many of the

earthquakes in Oklahoma have occurred on previously unmapped faults, thus

a lack of mapped faults cannot be used to argue for the lack of seismicity in

this area. Figure 2.13 illustrates the location of earthquakes, injection wells,

and injection volumes in the area (Murray, 2014). We have considered only the

wells classified as salt-water disposal wells for this analysis, as the seismicity

in Oklahoma has been connected to the waste water injection wells (Keranen

et al., 2014; Weingarten et al., 2015). We observe a pronounced lack of seis-

micity in the high-velocity region A (Figure 2.13). In this area, the number

of injection wells is still significant, and the injection volumes are similar to

areas with high seismicity. We therefore argue that the lack of earthquakes

in this area is related to the variable basement lithology as indicated by the

velocity distribution. Lithologic control on seismicity is observed in eastern

Oklahoma, where high-volume injection wells have not caused an increase in

seismicity (Shah and Keller, 2017). We suggest that the rocks associated with

the high velocity anomalies are likely to have higher strength and thus would

require higher stress conditions for fault rupture, and/or the basement lithol-

ogy of this region is less prone to faulting and fracturing. A lesser degree of

fracturing would also imply low permeability and less vertical fluid migration,
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which would eventually lead to comparably low pore pressure buildup in the

region. Basement lithology can influence the pore space distribution, perme-

ability and deformation capability, all of which in turn could control seismicity.

Figure 2.13: a) Earthquake locations; b) Total injection volume (MMbbl) for
saltwater disposal wells from 2011-2017, overlain on the velocity slice at 5 km
depth. The absence of seismicity in the high-velocity regions is discussed in
section 2.5.5.

2.6 Conclusions

In this study, common-mid-point sorting, stacking, and inversion tech-

niques are applied to local earthquake waveform data in the central part of

the mid-continent. In contrast to traditional local earthquake tomography

(LET) studies from Oklahoma that have imaged the upper crust, our method-

ology results in a 3-D P-wave velocity model for significantly larger depths.

Our results suggest a more heterogeneous upper and middle crust and a rela-

tively homogeneous lower crust. These observations are interpreted to reflect a

complex geologic history including deformations in the upper and mid-crustal

depths and a possible homogenization of the lower crust through melting. The
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high velocity (>7 km/s) lower crust is indicative of mafic composition. This

provides strong evidence for the evolution of the Southern Granite-Rhyolite

province from basaltic underplating and crustal melting. Our model does not

suggest the extension of the Midcontinent Rift (MCR) structure in Oklahoma

similar to as observed in the northern segment of the rift. Several (possibly

mafic) intrusions are interpreted in the upper to middle crust from high veloc-

ity anomalies which have previously been associated with the MCR extension

in Oklahoma. However, the widespread occurrence of these intrusions in Okla-

homa may suggest their derivation from a regional tectonic event. Our results

also suggest lithologic control on induced seismicity in Oklahoma.

The suggested workflow is potentially applicable to other areas with similar

datasets. Robust 3-D velocity models derived by this methodology can also be

used for improved earthquake localization, and in particular as initial models

for local high-resolution LET analysis. Future work will focus on applying

the methodology to obtain a comparable S-wave velocity model for central

Oklahoma, as integration of S- and P-wave velocities can provide a strong

basis for mineralogical and geochemical interpretation of the entire crustal

column.
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2.7 Supplementary Materials

2.7.1 Introduction

The supporting information consists of ten figures and two data sets. The

text below describes the simplified synthetic test performed in order to assess

the capability of our data and methodology to image a rift structure in Ok-

lahoma. The figures provide additional information about data used in the

study, processing steps and a more detailed comparison of the final velocity

model to the velocity model by Chen (2016) (Figure S2.14-S2.22). Figure

S2.23 adds more detail to our discussion with regards to (Pei et al., 2018) in

the main text.

2.7.2 Resolution Assessment

We assess the resolution capability of the CMP sorting and inversion meth-

ods for a potential MCR structure through simplified synthetic modelling. In

a first step, we create a 3D velocity model for an assumed rift structure based

on previous studies from the northern part of the MCR ((Chichester et al.,

2018; Stein et al., 2016; Zhang et al., 2016), Figures S2.20a-f). The location

and strike direction of the rift aligns with the proposed continuation into Okla-

homa (Stein et al., 2014). Since there is limited robust information on the seis-

mic P-wave velocity structure of the MCR, our model captures just the main

characteristics such as a general positive velocity anomaly and a broadening

of the high-velocity feature at its base (e.g., mafic underplating). The back-

ground velocity model is a linear gradient approximation to the average of all

our 1D velocity depth functions and as such is assumed to represent “regular”

Oklahoma crust. Next, we chose two CMP bin locations (blue dots/rectangles

in Figure S2.20a,b) and their according downward-continued source/receiver
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pairs from the data set (red and green dots in Figure S2.20a,b). Travel times

for all receiver pairs are calculated with an Eikonal solver (Hole, 1992). Those

travel times are grouped and averaged into 5 km offset bins (Figures S2.21a,c),

which aims at simulating the corresponding picked first arrival in the offset-

stacked CMP gathers. Offset bins with less than 10 arrivals are rejected. The

resulting travel time curves (blue lines in Figures S2.21a,c) are inverted for

1D velocity models (blue lines in Figures S2.21b,d). It can be shown that

the true velocities are underestimated but there is still a significant velocity

increase in the inverted models. This in particular applies to long-offset data

which travel through the broadest (deepest) part of the rift. The velocity

underestimation is attributed to the unfavorable azimuthal coverage, e.g. the

source/receiver pairs are mostly aligned perpendicular to the rift structure and

the seismic rays sample both the outside “regular” crust and the rift. Four the

given source-receiver geometry, bins with short-offset coverage are less likely

to show evidence of the rift, while bins with long-offset coverage should suc-

cessfully illuminate a high-velocity rift structure.
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Figure S2.14: Depth distribution of earthquakes used in this study.
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Figure S2.15: Range of time and offset corrections for raytracing-based re-
datuming to a reference level Z=5 km as a function of source-receiver offset and
earthquake depth. Each point on the graphs represent one source-receiver pair.
The scatter is caused by the non-linear relationships between ray geometry,
basement depths, earthquake depths, velocity distribution, and source-receiver
offset. Colors represent earthquake depth (km).
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Figure S2.16: Resolution elements for each velocity element at a given depth
and CMP location shown for 5-40 km depth slices.
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Figure S2.17: We test for dependency on initial model during inversion by
inverting for different initial models. Left panel: Initial velocity models used
for inversion. The black line shows initial velocity model used in this study.
Coloured lines show perturbations introduced to the initial model (in black).
Middle panel: Examples of 1-D velocity model computed using the perturbed
models as initial models for real travel times from three different locations
in this study. Right panel: Corresponding percentage change for each of the
final velocity models computed from modified initial models when compared
to final velocity model reported in the study. For up to 15% perturbations in
the initial model we only observe deviations of ∼ +/-0.2% with a maximum
deviation of ∼1%.
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Figure S2.18: Histograms for RMS travel time residuals before (blue) and after
(red) 1-D travel time inversion. Used data points are the RMS residuals of all
1-D inversions (n=686).

Figure S2.19: Relative Pg and PmP amplitudes without spherical spreading,
calculated for a representative 1-D crustal model, a Moho depth of 42 km, and
an event depth of 5.5 km. The strong Pg amplitude in the critical PmP offset
range as well as similar travel times of the two phases illustrates the difficulty
of identifying a clear PmP phase in the data.
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Figure S2.20: (a,c,e) show velocities in Z, X and Y directions respectively for
bin#1. (b,d,f) show velocities in Z, X and Y directions respectively for bin#2.
Source, receiver and mid-point locations for each of the bins are shown in (a,b).
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Figure S2.21: Modeled travel times and corresponding inverted velocity model
for bin#1 are shown in blue in a) and b) respectively. Modeled travel times and
corresponding inverted velocity model for bin#2 are shown in blue in c) and
d) respectively. Orange and yellow lines in (a,c) show the corresponding 1D
travel time curves for locations at the rift axis and outside the rift, respectively.
Higher velocity estimates as compared to velocity model with no MCR, are
obtained for both the bins using the source-receiver geometry used in this
model. This implies that the source-receiver geometry used in the model is
sufficient to estimate velocity anomalies that may result from highly mafic
structure of the MCR.
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Figure S2.22: A comparison of velocity model from Chen (2016) and current
study. 2-D velocity profiles A4 and A5 refer to figures 2.17d and 2.17e in Chen
(2016) thesis. a) and c) show lines A4 and A5 respectively, adapted from
Chen (2016); and b) and d) show lines A4 and A5 respectively as computed in
current study. Blue box shows the extent of velocity model by Chen (2016) for
respective profiles. They interpret high velocity anomalies shown in red box,
to be correlated to Midcontinent rift as shown in a) and c). Here we observe
that in deeper sections, the high velocity anomaly either disappears (as in b))
or becomes less prominent (as in d)). This lends to the interpretation that
these velocity anomalies are present mostly in the upper crust and may not
be related to a lower crustal rift structure. They also interpret intrusions on
the eastern side of profiles A4 and A5 (a) and c)). We observe similar high
velocity anomalies in the same area (ref. Figure 2.9 region B in main text).

Figure S2.23: Ray paths computed for earthquake depth of 3km, 4km, 5km,
and 6km (top to bottom), for an averaged 1-D velocity model of the crust. For
this model basement depth is assumed at 2.2 km. It is evident from the ray
path geometries that for source-receiver offset greater than ∼65km, ray paths
sample depths greater than 10km. So, the assumption of Pei et al. (2018) to
average velocities for 5-10 km depth, derived from offsets as far as 120-130 km
could introduce a bias in their model.
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Chapter 3

Shear wave velocity structure and

compositional analysis of the crustal

structure in Oklahoma

3.1 Abstract

Induced seismicity in Oklahoma along with the extensive seismic networks

installed for earthquake monitoring turned out to be an unintended but unique

large-scale seismic experiment. We use the rich catalog of local earthquake

waveforms to obtain a S-wave crustal velocity model for Oklahoma. In com-

bination with a recently established P-wave velocity model, our study informs

the processes that led to the Mesoproterozoic lithospheric expansion of Lauren-

tia and provides insights on local crustal structures. We use the data recorded

for 27,582 earthquake events at 10 seismic networks across Oklahoma span-

ning a period of 2010 to 2017. To focus on the deeper crustal features, we

use an alternative approach to process horizontal component data. Processing

includes band-pass filtering, conversion to envelope, and STA/LTA detection.

Common-mid-point sorted data are stacked in offset bins and are representa-
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tive of local 1D velocity-depth functions. This approach results in a significant

increase in S/N ratio which allows for picking of Sg 1-D travel time curves for

larger offset ranges. The 1-D travel time curves are then inverted and combined

to obtain a 3-D S-wave crustal velocity model. We combine the Sg velocity

model with the Pg velocity model to obtain Poisson’s ratio. Our results are

integrated with regional gravity data and we discuss the geologic implications

of our model in terms of crustal composition and evolution.

3.2 Introduction

Precambrian rocks in the North American midcontinent contain a wealth

of information regarding the processes that led to the assembly of the North

American continental lithosphere. The basement rocks of Oklahoma belong

to the Southern Granite-Rhyolite Province (SGRP) and were formed ∼1.35

Ga ago. Petrological studies of the Precambrian rocks in Oklahoma have

been limited to samples obtained through drill cuttings and the two known

exposures (Spavinaw, (northeast) OK and Arbuckle mountains, (southeast)

OK) (Bickford et al., 1981; Bickford and Lewis, 1979; Denison et al., 1984;

Lidiak, 1996; Nelson and DePaolo, 1985). These studies have been crucial in

understanding the composition and age of the rocks. However, these studies

only provide observations for the upper crust in Oklahoma and with the lack

of exposures of deeper crustal rocks, we are limited in our understanding of

the crustal composition in Oklahoma.

Compressional and shear wave velocities are some of the fundamental prop-

erties of rocks. At given pressure-temperature conditions, both compressional

(P) and shear (S) wave velocities are largely controlled by the mineral com-

position of the rock (Christensen, 1996). Several new S-wave velocity models
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are available for Oklahoma based on ambient noise recorded at the Earthscope

US Transportable Array stations (Evanzia et al., 2014; Marsh, 2018; Shen and

Ritzwoller, 2016; Zeng and Nowack, 2021; Zhu, 2018). These S-wave velocity

models focus on imaging large scale crustal features in Oklahoma but lack the

resolution needed to investigate local anomalies in the region. The vast ma-

jority of the seismic studies in Oklahoma focus on the development of either

P or S wave velocity models and subsequently lack discussion of the crustal

composition in Oklahoma. P or S wave velocities alone are not deterministic

to establish rock types, but the VP/VS ratio or Poisson’s ratio can provide

better constraints on crustal composition (Christensen, 1996; Holbrook et al.,

1992b; Musacchio et al., 1997). In Oklahoma, a few studies have calculated

VP/VS ratios through receiver function and Moho reflection based studies.

These provide an average VP/VS ratio at a given location for the entire crust

which does not provide enough constraints to determine crustal composition.

In this study we present a 3-D S wave velocity model for central Okla-

homa for the entire crust using a nonstandard methodology. We use the local

induced earthquake data recorded at the broadband stations across the state

of Oklahoma, including both regional monitoring stations and the Earthscope

US Transportable Array stations. These local earthquake waveforms are pro-

cessed using common mid-point (CMP) based stacking and inversion tech-

nqiue. This methodology has been successfully applied to develop a 3-D P

wave velocity model for central Oklahoma (Ratre and Behm, 2021). We com-

bine the two velocity models to determine the VP/VS and Poisson’s ratio to

infer the crustal composition in Oklahoma. Utilizing models from the same

data sets and identical methodologies reduces uncertainty in the final VP/VS

model. Our results indicate a K - rich felsic upper crust that transitions into

intermediate and mafic rocks dominant in plagioclase and pyroxene.
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3.3 Previous Seismic Studies

There is a long history of geophysical studies in Oklahoma to understand

the shallow crustal structures. Some of the earliest studies that provide an

insight into the crustal features were 2-D deep crustal active seismic surveys

(e.g. Tryggvason and Qualls, 1967; Mitchell and Landisman, 1970; Agena et al.,

1989; Brewer et al., 1983, 1984; Brewer and Oliver, 1980; Phinney and Jurdy,

1979; Zhu and McMechan, 1989, and others). These studies focused on 2-

D P-wave velocity structure featuring a high velocity (VP >7.0 km/s) lower

crust and provided an early estimate of the Moho depth to be about 46 km

in Oklahoma. In recent years, increased seismicity in Oklahoma has led to

several passive seismic studies that explore P and S velocity structures in Ok-

lahoma (Chen, 2016; Toth, 2014; Pei et al., 2018; Marsh, 2018). Marsh (2018)

performed ambient noise tomography to obtain a shear wave velocity model

for Oklahoma up to depths of 20 km. These studies have increased our under-

standing of the upper crustal structure but lack significant information about

the deeper crust in Oklahoma. Evanzia et al. (2014) performed teleseismic

tomography to explore the P and S wave velocity structures in the crust and

upper mantle for Oklahoma and Texas. They are one of the few studies that

highlight the tectonic features preserved in the upper mantle but lack informa-

tion about crustal-scale features due to low resolution of their model. Shen and

Ritzwoller (2016) obtained shear wave velocity structure for the crust and up-

permost mantle for the contiguous United States based on measurements from

ambient noise, earthquakes, receiver functions, and Rayleigh wave ellipticity

measurements. Zhu (2018) developed a deeper crust 3-D shear wave velocity

model for Oklahoma and north Texas using ambient noise cross-correlation

and adjoint tomography representing the shear wave velocities up to depths

of 40 km. While Zhu (2018)’s model provides more details with regards to the
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crustal structures present in Oklahoma, there are significant discrepancies be-

tween Zhu (2018) and Shen and Ritzwoller (2016) with regards to the average

shear wave velocities observed in their models which could be attributed to the

differences in their data and methodologies. More recently Tan et al. (2021)

produced a crustal scale 3-D shear wave velocity model through joint inver-

sion of ambient noise dispersion and P to S receiver functions. They compared

their model with both Zhu (2018) and Shen and Ritzwoller (2016) and showed

an improvement on the shear wave velocity estimates. Wang et al. (2019)

developed VP/VS ratio and Moho depth map using P to S receiver functions

and H-k stacking of teleseismic earthquakes recorded across Oklahoma. Zeng

and Nowack (2021) also provide VP/VS ratio estimates for crust in northern

Oklahoma. Both of these studies show a VP/VS ratios >1.75 for Oklahoma

indicating a faster, more mafic crust.

A new 3-D P-wave velocity model was developed using the same methodol-

ogy as applied here in this study (Ratre and Behm, 2021). A high velocity (>

7 km/s) lower crust was reported for Oklahoma. This study will incorporate

the P wave velocities from the previous study to infer the crustal composition

and determine Poisson’s ratio for the crust in Oklahoma.

3.4 Data and Methodology

3.4.1 Data

The exponential increase in the induced seismicity in Oklahoma in the past

decade led to extensive installation of broadband monitoring stations across

the state along with the coincidental deployment of the Earthscope US Trans-

portable Array network. The local and transportable array recorded 27,568

events between January 2010 to September 2017 that occured in Oklahoma.
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Details about the station and events used are given in Data set S1 and Data

set S2 that can be downloaded from https://github.com/pranshuratre/

Oklahoma_station_event_data. Figure 3.1 shows the locations of the sta-

tions and events used in this study. The earthquake catalogue used in this

study is a combination of relocated catalogue by Schoenball and Ellsworth

(2017) and HypoDD corrected catalogue (pers. comm. with Dr. Jefferson

Chang). Most of the earthquakes in Oklahoma occur in the uppermost crust

between 2-7 km. We select seismic traces from both horizontal components

with a maximum epicentral distance of 250 km.

Figure 3.1: Red dots: location of earthquakes used in this study. Blue trian-
gles: recording stations used in this study. Areas beyond the state of Oklahoma
are in white.
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3.4.2 Methodology

Our methodology is based on common-midpoint sorting and stacking of

Sg waves, as has been applied to Pg waves in the same region by Ratre and

Behm (2021). In the following, we only summarize the principal processing

steps and specific processing parameter selections. The reader is referred to

Ratre and Behm (2021) to a more detailed description and discussion of the

methodology. Local earthquake tomography is contingent upon correct phase

identification and correlation, which can be difficult in case of low signal-to-

noise ratio especially for far-offset data. Our approach relies on simplifying

the wavefield to reduce the uncertainties in phase correlation and increase the

signal-to-noise ratio to obtain a deeper depth of investigation. This methodol-

ogy involves an inherent assumption of laterally isotropic crust. We regard the

earthquake source-receiver geometry as a 3-D active seismic dataset with an

irregular geometry and apply active seismic processing techniques of common-

mid point sorting and stacking to derive a 3-D S-wave velocity model. Since

the data are recorded on three-component seismic stations, S wave arrivals

are recorded at both the north and east components. Figure 3.2 shows band-

pass filtered, LMO corrected horizontal components for two event gathers. Sg

arrivals can be easily identified but the presence of noise and intermediate

phases for some stations would increase the uncertainty in picking accurate

phase arrival times. We combine the data from both north and east compo-

nents to obtain 1,719,923 traces. To achieve a constructive interference while

combining the two components, the traces are bandpass filtered with a wide

frequency band (1-2-12-15 Hz) Ormsby filter, followed by conversion to enve-

lope (modulus of the complex trace). The two component data for each event

are stacked at each station to obtain a combined dataset.

Prior to any further processing, static and geometric corrections are ap-
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Figure 3.2: a,b) and c,d) show East and North component for two events re-
spectively. The traces are bandpass filtered (4-6-10-12 Hz) and LMO corrected
with a velocity of 3.45 km/s. (Note: These values are only used for visualiza-
tion and not part of processing routine).

plied. Generally for active seismic data processing where the sources and

receivers are located close to the surface, static corrections are applied to re-

move time delays caused by elevation differences, near-surface weathering ef-

fects, and/or the upper-most sedimentary layers. Passive seismic data derived

from earthquakes adds variability in time delays due to differing earthquake

depths. We apply time and geometric corrections to each trace based on the

earthquake depth, source-receiver offset, basement structure at source and re-

ceiver, and the regional velocity structure. Final datum corrections move each

source-receiver pair to an assumed datum level of 5 km. Datum level of 5 km

is selected as majority of the earthquakes occur in the depth range of ∼5-7

km. We select data with high quality location estimates and cap the source-

receiver offset of the new geometry to 250 km, which gives us a total of 688,000

traces. A top mute is applied to remove the Pg phases. The data are further
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processed by applying minimum phase Ormsby filter with [0.5-2-4-6 Hz] corner

frequencies to increase the S/N ratio of the data and to improve stacking. We

further enhance the Sg phase arrivals through application of STA/LTA (short

term average/long term average) ratio signal detection technique and apply a

linear move-out (LMO) correction with a 3.45 km/s velocity. The averaging

windows used for STA and LTA are 0.5 s and 5 s respectively. These pre-stack

processing steps aim at minimizing the source and path effects and simplify

the wavefield, thus facilitating a constructive stack of traces. Figure 3.3 shows

an example of event gather after bandpass filter and STA/LTA application.

Figure 3.3: Example of preprocessing on one datum-corrected event gather
with LMO correction applied for a velocity of 3.45 km/s. (a) Signal converted
to envelope + bandpass filtered (0.5-2-4-6 Hz), (b) STA/LTA applied

The processed traces are sorted according to the source-receiver midpoint
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locations into “common-mid-point” (CMP) cells and sorted according to offset

within each cell to obtain a CMP gather. These cells occupy the study area

such that the cell-centers form a regularly spaced grid with 20 km lateral

spacing. The size of each individual cell depends on the number of traces in

a particular cell and is varied between 20-70 km. We introduce a requirement

of minimum 30 traces between 50-100 km in order to select a particular cell

size. Appropriate cell sizes are selected when the above condition is met. The

final location of each of these CMP cells are calculated as the mean location of

all the trace mid-points that lie within the cell. The traces in each CMP bin

are stacked in 5 km offset bins. Figure 3.4 shows the CMP cell size, number

of traces in each cell, and the CMP bin center location. Each of the stacked

traces are assigned an absolute offset value that is the average of the absolute

offsets of all traces in each offset bin. Each offset-sorted stacked CMP gather

represents 1-D travel time curve for the corresponding cell. The stacked traces

in each CMP gather are manually picked to obtain 1-D travel time curves are

picked for each stacked CMP gather and inverted to obtain a 1-D velocity-

depth function at 116 CMP cell locations. Figure 3.5 shows the processing

steps described above.

Figure 3.4: (a)Number of traces in each bin, (b)CMP bin size.
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Initial velocity model for basement and below is derived from P-wave ve-

locity model for shield and platform given by Christensen and Mooney (1995)

using a VP/VS ratio of 1.73. We use a ray parameter weighted scheme Behm

et al. (2007) to invert for the 1-D velocity - depth functions which also pro-

vides resolution elements as one of the outputs. Resolution elements provide

confidence values to the corresponding velocity elements and vary between 0

(undetermined) to 1 (uniquely determined). The RMS travel time residuals

are reduced from a range of 0.024 - 1 s with a mean of 0.25 for the initial

velocity model to a range of 0.001 - 0.09 s with a mean of 0.026 for the fi-

nal velocity model. Any velocity node with a resolution element value of less

than 0.5 are discarded. We further exclude all CMP locations with an RMS

travel time residual greater than 40 ms resulting in a combined reduction of

32% of the calculated velocity data points. We interpolate the 1-D velocity-

depth functions from the remaining dataset to derive a 3-D velocity model for

the study area through minimum-curvature interpolation method. The result-

ing 3-D velocity model (Figure 3.6) captures regional crustal structures up to

depths of ∼35 km. Average velocities vary from 3.42 km/s at 5 km depth to

3.83 km/s at 39 km depth with overall minimum and maximum velocities of

3.16 km/s and 3.84 km/s, respectively. The average shear wave velocities for

the crust in Oklahoma are lower than the shields and platform 1-D velocity

model given by Christensen and Mooney (1995).

Figure 3.6 shows the combined velocity model as depth slices starting from

5 km to 30 km. Our velocity model starts at 5 km depth, where we have

assumed our processing datum. Due to velocity increase with depth, we chose

a depth-dependent color scale in Figure 3.6 to emphasize lateral variations at

each depth. To analyze the velocity model in more detail we have highlighted

regions (Figure 3.6, regions A, B, C) which show velocity anomalies that are
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Figure 3.5: Processing steps illustrated for one CMP bin. (a) All source-
receiver pairs shown for the CMP bin (black square); (b) Pre-processed earth-
quake waveforms in this CMP gather with a linear move-out correction of 3.45
km/s; (c) Stacked gather obtained from 5 km offset-bin stacking of sorted
gather in (b), red dashed line shows the picked travel time curve; (d) Initial
and inverted 1-D velocity model for the CMP bin location.

discussed in more detail in the next section. We also compute depth slices for

VP/VS ratios (Figure 3.7) using the P-wave velocity model computed using

using the same methodology as this study (Ratre and Behm, 2021). The

average VP/VS for Oklahoma across the crust is greater than 1.77±1.

3.5 Discussion and Interpretation

3.5.1 Comparison with Existing Velocity Model

Recently, several shear wave velocity models have been published for the

crust of Oklahoma that primarily utilize ambient noise data recorded at sta-
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tions across the state of Oklahoma (Shen and Ritzwoller, 2016; Zhu, 2018; Tan

et al., 2021). We compare our velocity model to the two existing local shear

wave velocity models developed by Zhu (2018) and Tan et al. (2021). Figure

3.8 shows the average velocity variation for each of the velocity models with

depth. Since the lateral coverage for our model only covers central Oklahoma,

we only use velocity data points that represent the extent of our model. Ambi-

ent noise investigation relies on surface wave velocities to invert for shear wave

velocities in the subsurface. Surface wave velocities are a function of data fre-

quency, P- and S-wave velocities, and rock densities. Surface wave velocities

are predominantly influenced by the S-wave velocities in the region. In case

of short period surface waves, shallow crustal density plays a significant role

and an incongruous density estimate can cause geologically unfit shear wave

anomalies for middle to lower crustal depths (Xing et al., 2016). Depending

on the frequency of data used one can determine the depth of investigation

for ambient noise investigation. The frequency content of the data would also

be influential in assessing the accuracy of shear wave velocities for the deeper

crust derived from surface wave inversion.

Both Zhu (2018) and Tan et al. (2021) have low S-wave velocity estimates

for the upper crust-middle crust (upto∼12 km). As discussed above, this could

be an effect of improper density estimates for the sedimentary basin that is

causing anomalously low velocity estimates for these depths. Large station

separation for deriving these velocity models also leads to a comparatively

lower resolution than the velocity model presented in this study. Evidence

for mafic intra-basement layers in the upper crust in Oklahoma is presented

by various studies in the region (Elebiju et al., 2011; Kolawole et al., 2020;

McBride et al., 2018; Ratre and Behm, 2021) but the ambient noise based

velocity models (Zhu, 2018; Tan et al., 2021) do not give indication for such
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Figure 3.6: Horizontal slices through the 3-D Sg wave velocity model super-
imposed on the geologic provinces map. Note the varying color scale for each
depth slice (same range of 250 m/s). Black contour lines show the Bouguer
Gravity anomaly [mGal]. Regions A, B, and C are discussed in the text.
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Figure 3.7: Horizontal slices through the 3-D Vp/Vs model superimposed on
the geologic provinces map. Black contour lines show the Bouguer Gravity
anomaly [mGal]. Regions A, B, and C are discussed in the text.

anomalies. Another point of deviation is the consistently high lower crustal

velocities (> 4.0 km/s) observed in shear wave velocity models by Shen and

Ritzwoller (2016), Zhu (2018), and Tan et al. (2021) (Figure 3.6, 3.8). High

shear wave velocities would imply VP/VS ratios of < 1.75 which contradicts

VP/VS estimates ( > 1.77) from Moho reflection and receiver function studies

(McGlannan and Gilbert, 2016; Wang et al., 2019; Zeng and Nowack, 2021).
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Figure 3.8: Box plot depicting the variation of Sg velocity with depth for
central Oklahoma. Light blue: Zhu (2018), red: Tan et al. (2021), black: this
study
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Further, several studies have interpreted a mafic lower crust in Oklahoma based

on high (> 7.0 km/s) P wave velocities observed in the region (Tryggvason and

Qualls, 1967; Mitchell and Landisman, 1970; Brewer et al., 1984; Ratre and

Behm, 2021). Velocities derived from ambient noise data inversion smears the

velocities in lower crust and upper mantle which likely leads to the increased

apparent shear wave velocities observed in the lower crust. The shear wave

velocity model presented in this study shows less variation with increasing

depth as compared to Zhu (2018)’s model. Tectonically, a homogeneous lower

crust is more plausible as the crust is Oklahoma belongs to a stable shield and

platform regime (Christensen and Mooney, 1995). As the stacking method

inherently suppresses any outliers in the data, the shear wave velocity model

for the crust developed in this study is a robust model without significant

systematic biases.

3.5.2 Crustal Structures

S-wave velocity structure for the upper crust in Oklahoma depicts a het-

erogeneous crust. High S-wave velocity anomalies are observed in the upper

crust in Region A (Figures 3.6,3.9). They appear to diminish in their intensity

with depth and are non-existent by ∼15 km depth (Figure 3.9). Figures 3.6

show the correlation of these anomalies with the regional gravity highs in the

region. We observe VP/VS ratio of > 1.75 in this region (Figure 3.7) which

corroborates the presence of mafic intra-crustal layering in the basement rocks

as suggested by previous studies in the region (Brewer et al., 1981, 1983, 1984;

Buckey, 2012; Elebiju et al., 2011; Kolawole et al., 2020; McBride et al., 2018;

Mitchell and Landisman, 1970; Ratre and Behm, 2021). A similar high ve-

locity anomaly is reported by Shen and Ritzwoller (2016) in their mid-crustal

( > 5 km depth) shear wave velocity structure. While the region A anoma-
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lies (Figure 3.6a,b,d,e, Region A) visually correlate with the gravity data, it

is important to note that the variation in the velocities at 5 km depth layer

is moderate with the minimum and maximum velocities being 3135 m/s and

3512 m/s, and mean and median values of 3403 m/s and 3414 m/s. This can

also be seen in the cross section Figure 3.9a,b where the variation in the upper

crustal layers is not as pronounced as it may appear in the depth slices.

Region B shows a significant high velocity anomaly close to the Nemaha

fault zone at 5 km depth (Figure 3.6,a). The Vp/Vs ratio for Region B in the

upper crust (5-10 km) are close to 1.73 (Figure 3.7) which suggests that the

S wave velocity anomaly is not related to the presence of mafic material as

mafic rocks have a higher VP/VS ratio (>∼1.8). Cross-section in Figure 3.9a

also suggests that the velocity anomaly is present in the upper most crust and

its strength decreases rapidly with depth. Region C in the south-eastern part

of our velocity model shows a high velocity anomaly that gets stronger with

depth (Figure 3.6,3.9c). The sudden jump in velocity seem to coincide with the

boundary between the Anadarko Basin and Cherokee Platform (Figure 3.9c).

Similar high shear wave velocity anomalies are also observed at 15 km depth

by Tan et al. (2021) that extend further south-east (outside the bounds of our

data). To understand the origin of this anomaly we also compare our data

to the local temperature - depth and heat flow maps (Blackwell et al., 2011).

Low temperatures at mid-crustal depths and low heat flow to the surface is

reported for the region where we see the high velocity anomaly. It is also noted

that this positive Vs anomaly corresponds with a pronounced magnetic low

(Figure 3.9a). The lower crust (> 20km) in Oklahoma is more homogeneous as

S-wave velocities show less variation through the study area (Figure 3.6f,g,h).
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Figure 3.9: Sg velocity model cross sections. Bouguer gravity anomaly (red
curve) and magnetic anomalies (green curve) are plotted above corresponding
cross sections. On cross sections, black vertical lines show fault locations and
blue vertical lines show extent of Regions (A, B, and C). Inset maps show the
fault locations (gray lines), location of Regions A, B, and C (blue polygons)
overlain on geologic province map. See text for discussion.
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3.5.3 VP/VS Ratio and Compositional Analysis

Individually, P wave velocities and S wave velocities provide a non-unique

interpretation for the composition of the rocks. Apart from the rock compo-

sition, P and S wave velocities are also affected by the pressure and tempera-

ture conditions of the crust. Instead, the VP/VS ratio or Poisson’s ratio are

widely used to constrain the crustal composition as they are largely unaffected

by pressure temperature conditions at crustal depths (Christensen, 1996). We

compute VP/VS ratio for Oklahoma using the P and S wave velocities obtained

from the same methodology of stacking and inversion of local earthquake wave-

forms. This approach of calculating of VP/VS ratios minimizes any inherent

potential biases introduced through systematic over- or under-estimation of P

and S wave velocities. Unlike the VP/VS estimates from receiver functions,

our approach does not require assumption of velocities or Moho depth, which

further reduces sources of error. As the resolution of both the velocity data

are comparable, we get reliable VP/VS estimates as a function of depth.

Figure 3.7 shows depth slices for VP/VS computed using the P wave veloc-

ities from Ratre and Behm (2021) and S wave velocities from this study. We

consistently see a higher than surrounding VP/VS ratio for Region A which

also corresponds to a high gravity anomaly. We observe a generally increas-

ing VP/VS for the crust in Oklahoma going to a maximum of 1.85 at 39 km

depth. A high VP/VS is a strong indication of a mafic material in the crust.

This also corroborates the high average VP/VS reported by McGlannan and

Gilbert (2016); Wang et al. (2019); Zeng and Nowack (2021). Figure 3.10a

shows VP/VS vs VP distribution for upper (average VP/VS = 1.75), middle

(average VP/VS = 1.77), and lower (average VP/VS = 1.80) crust. We com-

pare our data to the VP and VS empirical relationships derived by Brocher

(2005). The “Mafic line” is derived based on measurements from calcium-rich
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Figure 3.10: Plots of (a)VP/VS vs VP and (b) Poisson’s ratio vs VP for upper,
middle and lower crust of Oklahoma. Plots compare the data from this study
to a) VP and VS relationships derived by Brocher (2005); b) Poisson’s ratio and
VP values for different rock types compiled by Christensen (1996). Multiple
values for the same rock type for the upper, middle and lower crust represent
the values at two different lithostatic pressure that would correspond to the
the specific layer [Upper crust : 200, 400 MPa, Middle crust : 400, 600 MPa,
Lower crust : 800, 1000 MPa. Error bars for rock types represent one standard
deviation.

rocks, mafic rocks, serpentinites, and gabbros. The empirical fit on the other

hand excludes these rocks. These two lines represent average values for ex-

treme cases for mafic and felsic rocks. Our data shows a clear trend favouring
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Figure 3.11: Box plot showing the distribution of Poisson’s ratio data from
this study across depth and mineral composition. Center horizontal line in
each box plot diagram represents the median depth. The data are sorted
according to Poisson’s ratio and P wave velocity bounds of each of the rock
types. Anorthite content shown within the plagioclase field.

the empirical fit consisting of majorly felsic rock types for upper crustal rocks

and moves towards the mafic line approximation for the lower crustal rocks

(Figure 3.10a). SGRP rocks are generally considered to have high K and low

anorthite content (Bickford and Lewis, 1979; Barnes et al., 2002) which is

possibly why the “Mafic line” as proposed by Brocher (2005) may not fit our
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dataset.

Christensen (1996) and Holbrook et al. (1992a) compiled average VP , VS,

and Poisson’s ratio values for a variety of rock types and mineral assemblages

at crustal lithostatic pressures ranging from 200-1000 MPa. These values for

different rocks types are plotted in Figure 3.10b, along with our dataset. We

also compare our data to basic mineral classification for felsic-mafic rocks

in Figure 3.11. Upper crust in Oklahoma is dominated by high-K granite,

followed by granodiorite, and granite gneiss (Figure 3.10b,3.11) as reported

by several petrological studies for SGRP (Barnes et al., 2002; Bickford et al.,

2015). High percentage of felsic igneous rocks also implies that the upper crust

has not undergone a lot of deformation and is mostly unmetamorphosed. High

alkali content is congruous with the presence of A-type granitic plutons found

throughout the SGRP. The middle crust is dominated by metamorphic rock

facies like felsic granulite followed by diabase (mafic), diorite (intermediate),

and granite. These observations are consistent with the hypothesis that SGRP

was formed through crustal melting possibly induced by basaltic underplating

as the heat and temperatures would lead to most of the metamorphism in the

middle crust. In the lower crust, our VP/VS estimates predict increasingly

more mafic composition with depth. Comparison to the Christensen (1996)

mineral assemblage data suggest that the lower crust is possibly dominated by

diabase along with some gabbro, anorthosite, and diorite. A possible expla-

nation for the presence of anorthosite in the deeper crust can be linked to the

partial melting of magma that causes the crust to melt. Magma at the base

of the crust without an outlet fractionates and crystallizes the mafic minerals

leaving a plagioclase rich magma that can crystallizes to form anorthosites. A

more detailed analysis is required to assess the mineral composition and rock

type present in the deeper crust.
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3.6 Conclusions

In this study, we apply CMP sorting, stacking, and inversion techniques

to local earthquake waveforms to develop a 3-D save velocity model for cen-

tral Oklahoma. We present a higher resolution shear wave velocity model

compared to the ambient noise velocity models available for Oklahoma. We

combine our model with the previously published P wave velocity model that

was generated through similar methodology to obtain VP/VS and Poisson’s

ratio estimates. We compare our data with the published estimates of VP , VS

and Poisson’s ratio to perform compositional assessment for the crust in Ok-

lahoma. Our results suggest that the upper crust in Oklahoma is dominated

by felsic granite and granodiorite suites. We interpret the presence of basaltic

compositions in the upper-middle crust as related to the mafic intra-basement

layering in the upper crust. The Poisson’s ratio and VP/VS estimates suggest

that the bulk of middle crust is composed of metamorphic and intermediate

rocks that gradually becomes more mafic as it transitions into lower crustal

depths. Qualitative compositional assessment from Poisson’s ratio for the

lower crust suggests a mafic lower crust which strongly suggests partial melt-

ing and subsequent basaltic underplating as the primary process of formation

of the SGRP.

The velocity model presented in this study can be used as initial models

for high resolution tomography studies or to improve earthquake locations.

Similarly, S wave velocity model and the VP/VS model can be used to improve

upon the initial assumptions of the crustal parameters for ambient noise studies

in the region. Future work will focus on inverting for major element oxide

compositions using the P and S wave velocities generated in our study. Major

element composition can provide more detail to the compositional analysis

carried out in this study which will be used to further define the tectonic
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processes that led to the formation of the SGRP.
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Chapter 4

Earthquake depth and local velocity

estimation using crustal reverberations

and phase correlation for the Cushing

Fault zone

4.1 Abstract

The significant rise in the seismicity in Oklahoma due to wastewater injec-

tion has reactivated several dormant fault zones in the region. The Cushing

Fault zone in central Oklahoma is one such location that has observed several

M>4 earthquakes. Accurate earthquake location estimates is a key parame-

ter to understand hazard and injection-induced triggering mechanism. Several

earthquake relocation algorithms reduce the errors in lateral earthquake lo-

cations, but earthquake depth remains a challenge due to lack of accurate

velocity model and trade-off during inversion. In 2019, we deployed a dense

network of 130 5Hz 3-component Fairfield nodes covering the Cushing Fault

Zone. We use the data recorded by this array for three events within the

Cushing Fault Zone and observe phase conversions for all the three events.
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To model these phase conversions, we first use Velest algorithm to relocate

earthquakes using a 1D local velocity model. Then, we perform forward travel

time modelling to evaluate the effects of basement depth, earthquake depth,

and velocity changes on the different phase arrivals. The forward modeling

results suggest that these converted phases are S-to-P conversion (SP ) at the

basement interface. We further compute synthetic seismograms using F-K

algorithm to model the converted phase. We use the observed delay times

between S and SP phases to determine the basement depth. We use delay

times between P and SP phases to constrain earthquake depths. The lateral

earthquake locations are constrained through Velest, and depth estimates are

enhanced by the delay time from the converted phase.

4.2 Introduction

In the past decade, Oklahoma experienced an exponential rise in seismicity,

primarily attributed to wastewater disposal in the subsurface (Ellsworth, 2013;

Keranen et al., 2014; Walsh and Zoback, 2015; Weingarten et al., 2015). The

pore pressure changes resulting from fluid injection coupled with local and

regional stress conditions have led to reactivation of previously unmapped

faults in the crystalline basement (Alt and Zoback, 2017; Keranen et al., 2013;

McNamara et al., 2015a; Yeck et al., 2016). One such fault system has been

the Cushing fault zone in northern Oklahoma which has experienced several >

4 M earthquakes and a M5.0 earthquake sequence (McNamara et al., 2015b).

Although the frequency of earthquakes has decreased in the past few years due

to earthquake mitigation activities (McNamara et al., 2015b; Langenbruch and

Zoback, 2016), one of the largest earthquake event recorded in Oklahoma, M5.8

in Pawnee, occurred during this period (Yeck et al., 2017).
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Cushing, Oklahoma is an important oil and gas transportation hub and is

one of the largest crude oil storage facilities in the United States. These strate-

gic assets are situated above a complex system of conjugate faults known as

the Cushing fault zone. Cushing fault itself serves as a conjugate fault struc-

ture to the more prominent Wilzetta Fault Zone in Oklahoma (Figure 4.1).

The Cushing fault was previously unmapped and was reactivated as a result

of M4 and M4.3 earthquake sequences in October 2014 (McNamara et al.,

2015b). An M5.0 mainshock event occurred within the Cushing fault zone in

2016. These subsequent earthquakes reactivated another unmapped fault in

the Cushing fault zone. So far, these earthquakes have not caused any sig-

nificant damage to the strategic oil reserve facility but have yielded extensive

structural damage to properties in the city. (McNamara et al., 2015b) postu-

lates a future occurrence of a >M5.0 earthquake that could cause damage to

the critical infrastructure in the region.

Cushing fault zone is located in the Cherokee Platform province where the

shallow crystalline basement is covered by a thin sedimentary layer (Johnson,

2008). Most of the earthquakes in the Cushing fault zone have occurred in the

shallow crystalline basement between 3-5 km (McNamara et al., 2015b). In

order to understand earthquake triggering mechanisms and conduct accurate

stress analysis with respect to the local fluid injection activities, we need pre-

cise earthquake depth locations. Due to the absence of an accurate velocity

model in the region and sparse station coverage, earthquake depth and origin

times could have large errors. In this study, we model delay times between

different crustal phases using travel time modelling and forward waveform

modelling to characterize the basement depth, velocity model, and earthquake

depths. We use vertical component records for subsequent modelling and com-

parison. Figure 4.1 shows the earthquake and station locations in Oklahoma.
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Figure 4.1: Left: Overview of tectonic provinces and faults in Oklahoma. The
black square shows the location of the Cushing Fault zone. Right: Map view
of nodal array stations (blue triangles) and earthquake locations (black dots)
from Oklahoma Geological Survey (OGS) catalog from October 2014 to May
2018. The background is the basement depth map derived from basement
penetrating wells (Northcutt and Campbell, 1996). The three cyan circles
indicate earthquakes used in this study.

4.3 Data

In this study, we use data from 130 ZLAND Fairfield nodes deployed from

November 5th, 2019 to December 16th, 2019 in Cushing, Oklahoma. The

nodes were deployed with a dense spacing of 200±50 m in a grid pattern

along the roads. Three events are recorded within the array and are used for

further processing in this study. The data are recorded with a sampling rate of

500 Hz and filtered between 1 and 20 Hz. An autopicker (Li and Peng, 2016)

is used to pick the initial P and S arrivals and the waveforms are trimmed

into 4-second segments, taking the origin time of each event as 0 s. Original

locations for the three events are shown in Figure 4.1 (Table 4.1). For all

three events, we observe a shallow crustal phase that arrives between P and S

arrivals (Figure 4.2a,b).
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4.4 Methodology

We follow the following workflow to process and analyze our data:

• Relocate the three cataloged earthquakes using Velest algorithm (Kissling

et al., 1994) and a local 1D velocity model from Tan et al. (2021) (Figure

4.2c).

• Perform travel time modeling to identify the shallow crustal phase ob-

served between P and S arrivals.

• Use delay time estimates from travel time modelling to constrain base-

ment depth.

• Use the basement depth constraints derived from previous step to per-

form forward waveform modelling and constrain earthquake depth.

4.4.1 Earthquake Relocation

We perform relocation for the three events using a recently published shear

wave velocity model by Tan et al. (2021). We use VP/VS ratio of 1.73 to get

the P wave velocity model for the region. We use single-event mode in the

Velest algorithm (Kissling et al., 1994) to keep the velocity constant and only

performed event relocation. We do not perform joint inversion of velocity

model and event location due to insufficient number of events. A future study

with more complete event detection can improve local velocity estimation. We

determine the confidence intervals for the location estimates through boot-

strapping, by randomly selecting 80% of the travel time data to derive the

event relocations and repeating 50 times. Relocated events and re-aligned

waveforms along with the velocity model are shown in Figure 4.2. The loca-

tion uncertainties from bootstrapping are shown in Figure 4.3.
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Figure 4.2: a,b)Event waveform aligned using the original catalog location and
relocation from Velest. Red dots indicate the picked P and S arrival times for
each event. c) P wave velocity model derived from Tan et al. (2021) used
for relocation. d) Map and cross section views showing the location of events
before and after Velest relocation. Black dots denote seismicity used in Qin
et al. (2019) for the Cushing fault zone.

4.4.2 Travel Time Modeling

4.4.2.1 Phase Identification

Figure 4.2b shows distinct shallow crustal phase arrivals between the initial

P and S arrivals. Visual inspection of the observed waveform suggests that

the crustal phase may represent a phase conversion at the sediment-basement

interface. This is because the second crustal phase to arrive is much faster

that the initial S arrival and thus cannot represent a deep crustal phase. The

sedimentary layers in the Cherokee platform are composed of inter-bedded
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Figure 4.3: Map and cross section view for the three events showing the 90%
confidence interval (black dashed ellipse) based on bootstraping.

sandstone, shale, and limestones (Johnson, 2008) and the basement is com-

posed of Precambrian granite-rhyolite rocks. The significant contrast between

the Precambrian basement and the sedimentary rocks can cause the phase

conversion observed in our data. To identify this crustal phase we perform

travel-time modelling using a simple two-layered earth model. We model the

arrival times for phases P, S, and P to S (PS) and S to P (SP ) conversions

at a given basement interface for differing values of offsets. Figure 4.4 shows

comparison between modelled travel times for different phases and waveforms

for one of the events. Due to assumptions in basement depth, velocity model,

and earthquake depth the arrival times for the different phases for modelled

travel times do not have an absolute match with the observed arrivals but the

relative delay time variations between different phases can be used to iden-

tify the phase observed in the data. Our modeling results reveal that the
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converted phase observed is an S to P conversion possibly occurring at the

sediment-basement interface.

Figure 4.4: Comparison of modelled travel times for different phases and ob-
served data. Blue arrows show increase in delay time between P and S-to-P
phases with offset and a similar observation noted on observed waveform.
Green arrows show the almost constant delay time between S-to-P and S
phases in the modelled waveform which is consistent with the observed ar-
rivals as shown.

4.4.2.2 Basement Depth Determination

Various factors like event-station distance, earthquake depth, basement

depth, and VP/VS ratio can influence the delay time between phases. To

determine the dependency of each of these factors, we look at the travel time
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for a given phase for a simple two layer model as given by:

T (p) =
u2
1∆h√
u2
1 − p2

+
u2
2∆(z − h)√
u2
2 − p2

(4.1)

where u1, u2 : are slowness of the phase for layer 1 and 2 respectively, h : base-

ment depth, z : earthquake depth, and p : ray parameter. Layer 1 is assumed

to be the sedimentary layer and layer 2 is assumed to be the basement layer.

Once we identify the converted phase as SP conversion at basement, we assess

the influence of various factors on the time delay between each of the phase

arrivals. We calculate travel time estimates for differing earthquake depths,

basement depths, and local velocity estimates. From the above equation we

determine that for a given velocity model, the delay time between S and SP

phase increases as the basement depth increases, and remains unaffected by

any changes in offset and earthquake depth (Figure 4.5). Further, the delay

times between S and SP phase remain constant beyond an offset of 3.5 km

for a given velocity and basement depth. On the other hand, the delay time

between SP and P phase depends on earthquake depth and offset for a given

velocity model. So we first use delay time between S and SP phase to constrain

the basement depth and velocity model, then we use the delay time between

SP and P phase to constrain the earthquake depth.

We use an STA/LTA based picker to pick the SP phase in the observed

data for all three events. We compute delay times between S and SP phases

for the two layer model for differing basement depths and compare them to

the delay times observed in the data to determine the basement depth in the

study area. This step is important to constrain the basement depth prior

to constraining the earthquake depths in the region. We use trial and error

method to determine an appropriate VP/VS ratios for the sedimentary layer.
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4.4.3 Forward Waveform Modelling and Earthquake

Depth Estimation

We use the basement depth estimate and a favourable VP/VS ratio de-

rived from travel time modelling to calculate synthetic seismograms of select

stations. We use F-K modeling algorithm (Zhu, 2018) to model synthetic seis-

mograms for all stations that recorded the three local events. The model space

is represented by a 1-D velocity model with basement depth derived from travel

time modelling. The source is defined as a right-lateral strike slip fault with

strike, dip, and rake of 240°, 80°, and 180° respectively. The azimuth used in

the calculation of the synthetic seismograms for each station was based on the

location of the earthquake from Velest inversion. Earthquake depth is varied

while keeping all the other parameters constant for a given station. Finally,

for all the synthetic and observed waveforms, bandpass filter between 1 to 20

Hz was applied. The delay times between P and SP , and P and S phases

increase as the earthquake depth increases for a given velocity and basement

depth. We use STA/LTA based picking algorithm to pick P, SP , and S phases

for the modelled waveforms. The delay time between P and SP , and P and

S also increase with increasing offset. This influence of offset is avoided as

we only compare the modeled seismogram for each station to the respective

observed waveforms. We compute the P and SP delay times for the modelled

waveforms. These are compared to the corresponding delay times observed in

our data. We only use the P and SP delay times to estimate earthquake depth

as they do not depend on the VP/VS ratio of the sedimentary layer. The

earthquake depth is estimated based on the minimization of residuals between

observed and modeled delay time for P and SP phases from all stations.
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Figure 4.5: a)For a given velocity model: delay time between S and SP in-
creases as basement depth increases, b) Delay times between S and SP arrivals
vs offset when plotted for different earthquake depths shows that earthquake
depth has almost no influence on the delay time beyond 3 km offsets, c) Delay
times between S and SP arrivals vs earthquake depth for different offsets, off-
sets beyond 3.5 km are not clearly differentiated as the delay times for those
remain constant.

4.5 Results

4.5.1 Event Relocation

The relocated event locations are given in Table 4.2. The seismicity in the

Cushing Fault Zone is concentrated within the uppermost basement up to 5 km

depth. The three events are shifted to shallower depths after Velest relocation,

which seem consistent to the event locations from Qin et al. (2019) (Figure

4.2). The improvement in location estimates can be clearly observed through

the improvement in waveform alignment (i.e., comparing Figure 4.2a versus

Figure 4.2b), especially for event 5813. We use these new event locations for

further analysis.
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Event ID Origin time Magnitude Latitude Longitude Depth

5813
2019-11-14
18:26:11.81

2.48 35.9902 -96.8003 6.76

5815
2019-11-11
23:24:23.93

2.03 35.9993 -96.7812 5.29

5816
2019-11-06
18:19:12.91

1.61 36.0040 -96.7782 5.81

Table 4.1: Original event locations and magnitudes.

Event ID Latitude Longitude Depth Final depth

5813 35.9846 -96.8119 4.89 3.3
5815 35.9970 -96.7793 3.94 2.7
5816 35.9996 -96.7803 4.09 2.7

Table 4.2: Relocated event locations and depth estimates from Velest reloca-
tion. Last column shows the final depth estimates derived using phase delay
times.

4.5.2 Basement Depth and VP/VS Estimates

We determine a VP/VS ratio of 2.5 for the sedimentary layer through

trial and error method for our data. We calculate travel times for different

phases by varying the basement depth and VP/VS ratios and compare the

modeled times to observed data. Our modelling reveals that the VP/VS ratio

for the sedimentary layer in our study area is 2.5. We use this VP/VS ratio

for the further travel time modeling and forward waveform modeling. We use

delay times for stations with an offset of 3.5 km or greater for each event to

independently determine the basement depths at station locations. 70 out 126

stations (offsets> 1 km) had basement depth in range 1.04-1.06 km determined

from at least two events. The median depth estimate from each of the event

is 1.052 km (Figure 4.6). The basement depth estimates from our method are

consistent with the basement depth derived from basement penetrating wells

(Campbell and Weber, 2006) in this region, which is ∼1 km.
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Figure 4.6: (top) Distribution of basement depth estimates at each station (off-
set >1 km) from each of the three events [Red:5813, Blue:5815, Green:5816],
(bottom) histogram distribution of basement depth estimates show that base-
ment depth estimates for majority of stations lie between 1.04 and 1.06 km.

4.5.3 Constraints on Earthquake Depth

The basement depth of 1.05 km is used to model synthetic seismograms

using F-K algorithm (Zhu, 2018). We estimate the earthquake depths for the

three events by minimizing the delay time residuals between observed and
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modelled data for P and SP phases. We obtain minimum combined residuals

of ∼0.22, ∼0.22, and ∼0.23 for corresponding earthquake depths of 3.3 km,

2.7 km, and 2.7 km for events 5813, 5815, and 5816 respectively (Table 4.2).

Figure 4.7 shows the total misfit for P and SP delay time from all stations

versus depth for the three events. We further discuss the implications of the

residuals and the final earthquake depth estimates in the following section.

Figure 4.7: P - SP delay time misfits plotted for the three events. Minimum
value of misfit represents the chosen final depth estimates for each of the events.

4.6 Discussion

We identify SP conversion at the sediment-basement interface in our data

caused by high contrast in seismic velocities across the interface. Previously,

shallow crustal reverberations have been used to constrain earthquake depth

and shallow crustal structures (Frohlich et al., 2014; Mori, 1991). Our travel

time modelling suggests that the delay times between P and SP , SP and S, and

P and S are largely controlled by the sedimentary layer velocities, basement

depth, and the earthquake depth. We develop a systematic methodology to
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use the delay times between P and SP , and SP and S phases to constrain the

basement depth and earthquake depths for the Cushing Fault zone.

The velocity model for the sedimentary layer is important to constrain,

as most of the earthquakes are located in the shallow basement, so sediment

velocity can play an important role in obtaining accurate event depths. Travel

time modelling reveals that the VP/VS ratios for the sedimentary layers in-

fluence the delay times between SP and S arrivals. High VP/VS ratio would

suggest a shorter time delay between SP and S phases while a larger VP/VS

ratio would decrease the time between these phases. The delay times between

SP and S arrivals have a direct relationship with the basement depths which

implies an increase in basement depth would increase the delay time between

the two phases and vice versa. In this study, we estimate the VP/VS ratios

for the sedimentary layers through trial and error approach.

Basement depth estimates from well data suggest basement depth variation

of 0.9-1.1 km within the study area(Figure 4.1). We observe that basement

depth largely controls the delay times between P and SP , and SP and S arrivals

when all the other variables are kept constant. The delay times between P and

SP arrivals also depend on the earthquake depths while the SP and S delay

times remain constant with varying earthquake depths. This is consistent as

the S to P conversion occurs at the basement interface and the time delay

is only due to the basement depth and P and S wave velocities within the

sedimentary layer. The independence of SP and S delay times from earthquake

depths is useful in constraining the shallow crustal structure, especially for

areas with no basement well penetration, if the velocity model in the region

is relatively well resolved. The travel time modelling for our data reveals a

basement depth of ∼1.05 km for the Cushing Fault zone.

The earthquake depth estimates for the three events in the study area
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range from ∼2.7-3.3 km (Table 4.2), which are consistent with the background

seismicity (Figure 4.7). Previous studies have reported the depth range of

3-4.5 km for seismicity in the Cushing Fault zone (Qin et al., 2019). Our

travel time models suggest that the earthquake depths largely control the delay

times between P and SP arrivals. These delay times are independent of the

sedimentary layer velocities. Once basement depth is constrained, these delay

times can be used to reliably constrain the earthquake depth in the region.

To get a more accurate delay time estimate for the modelled data, we have

generated synthetic seismograms using F-K algorithm by taking into account

the fault geometry and station azimuths in the study area. We use velocity

model derived from Tan et al. (2021) to compute these synthetic seismograms

and use the VP/VS ratios derived from delay times. Delay times between

converted phases derived from waveform modelling would be more reliable to

estimate earthquake depths than the previous relocation using only P and S

travel times.

The results for basement depth and earthquake depth estimates derived in

this study can be further improved by reducing the uncertainties associated

with the local velocity model. In the future, we aim to detect more local

earthquakes and conduct a joint inversion of velocity model and earthquake

location. This will reduce uncertainty of the VP/VS ratios for the sedimen-

tary layers. In this study we used the fault orientation for the main Cushing

Fault to generate synthetic waveforms, instead of focal mechanism solutions

for individual earthquakes. Future work will include full waveform inversion

to obtain more accurate source mechanism solutions.
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4.7 Conclusions

In this study, we present results of basement depth and earthquake depth

estimations from travel time and waveform modeling for three events recorded

by the temporary nodal deployment in Cushing, Oklahoma. Travel time es-

timates for the event reveal a shallow basement depth of 1.05 km and slow

sediment S wave velocities (VP/VS = 2.5). High VP/VS ratio can be related

to the presence of fractures in the region. Phase delay times are affected by

the basement depth, sedimentary velocity, and earthquake depth. Delay times

between P and SP , and S and SP can be reliably used to estimate earthquake

depth and basement depth respectively once the velocities are constrained for

the sediment and basement layers.

Similar methodology can be used to estimate shallow crustal structure and

earthquake depths in areas where similar phase conversions are recorded. Our

future work will involve joint inversion to estimate velocity and earthquake

locations to constrain the lateral location and obtain an improved velocity

model. This will be followed by travel-time modelling assuming a variable

VP/VS ratio for both sedimentary and basement layers to further constrain

the velocity model, and a full waveform inversion to constrain earthquake

depth and source mechanism.
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Chapter 5

Conclusions and future work

5.1 Summary of Results

In this dissertation, I have modelled regional and local crustal structures

in Oklahoma using induced seismicity. One of the goals of my work was to

explore non-standard methodologies to evaluate local earthquake data sets.

Some of the important results from my research are as follows:

• Common midpoint stacking and inversion methodology of processing ac-

tive seismic data can be successfully adapted and applied to process local

passive seismic data. Stacking of waveforms minimizes the errors asso-

ciated with earthquake hypocenter and origin time and produce robust

and deep crustal 3D seismic velocity models.

• The lower crust in Oklahoma has a mafic composition that provides

evidence for origin of SGRP through basaltic underplating and crustal

melting.

• We don’t find evidence for the extension of an MCR-like structure into

Oklahoma.
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• Delay time between P, S, and shallow crustal converted phases like SP

and PS can be used to uniquely determine the basement structure and

enhance earthquake depth estimates.

The seismicity in Oklahoma has provided a unique natural laboratory to

study earthquake processes in real time. Study of earthquake processes require

knowledge about the crustal structure and the results of this dissertation pro-

vide a detailed image of the subsurface in Oklahoma.

In Chapter 2 and 3, I have used active seismic processing techniques of com-

mon midpoint stacking and inversion to generate 3-D P and S wave velocity

models for Oklahoma using the local earthquake waveforms. In comparison to

conventional earthquake travel-time tomography, which generally provides ve-

locity model for the upper crust (∼15 km depth), this methodology reveals the

velocity structure up to 35-40 km depth (lower crust). The observed regional

velocity anomalies generally conform with the major geologic structures (eg.

Nemaha Uplift, Anadarko basin) and the gravity anomalies in the region. Fur-

ther we combine the P and S wave velocity models to compute the VP/VS and

Poisson’s ratios. High VP and high VP/VS ratio for the lower crust provides

evidence for a mafic lower crust. This methodology provides robust VP and

VS models that can be further used as initial model inputs for high resolution

local earthquake tomography. Seismic velocity and Poisson’s ratio variation

with depth provides us with new observations for the deeper crust of Okla-

homa and provides the necessary information to answer questions regarding

the formation of the SGRP rocks. We interpret a felsic upper crust that is

heterogeneous, intermediate/metamorphic middle crust that transitions into

a mafic and more homogeneous lower crust. Our results demonstrate that the

workflow described in Chapter 2 can be applied to similar data sets in other

parts of the world.
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In Chapter 4, I used the induced seismicity to look at the local structures in

the Cushing Fault Zone in Oklahoma. A nodal array was deployed just above

the Cushing Fault Zone and data recorded for three earthquakes within the

array was used for delay time analysis. I established a methodology wherein I

used the delay times between S and SP phases to constrain the basement depth

in the region. Further using waveform modelling I show that once the velocity

model and basement structure is constrained, the delay times between SP and

P phases can be used to further enhance the earthquake depths. Constraining

the earthquake depth is an important factor in studying and thus controlling

the induced seismicity in Oklahoma.

5.2 Future Work

Oklahoma provides a unique opportunity in terms of the availability of pas-

sive seismic data that can be used to investigate the crust. The deeper crust

requires further investigation to establish crustal compositions and derive more

details regarding the processes involved in the formation and evolution of the

Granite-Rhyolite province. The P and S wave velocities developed in this dis-

sertation can be used to invert for major oxide composition similar to work by

Behn and Kelemen (2003). The Poisson’s ratio and VP/VS ratio for Oklahoma

can be used to constrain the rock composition at a given pressure/temperature

conditions. The velocity estimates can also be used to model the density struc-

ture in the region. The velocities can be used as initial models to develop high

resolution velocity estimates or for relocation of earthquakes in the region.

In the last chapter, I presented the preliminary results for basement depth,

earthquake depth, and local velocity model from travel time and forward wave-

form modeling. The relocation of the earthquakes did not involve inversion of
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the velocity structure in the region. I will incorporate more events to simulta-

neously invert for the local velocity model along with earthquake relocation.

For the computation of synthetic seismograms I used a constant focal mech-

anism solution published for the main Cushing fault (Qin et al., 2019). In

future I will invert for the focal mechanisms of each of the events to compute

the synthetic seismograms. This will give us more accurate waveform esti-

mates for each of the events. I will add amplitude misfit as an added criteria

along with the delay times to constrain the earthquake depth estimates.
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