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Chapter 1 

Introduction 

Bii2Ge020 (BGO) and Bii2Si020 (BSO) are two related materials which have poten­

tial for use in applications such as optical data storage, filtering, optical computing, 

holography, two-beam coupling, beam amplification and many others due to their 

photorefractive properties. The photorefractive effect is a light-induced change in 

crystal's refractive index and was discovered in 1966 by researchers at Bell Labo­

ratories [l]. The researchers observed that focusing a blue or green laser beam on 

a LiNb03 or LiTa03 crystal caused a change in refractive index. It was originally 

thought that the effect was detrimental to the optics of non-linear crystals, but it 

was later realized that the photorefractive effect had many applications. Since then 

the photorefractive effect has been observed in a great number of materials including 

ferroelectrics such as BaTiOa and SrxBa1-xNb206 (SBN), insulators such as BGO 

and BSO, semiconductors like GaAs, CdTe and InP and, more recently, organics [2]. 

The photorefractive effect is induced by illuminating the sample with nonuniform 

light, for example, the interference pattern generated by crossed laser beams. Under 

illumination of the proper wavelength charge is excited out of defect states to one or 

both of the delocalized bands in the bright regions of the sample where it is then free 

to drift and diffuse to the dark regions where it can be trapped. This redistribution of 

charge creates a space-charge field which deforms the lattice slightly and modulates 

the index of refraction via the electro-optic effect. In crystals which lack a center of 
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inversion symmetry the linear (Pockels) electro-optic effect is present and dominates 

the quadratic electro-optic effect which can be seen in non-centrosymmetric crystals. 

One of the most exciting applications for photorefractive materials is as the stor­

age medium in data storage devices. Holographic storage devices may provide many 

advantages in comparison to other storage media. For example, holographic storage 

devices have the potential to store huge amounts of information in a small photore­

fractive crystal. Diffraction limited storage densities in photorefractive media would 

approach terabytes per cubic centimeter [3] and this data could be read and written at 

.rates of rvlO Gbits/s or greater. Holographic storage devices also have an advantage 

over other storage media in that they are less sensitive to imperfections of the storage 

medium. In holographic storage the Fourier transform of the pattern of bits is stored, 

so each bit is stored throughout the medium rather than in one position. Rather 

than completely wiping out a series of bits dust, for example, would just decrease the 

signal-to-noise .ratio overall. 

An infor.rilation storage device based on BSO. was demonstrated in 1971 by Hou 

and Oliver [4]. Hou and Oliver built a Pockels Readout Optical Memory (PROM) 

using a single BSO crystal which was illuminated through a transparent electrode. 

The back electrode was made reflecting to cancel the optical activity of the crystal. 

An image was written using UV excitation to excite free electrons to the conduction 

band which then traveled under an applied voltage to the interfacial region between 

the electrode and dielectric film. Thischarge density depolarizes the voltage applied 

to the crystal in the illuminated regions, so that a voltage pattern mirroring the UV 

image is created. When the read beam passes through the crystal the parts of the 

beam which travel through regions where the depolarization charge density is present 

experience a different phase retardation than the light which travels through regions 

without the depolarization charge. After placing the sample between a pair of crossed 
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Glan Thompson prisms the light output is proportional to sin2 r where r is the phase 

retardation. Both positive and negative images can be read depending on whether 

there is an applied voltage during reading. The image can be erased by exposing the 

device to UV with shorted electrodes. Dark storage times were found to be about 2 

hours. 

Several data storage devices utilizing photorefractive materials have been demon­

strated [5,6). Heanue et al. [5) showed that digital data can be stored and retrieved 

with high accuracy using LiNb03 as the storage medium. Bit error rates of 1 in 

106 were achieved and the system was used to store and reconstru~t the digital data 

representing an image of the Mona Lisa. 

Data storage is only one of the possible applications of photorefractive materials, 

however. Other potential applications of photorefractive materials include real-time 

holography, optical filtering, adaptive optics, optical logic, edge enhancement, optical 

switching and laser applications [3,7-9]. 

Important characteristics of the photorefractive effect in any given material are 

the photorefractive sensitivity, dynamic range, photorefractive write and erase times, 

thermal stability and dark decay times, electric field dependence and laser wavelength 

needed to induce the effect. These characteristics depend greatly on materials prop­

erties such as the existence and concentration of defect states (both for generation of 

carriers and trapping), energy depth of trapping states, mobility and photosensitivity. 

The defect states which act as the source of charge carriers must reside at an energy 

from the corresponding delocalized band which matches existing laser wavelengths. 

For a given value of the electro-optic coefficient the concentration of trapping states 

essentially determines the maximum strength of the effect since they determine the 

maximum size of the internal space-charge field which can be generated. It is im­

portant to note, however, that if the concentration of photogenerated carriers during 
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grating writing is so great that all the trapping states are filled the trapped carriers 

won't contribute to the space-charge field at all since they are uniformly distributed. 

The depth of the trapping states is important because it affects the thermal stability 

of the effect and the drift mobility plays a part in determining the response time dur­

ing writing and erasure. Lastly, high photosensitivity is generally desirable, so that 

comparatively little power is required to generate a large number of freed carriers 

during writing. Also, parameters such as temperature, light intensity and strength of 

applied electric field (if any) play an important role. 

In comparison to other materials BSO and BGO may offer several advantages. 

The response time of BSO is several orders of magnitude better than for LiNb03 

or BaTi03• According to Arizmendi [10] the response times are rv 1, rv 0.1 and 

rv 10-4 s for LiNb03; BaTi03 and BSO, respectively, with an intensity of 1 W /cm2• 

The fast response of BGO and BSO comes at the expense of the maximum value of 

the change in refractive index, however. Ferroelectrics such as LiNb03 and BaTi03 

have larger electro-optic coefficients giving larger refractive index changes. Another 

advantage of BSO is that the energy of the source needed for grating writing is 

much lower. Often the holographic sensitivity is defined as the energy density needed 

to obtain a diffraction efficiency of 1% with a fringe contrast of 1 [11]. Using this 

definition the sensitivity of undoped LiNb03 is typically 10-100 J / cm2 , for BaTi03 

it is rv10-2 J/cm2 and for BSO it is on the order of 10-3 J/cm2 • 

1.1 Crystal Structure and Growth 

Ballman first grew single crystals of BGO and BSO in 1966, using the Czochralski 

technique [12]. They were grown from melts containing Bi20 3 and Si02 or Ge02 

mixed in molar proportions of.6:1. Since then it has been found that crystals can be 

grown with melt compositions which deviate slightly from this 6:1 ratio [13]. Brice 
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found that BixSi01.sx+2 can be grown with x varying between 11.77 and 12.05. This 

variation in composition can result in differences in point defect densities and therefore 

can affect the photorefractive behavior. 

BGO, BSO and BTO have the sillenite body-centered cubic structure. Sillen first 

associated this structure with the ,-phase of Bb03 [14]. From pyroelectric properties 

and x-ray diffraction measurements it has been deduced that it belongs to the space­

group 123. A detailed study of the atomic positions of Czochralski-grown BGO was 

performed by Abrahams et al. [15]. 

The unit cell of BGO is shown in Fig. 1.1. The lattice constant has been reported 

to be 10.1455 A by Bernstein [16]. The tetrahedra at the corners and center of the 

cube are formed by O atoms surrounding the M atom (M = Ge, Si or Ti). The 

symmetry requires that the four atoms of the tetrahedra lie along the unit cell body 

diagonals. Each Bi atom is surrounded by 7 0 atoms. The arrangement of Bi and 

the surrounding O atoms is shown in Fig. 1.2. All of the Bi-0 distances and 0-Bi-O 

angles are different. The location of the Bi atoms in the unit cell is shown in Fig. 1.3. 

1.1.1 Materials Properties 

Table 1.1 lists materials properties of the sillenites which are relevant to photore­

fractive applications. BGO and BSO are optically active and both left-handed and 

right-handed rotation of the plane of polarization have been observed [17,18]. The 

optical rotatory power of BGO, BSO and BTO is given in Table 1.1 for several wave­

lengths. The optical activity makes measurement of material properties such as the 

electro-optic coefficient problematic and can cause difficulties with certain applica-

tions. 

BSO and BGO are cubic, but become uniaxial under an applied field. In BSO the 

electro-optic coefficient has been found to be about r41 = 5 x 10-12 m/V [19] and the 
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Figure 1.1: The unit cell of Bi12Ge020. The O tetrahedra around the Ge atoms are 
shown (from Abrahams et al.). 
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Figure 1.2: Arrangement of O atoms surrounding Bi. in the BMO lattice (from Abra­
hams et al.). 
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Figure 1.3: Location of Bi atoms (circles) in the unit cell of BGO. The oxygen tetra­
hedra are indicated (squares} as well. The numbers indicate the z-coordinate (from 
Abrahams et al.). 
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half-wave voltage is about 4 to 4.5 kV [11]. 

The dark resistivity of undoped BGO and BSO has been measured a number of 

times with widely varying values being obtained [19-21]. Values range from about 

5 x 1010 to approximately 1015 n cm. Also, it has been found that the dark resistivity 

decreases by several orders of magnitude when dopants such as Al or Ga are added 

to the melt. 

The band-gap of BGO and BSO is about 3.25 eV at room temperature and in­

creases to rv3.40 eV at 80 K. The characteristic yellow coloration of undoped BGO 

and BSO Czochralski-grown crystals is due to a level ( referred to as a. "deep donor") 

situated about 2.7 eV below the conduction band. This level is responsible for a 

broad absorption shoulder in Czochralski-grown samples, but the shoulder is absent 

in hydrothermally-grown crystals [22,23]. The absorption level is present· in a con­

centration of rvl025 m-3 which rules out the possibility of it being an extrinsic defect 

due to the purity of the starting materials. The deep donor level is the level out of 

which electrons are normally excited during grating writing as its depth in the con­

duction band matches wavelengths which are readily available in lasers and its high 

concentration makes it a plentiful source for electrons. It has been found by a number 

of experimenters that doping with Group III elements such as Al or Ga reduces the 

absorption shoulder [20,24-26]. The extent of the reduction depends on the amount 

of dopant added to the melt. 

BGO and BSO are strongly photoconductive when placed under blue illumination 

and the photoconductivity in undoped crystals has been assumed to be predominantly 

n-type, while the dark conductivity is p-type [3,20,24,27]. Doping with Al or Ga in 

sufficient concentrations causes the photoconductivity to become p-type as well. Un­

excited crystals are much less photoconductive in the red and infrared, but excitation 

with blue light causes additional photoconductivity and absorption bands to appear 
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at long wavelengths [20,26,28,29]. 

Czochralski-grown crystals are highly defective materials having many states in 

the forbidden band. These states can be studied using a variety of techniques in­

cluding thermally stimulated conductivity (TSC), thermoluminescence (TL), optical 

absorption and others. Unfortunately, however, TSC, TL and optical absorption 

don't provide a direct determination of defect type. 

1.2 Thesis Project 

In order to optimize a material for an application the properties of that material 

must be understood. Since the materials properties determine the characteristics of 

the photorefractive effect (write and erase times, thermal stability, dynamic range, 

etc.) it is necessary to have knowledge of the trapping states before reliable devices 

can be commercially produced. Additionally, it is desirable to understand the origins 

of defect states, so that crystals can be grown that have desirable properties which are 

present with little variability between crystals grown at different times or in different 

laboratories. 

It is the goal of this dissertation to advance the knowledge of the materials param­

eters of Bii2Ge020 and Bi12Si020 which are important to the photorefractive effect 

and, therefore, to deviGe development. Since the trapping states play a crucial role in 

the photorefractive response of these materials particular importance will be given to 

studying the trapping kinetics. Parameters of interest are trap densities, activation 

energies and frequency factors, drift mobility and the effect of dopants on these pa­

rameters. Identification of the dominant traps during hologram writing and erasing 

is also desired. A variety of experimental techniques were used in this work including 

thermally stimulated conductivity, thermoluminescence, photoconductivity, optical 

absorption, dark conductivity, time-of-flight and photorefractive measurements. 
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Table 1.1: Materials properties of the sillenites (from Arizmendi [10]). 

Property BSO BGO BTO units 

Dielectric constant 56 38.7 47 -

Refractive index 

488 nm 2.650 2.650 

514 nm 2.615 2.615 

633 nm 2.530 2.530 2.58 

Rotatory power mm-1 

488 nm 44 45 14 

514 nm 38 38 11 

633 nm 22 22 6 

Optical bandgap eV 

room temperature 3.25 3.25 3.1 

80 K 3.40 

Electro-optic coeff. r41 3.6 - 5.0 X 10-12 3.8 X 10-12 5.8x10-12 m/V 

Lattice constant 10.102 10.145 10.175 A 

Dark Resistivity 7.5 X 1015 5.3 X 1015 ncm 
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Chapter 2 presents the results of measurements of steady-state photoconductiv­

ity, optical absorption, thermally stimulated conductivity and luminescence, and dark 

conductivity which were performed on undoped and Ga-doped BGO. These measure­

ments provide a qualitative picture of the defect structure in these materials. Also, 

the types of defects present in BGO and BSO are discussed. 

In Chapter 3 the theory of TSC and TL is presented to provide a basis for dis­

cussion of the analysis of the TSC spectra of BGO which is deferred until Chapter 4. 

Many researchers gloss over the analysis of TSC and TL spectra, but a proper anal­

ysis can provide detailed information about the various trapping levels. The TSC 

analysis allows us to find estimates for trapping parameters such as frequency factors 

and activation energies. 

The results of mobility measurements using the time-of-flight technique are dis­

cussed in Chapter 5. It. was found that the drift mobility is trap limited over the 

temperature range from 200 to 300 K and the trap which limits the mobility is seen 

in the TSC spectra at about 150 K. 

The thermal stability of laser-induced gratings and the effect of temperature on 

grating strength was measured and is discussed in Chapter 6. It was found that the 

temperature dependencies are consistent with the thermal stability of traps which was 

· determined from the TSC, photoconductivity and optical absorption. The results of 

simulations of the photorefractive effect will be presented in this chapter as well. 
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Chapter 2 

Trapping of Photocarriers 

2.1 Introduction 

This chapter presents the results of steady-state photoconductivity, simultaneous 

thermoluminescence (TL) and thermally stimulated conductivity (TSC), optical ab­

sorption and dark conductivity measurements which were performed on undoped, 

Ga-doped and Al-doped BGO. These measurements are useful in characterizing the 

defect structure of insulating materials and provide us with a semi-quantitative pic­

ture of the carrier kinetics. The TSC and TL measurements, in particular, allow us 

to obtain an estimate of the number of defect states present as well as their activation 

energies ( for charge carrier trapping) and associated frequency factors. In conjunction 

with photoconductivity measurements we can estimate trap concentrations as well. 

The electrical measurements required that the samples be fitted with electrodes. 

For most of the measurements gold electrodes were evaporated on to the sample 

surfaces. The front electrode was made semi-transparent so that the sample could 

be illuminated through the electrode and the back electrode was made thick. The 

sample was then mounted on the copper block of an Oxford Instruments dynamic 

fl.ow cryostat as shown in Fig. 2.1. A thin piece of mica was laid on the copper block 

to provide electrical insulation and on top of the mica was placed a piece of indium. 

A thin gold wire was pressed into the surface of the indium and then the sample with 
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copper block 

heater 

Figure 2.1: Diagram of the sample mount. 

gold electrodes was laid on top. Another thin gold wire was used to provide electrical 

contact to the semi-transparent top electrode and then a delrin cover was placed on 

top of the whole assembly and screwed in place. Electrical contact to the gold wires 

was made by soldering thE!m to wires which were fed through the sample holder. 

The experimental apparatus used for the TSC, TL, photoconductivity and dark 

conductivity measurements is shown in Fig. 2.2. The samples were mounted in an 

Oxford Instruments CF1204 dynamic flow cryostat and cooled with liquid nitrogen. 

An Oxford ITC4 temperature controller was used to control the temperature and 

provide a linear heating profile for the TSC and TL measurements. The output 

of a 100 W Xenon lamp was passed through an Oriel monochromator to select the 

excitation wavelength. The TL emission was measured using a PMT sensitive in the 

blue part of the spectrum and a Keithley 617 electrometer with a resolution of 0.1 fA 

was used to measure the currents. The voltage source of the 617 was used to bias the 

samples. A PC was used to control the experiments and to store the measured data. 
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Figure 2.2: Diagram of the experimental setup used for TSC, TL, photoconductivity 
and dark conductivity measurements. 

15 



2 .1.1 Optical Absorption 

Optical absorption spectra were measured over the wavelength range from 300 nm to 

1200 nm, at both 77 Kand room temperature, using a CARY 5 UV-Vis-NIR spec­

trophotometer. The wavelength resolution was 2 nm. Data taken at room tempera­

ture for 4 samples, undoped, 2% Ga-doped and 6% Ga-doped BGO and hydrothermal 

BSO, are shown in Fig. 2.3. A hydrothermal BSO sample was used because hydrother­

mal BGO was not available at the time the measurements were made. These data 

are similar to those measured previously [30-33]. The optical absorption spectra for 

the undoped BGO sample shows a shoulder next to the band edge. The shoulder is 

a characteristic feature of Czochralski-grown BGO and BSO [20,22,24-26,28,35,36]. 

The shoulder, which causes the yellow coloration of undoped BGO, is due to a level 

residing about 2. 7 e V below the conduction band edge and is referred to as a "deep 

donor" in the literature since it donates electrons to the conduction band under ap­

propriate optical excitation. As gallium is added to the melt the strength of the 

absorption shoulder decreases. Similar behavior is seen when the crystals are doped 

with aluminum [20,25,26,29]. Aluminum and gallium are believed to act as acceptors 

and compensate the deep donors causing the absorption shoulder. For high concen­

trations ( rv4-6% in the melt) of gallium or aluminum the shoulder is essentially gone. 

Fig. 2.3 also shows that the hydrothermal sample exhibits no absorption shoulder 

making samples grown by this method transparent. This has been observed by oth­

ers [22] and it is believed that the hydrothermal sample shows the true band edge. 

Fig. 2.4 shows the additional absorption in undoped BGO induced by optical 

excitation at low temperature. Curve 1 shows the absorption spectrum of the unil­

luminated sample while curve 2 shows the spectrum after illumination with 3.0 eV 

light for 5 hours at 80 K. The inset shows the difference of the two curves, i.e. the 
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Figure 2.4: Optical absorption of undoped BGO before illumination (curve 1) and af­
ter illumination ( curve 2) with 3.0 e V light for 5 hours. The inset shows the difference 
between curve 2 and curve 1. 

photochromic absorption produced by the illumination. Similar spectra have been 

observed before in undoped BGO and BSO and in BGO doped with various elements 

[26,28,29]. The thermal stability of these photochromic absorption bands is shown 

in Fig. 2.5. These data were measured by heating to the indicated temperature after 

the illumination and then cooling back to 80 K where the absorption spectrum was 

recorded. The figure shows that the decay of the photochromic absorption at both 

wavelengths is similar. There is a small decay between 80 K and 160 K, but the 
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majority of the decay occurs between 240 Kand 280 K. 

2.1.2 Photoconductivity 

Photoconductivity spectra were measured using a Xenon lamp filtered by an Oriel 

monochromator. The experiments were performed at 80 K with a wavelength resolu­

tion of 4 nm and a small applied bias of about 10-20 v. Both negative and positive 

applied biases were used. The monochromator was scanned from 1000 nm to 300 nm 

in 4 nm steps and a 25 s pause was used at each wavelength to allow the current to 

settle. After this delay 5 current readings were taken over a 10 s interval and averaged 

to obtain the recorded value. After scanning from 1000 nm to 300 nm the monochro­

mator was scanned back from 300 nm to 1000 nm as a second photoconductivity 

spectrum was recorded. 

Fig. 2.6(a) shows the photoconductivity spectra for undoped BGO and Fig. 2.6(b) 

shows equivalent spectra for 2% Ga-doped BGO. In (a) the curves labelled 1 and 

3 were taken with an applied bias of + 10 v (illuminated electrode positive) while 

curves 2 and 4 were taken with applied biases of -10 v. In (b) the situation is the 

same except that 12 v biases were used. Curves 1 and 2 were taken by scanning 

from long wavelength to short wavelength and curves 3 and 4 were taken by scanning 

immediately back from short to long wavelength. In the initial scan the current 

levels are very small until a wavelength matching the deep donor level is reached at 

rv460 nm. The current level reaches a maximum at rv410 nm in undoped BGO and 

at rv385 nm for the 2% Ga-doped sample. The current drops for higher energies due 

to the very strong absorption of the band-edge light near the surface of the sample. 

When scanning the monochromator from short to long wavelength the currents are 

larger for all wavelengths, but is especially noticeable at longer wavelengths in the 

visible and IR. Our interpretation of this is that the initial scan, from long to short 
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wavelength, excites electrons from the deep donor to the conduction band which 

are then trapped in states closer to the conduction band edge, so that during the 

scan from short to long wavelength the lower energy light excites carriers from these 

trapping states. The data indicate a continuous distribution of states corresponding 

to wavelengths matching the deep donor level ("-'2.7 eV) up to 1000 nm (1.2 eV). 

For the scans done from long to short wavelength the data for both samples show 

larger currents for the negative applied bias, i.e. with the front face at a lower potential 

than the back face, so electrons generated at the front surface by the incident light 

will be pushed through the bulk of the sample. The larger currents for the negative 

biases support the belief that the photoconductivity is predominantly n-type [24]. 

The difference is smaller for the scans done from short to long wavelength because 

the carriers are generated throughout the bulk of the sample since light far from the 

band edge is energetic enough to excite carriers out of the traps to the delocalized 

bands. 

Fig. 2. 7 shows the temperature dependence of the photoconductivity in undoped 

and 2% Ga-doped BGO at three wavelengths. The wavelengths were chosen to cor­

respond with the photoconductivity peak near the band edge, the peak just above 

600 nm and in the IR at 904 nm. This experiment was performed by heating a sample 

which had been preilluminated to produce additional photoconductivity bands, like 

those shown in curves 3 and 4 in Fig. 2.6, to the temperature indicated and then cool­

ing back to 80 K where the photoconductivity spectrum was recorded. Both samples 

show similar behavior. There is an initial annealing stage from 80 K to rvl60 Kand a 

final anneal begins at about 260 K. The 260 K decay agrees well with the temperature 

dependence of the photochromic absorption as shown by Fig. 2.5. 
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Figure 2.6: Photoconductivity spectra for (a) undoped BGO and (b) 2% Ga-doped 
BGO. Curves 1 and 3 in (a) were measured with a bias of +10 v and curves 2 and 4 in 
(a) were measured with an applied bias of-10 v. In (b) curves 1 and 3 were measured 
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curves 3 and 4 were scanned from short to long wavelength. 

22 



..... 

.c 
C) 

Q) 
.c 

~ 
C 
Q) 
a. 

"'C 
Q) 
N 

C 

E 
L.. 
0 
z 

..... 

.c 
C) 

Q) 

.c 
~ 
C 
Q) 
Q. 

"'C 
Q) 
N 

C 

E ._ 
0 

z 

1 .0 

0.8 

0.6 

0.4 

0.2 

0.0 
1 .0 

0.8 

0.6 

0.4 

0.2 

0.0 

80 

(a) 

120 160 200 240 280 

Temperature (K) 

Figure 2.7: Temperature dependence of the photoconductivity signals seen in (a) 2% 
Ga-doped BGO and (b) undoped BGO. In (a) the photoconductivity signal is taken 
as the peak heights at 0382, y7600 and 6904 nm. In (b) the wavelengths are 0418 
y' 604 and 6904 nm. 

23 



2.1.3 Dark conductivity 

The dark conductivity was measured by heating the as-received samples in the dark 

with a small applied bias. Fig. 2.8(a) shows the results of dark conductivity measure­

ments performed on undoped, 2%, 4% and 6% Ga-doped BGO. The data in the figure 

show that the addition of gallium increases the conductivity. The conductivity of the 

2% Ga-doped sample was similar to that of the undoped crystal, but the conductiv­

ity increases sharply with increasing Ga concentration for the higher doping levels. 

We determined the activation energies associated with the dark conductivity from 

the i:;lope of Arrhenius plots like that shown in Fig. 2.8(b). The activation energies 

obtained for the different samples are listed in Table 2.1. These values are similar to 

those obtained by others [20]. 

Table 2.1: Activation energies from dark conductivity measurements. 

Sample Energy ( e V) 

Undoped BGO 1.41 

2% Ga-doped BGO 0.86 

3% Ga-doped BGO 0.82 

4 % Ga-doped BGO 0.86 

6% Ga-doped BGO 0.54 

We attempted to determine the sign of the charge carriers by performing a Seebeck 

measurement. By heating the samples from one side a temperature gradient can be 

created across the sample and free carriers in the warm region will diffuse to the cooler 

region. Monitoring the polarity of the induced voltage identifies the carriers as either 

electrons or holes. In all cases we found that the free carriers were holes. Others have 

identified the dark conductivity as p-type as well [19,20]. This is in contrast to the 
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belief that the photoconductivity is n-type. Our interpretation of this is that warming 

the samples excites holes out of empty deep donor levels to the valence band. As the 

gallium concentration is increased the Fermi Level moves down in the band-gap and 

the occupation of the deep donors decreases so that empty donor levels exist closer 

to the valence band resulting in lower activation energies for the dark conductivity. 

Our data indicate that the donor level consists of at least 3 states lying rvl.41, rv0.86 

and rv0.54 e V from the valence band. 

2.1.4 TSC and TL 

Fig. 2.9(a) shows the TSC signals measured in undoped BGO using a +10 v bias and 

two different illumination wavelengths. These spectra are similar to those measured 

by other authors [32,34,37,38]. Curve 1 was measured after illumination at 412 nm 

(3 eV) and curve 2 was obtained after illuminating at 476 nm (2.6 eV). The illumi.:. 

nation times were normalized so that the same number of photons struck the surface 

of the sample in each experiment. The spectra obtained with a bias of -10 v were 

essentially identical. Both of the illumination wavelengths are sub-band-gap, but do 

excite electrons out of the deep donor level into the conduction band. Therefore, we 

believe that the peaks in the spectrum are due to electron traps. Fig. 2.9(b) shows 

the TL signal measured simultaneously with the TSC after the 412 nm illumination. 

For the 476 nm illumination no TL was measured indicating that the empty deep 

donor states do not act as radiative recombination centers during TL. 

Fig. 2.10 shows the TSC and TL measured on undoped BGO after illumination 

with light of wavelength of (a) 368 nm and (b) 350 nm. Both of these wavelengths are 

sufficiently energetic to cause band-to-band transitions. The TSC signals observed 

after illumination at these wavelengths are much weaker than was seen after illumina­

tion with sub-band-gap light. This is most likely due to the very strong absorption of 
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Figure 2.9: (a) TSC and (b) TL from undoped BGO. Curve 1 is after illumination at 
412 nm for 7700 s and curve 2 is after illumination at 476 nm for 3600 s. Both illumi­
nations were performed at 80 K and a bias of + 10 v was applied during illumination 
and heating. No TL was observed after 476 nm illumination 

27 



the 368 and 350 nm light which results in much less filling of the bulk traps. However, 

the TL is much stronger in this case. This is understandable since TL requires that 

free holes are generated to fill radiative recombination centers. Using sub-band-gap 

light results in the filling of electron traps, but not in the filling of the radiative 

recombination centers by holes, so the TL signal is very weak. 

It can be seen from any of the TSC spectra that there are many overlapping peaks 

indicating that there are a large number of trapping states. The dominant TSC peak 

is the peak centered at l'V150 K. The TSC measured after illumination at 476 nm 

indicates that this peak is a composite peak made up of more than one component. 

There are also many smaller overlapping peaks at higher temperatures. Table 2.2 

gives the approximate positions of the peaks which are present in the TSC and TL 

spectra. The labels on the peaks in the figures correspond to the labels in the table. 

The TSC peaks below 180 K also have associated with them TL signals. Fig. 2.lO(b) 

shows that there are at least 3 TL peaks over the range from 80 K to 180 K. Above 

180 K no TL is observed. This is most easily explained by assuming that all of the 

radiative recombination centers have been used up by this temperature. 

Since we think we are exciting only electrons with sub-band-gap light a compar­

ison of the TSC spectra in Fig. 2.9 and Fig. 2.10 can identify which peaks are due 

to electron traps and which are due to hole traps. This identification is shown in 

Table 2.2. 

We tried to measure the emission spectrum of the TL, but found that the signal 

was too weak to detect after being filtered by a spectrometer. However, using inter­

ference filters we were able to obtain rough estimates of the TL emission wavelengths. 

These wavelengths are given in Table 2.2. 

Fig. 2.11 shows the TSC and TL measured in 2% Ga-doped BGO. Again, illumi­

nations were performed at 80 K with wavelengths of 412 and 476 nm and the applied 
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Table 2.2: TSC and TL peak parameters for undoped BGO. 

TSC peak Temperature (K) TL? TL emission (nm) e/h 

Ia 85 y ? ? 

I 90 y 400 e 

II 120 y 590 e 

III 150 y 500 e 

IV ""170 y 500 h 

V 193 N h 

VI 210 N e 

VII 230 N e 

VIII 275 N e 

bias was +12 v. Fig, 2.12 shows the TSG and TL signals after illumination with 350 

and 368 nm light. Qualitatively, the spectra are very similar to those observed in 

undoped BGO, but the peaks are smaller. This may be due to a lower concentration 

of trapping states or it may be due to the presence of fewer occupied donor states 

during the illumination cycle resulting in fewer electrons excited into the conduction 

band and fewer filled traps. The dominant peak in the TSC spectra is less broad than 

for the undoped sample and is located at a slightly lower temperature of ""120 K. 

Again, there are many smaller overlapping peaks at higher temperature. The TSC 

signal is much stronger for the 412 nm excitation than for the 350 and 368 nm il­

luminations, but the 476 nm illumination produced much weaker TSC, in contrast 

to what was observed in undoped BGO. We believe that the introduction of gallium 

produced acceptors which compensated some of the donor levels from which we excite 

electrons with 412 and 476 nm illumination in undoped BGO. This results in a lower 
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Fermi Level and, consequently, the filling of the donor levels by electrons is decreased 

enough that the 476 nm light is not sufficiently energetic to excite electrons to the 

conduction band. As in undoped BGO, the TL is very weak or non-existent after 

illumination with sub-band-gap light, but is present after band-edge excitation as 

shown by Fig. 2.12(b). 

Fig. 2.13 shows the TSC spectrum of Fe-doped BGO. The TSC of the Fe-doped 

sample is very similar to that of the undoped specimen. Again, there is a broad peak 

at about 150 K with a series of smaller peaks at higher temperatures. 

We tried to measure TSC spectra in samples doped with greater than 2% Ga in 

the melt, but found that the electrodes were blocking. This is probably due to the 

decrease in the Fermi Level. We did, however, succeed in measuring TL. TL spectra 

for several samples with varying concentrations of Ga are shown in Fig. 2.14. No 

systematic variations in the TL signal were seen as a function of gallium concentration. 

2. 2 Discussion 

2.2.1 Optical Absorption 

The defect responsible for the absorption shoulder ( the deep donor level) in the un­

doped crystals has been the subject of much debate. It is widely accepted that the 

defect must be a native defect rather than an impurity because the absorption band 

is nearly identical in crystals grown in different labs and the estimated concentration 

of the absorption centers is so high that the purity of the starting materials forbids 

it being an impurity. It was argued by Oberschmid [25] that since the absorption 

shoulder is very similar in BGO and BSO, differing only in the relative strength of 

the band, but not the shape, that it is most likely due to the same defect in both 
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Figure 2.11: (a) TSC and (b) TL from 2% Ga-doped BGO. Curve 1 is after illumina­
tion at 4 76 nm for 3600 s and curve 2 is after illumination at 412 nm for 7700 s. The 
TL is shown for the 412 nm illumination; 4 76 nm gave no TL signal. Both illumina­
tions were performed at 80 K and a bias of + 10 v was applied during illumination 
and heating. 
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Figure 2.12: (a) TSC and (b) TL from 2% Ga-doped BGO. Curve 1 is after illumi­
nation at 368 nm for 19400 s and curve 2 is after illumination at 350 nm for 24800 s. 
Both illuminations were performed at 80 K and a bias of + 12 v was applied during 
illumination and heating. 
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Figure 2.13: TSC measured in 0,3% Fe-doped BGO after a 5 minute white light 
illumination. The applied bias was -10 v. 
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Figure 2.14: TL measured after 368 nm illumination for 19400 s at 80 K in (1) 
undoped BGO, (2) 3% Ga-doped BGO and (3) 6% Ga-doped BGO. 

materials. This requirement is met by assuming that the center is associated with 

the M site (M = Si,Ge) in the oxygen tetrahedron, either a vacancy or occupation 

by an incorrect atom. This first possibility was suggested by Hou et al. [24]. Based 

on thermodynamic considerations Oberschmid, however, argued that a more likely 

candidate is anti-site bismuth, BiM. Experimental support for the BiM center as the 

origin of the absorption shoulder was gained from the results of optically detected 

magnetic resonance (ODMR) measurements performed in conjunction with measure­

ments of the magnetic circular dichroism of.absorption (MCD) [39]. A description of 

the technique is given in reference (40]. These techniques make it possible to measure 

the MCD spectrum for a specific defect. Reyher et al. determined that all Bii2M020 

crystals share a similar MCD spectrum which is related to an intrinsic defect rather 

than to an impurity. By performing ODMR measurements it was determined that 

the MCD spectrum was caused by the BiM center. 
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There are two possible mechanisms for maintaining charge neutrality. One can 

either assume equal amounts of Bi3+ and Bis+ or assume that the defect is Bi3+ with 

an associated hole, h+, trapped in the oxygen tetrahedron. This last mechanism 

was thought most likely by Oberschmid, due in part to the results of ultrasonic 

attenuation measurements. Ultrasonic attenuation measurements performed on BSO 

[84] showed that there is an ultrasonic attenuation center with tetrahedral symmetry 

and an activation energy of 0.28 meV for BSO and 0.42 meV for BGO. These values 

are reasonable for holes jumping between different oxygens in the tetrahedron. 

The bleaching of the crystal by doping with Al or Ga can be explained by assuming 

that at least some of the Al or Ga atoms occupy M sites. On these sites they would 

act like electron acceptors. The holes are captured by the Bi3+ + h+ centers changing 

them to Bis+. This explains the transition from undoped to heavily doped behavior 

as seen in the optical absorption. The absorption data show a gradual decrease of 

the shoulder with increasing gallium doping as the anti-site Bi is converted to Bis+. 

This is consistent, also, with the values for the activation energies obtained from the 

dark conductivity measurements. From the dark conductivity we found that as the 

Ga content increases the activation energy for the dark conductivity decreases. We 

believe that the dark currents are caused by thermal excitation of holes from empty 

donor states to the valence band. As the Ga content is increased the Fermi Level 

decreases and fewer donor levels are filled, so empty donor states are closer to the 

valence band resulting in a lower value for the thermal activation energy. 

A detailed study of the photochromic absorption bands was reported in references 

[26], [28] and [29]. In the work of Martin, Foldvari and Hunt [26] several photochromic 

bands were found in undoped, Fe-doped and Al-doped BGO. The photochromic bands 

in undoped and Fe-doped BGO are centered at 1.5, 2.2, 2.7 and 3.1 eV. The presence 

of Fe appears to make the photochromic bands weaker. It was found, also, that Fe 
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decreases the strength of gratings written in BGO [41). The data in Fig. 2.4 appear 

to show the bands at 1.5, 2.2 and 2.7 eV, but the 3.1 eV band is less certain. This 

was noted by Martin et al. as well, since the strong absorption in this region makes 

the difference between the two curves more uncertain. The 1.5 and 2.2 eV bands 

are smaller in Fe-doped BGO than in undoped BGO, but the ratios of their heights 

are the same in both materials. This prompted the authors to suggest that they are 

related to the same center. They found that both the 1.5 and 2.2 eV bands bleach 

much more efficiently when exposed to green light at 2.28 eV than when exposed to 

1.51 eV light. This suggests that the 1.5 eV band is due to an internal transition and 

the 2.28 eV band involves an excitation to the delocalized band. The major anneal 

stage of the bands in undoped BGO occurs above 200 K, but the infrared bands show 

a partial anneal stage at rvl20 K [26]. The bands in the Fe-doped samples anneal at 

lower temperature, between about 120 K and 200 K agreeing with the recovery of the 

Fe3+ ESR spectrum after UV illumination as reported by Jani and Halliburton [46]. 

The role of iron is not entirely clear. No new bands which can be attributed to iron 

are present in the absorption spectra, but iron does weaken the bands and introduces 

a lower temperature anneal stage. In addition, several groups have measured ESR 

signals of Bii2Si020 and Bi12Ge020 and have found a signal corresponding to Fe3+ 

on a tetrahedral site [42-45). The only site of tetrahedral symmetry in BSO (BGO) 

is the Si (Ge) site. Since the recovery of the Fe3+ ESR signal occurs over the same 

temperature range as the annealing of absorption bands in Fe-doped material Jani 

and Halliburton [46] attributed the absorption center to Fe3+. 

In Al-doped BGO the photochromic absorption spectrum consists of a broad vis­

ible band centered at rv2.45 eV and infrared bands at about 1.0 and 1.38 eV. The 

spectrum for Ga-doped BGO is similar except that the 1.0 eV band appears at -1.1 eV 

[26,29]. In both Al- and Ga-doped material illumination with either infrared or visible 
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light bleaches the bands. The decay of the photochromic bands in Al-doped and Ga­

doped BGO as reported by Martin et al. are similar to the decay in undoped samples 

in that the decay occurs in 2 steps. The infrared bands and a large portion of the 

visible bands decay between 80 and 120 K in Al-doped BGO and between 100 and 

120 K in Ga-doped BGO. The remaining visible bands anneal at higher temperature 

and are gone by about 230 K. Fig. 2.7 shows that the thermal decay of the additional 

photoconductivity induced by illumination is similar, although the decay stages occur 

at slightly higher temperatures. 

Martin et al. [26] suggest that the origin of the broad visible band may be similar 

to a center seen in quartz which consists of a hole trapped at the Al and has been 

denoted [A104]0 [47]. In quartz this center has been shown to be the origin of a broad 

absorption band at 2.5 e V which is very close to the broad 2.45 e V photochromic 

band seen in Al-doped BGO and BSO. Under band-edge illumination the electron is 

excited to the conduction band leaving a hole behind at the Al. The broad absorption 

band in this energy region in Ga-doped BGO could have a similar origin. 

2.2.2 TSC and TL 

The TSC and TL spectra show many peaks indicating that there are many defect 

states in the forbidden band. Unfortunately, identification of the defects responsible 

for the TSC and TL spectra is difficult, but comparison with the work of others may 

be useful. Petre et al. [30] studied trapping levels using TSC with and without applied 

biases and obtained spectra similar to those presented here. The authors suggest that 

since the TSC spectra of BGO and BSO are very similar many of the peaks likely 

have a common origin in both materials. Defects related to Bi, rather than to Ge or 

Si, meet this requirement. 

Takamori performed a detailed analysis ofTSC signals in Bii2Ge020 and Bii2Si020 
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and identified three TSC peaks as being due to holes [37]. A double excitation 

technique where TSC spectra were recorded after UV illuminations at 80 K with an 

additional UV illumination at 200 K was used in this determination. All three peaks 

identified as being due to holes are at temperatures between 200 and 300 K, however, 

so they don't agree with our identification of peaks IV and V in Figs. 2.9 and 2.10 

as being due to holes. One of the peaks Takamori assigned as a hole peak appears 

to be the same as our TSC peak at rv280 K. Unfortunately TSC experiments don't 

provide an unambiguous determination of carrier sign. 

Some similarities between TSC spectra found in different samples can be seen. 

The peaks labelled II, III and VIII here have been reported by many different groups 

[22,30-34,37,38]. This may indicate that these peaks are due to an intrinsic defect 

or possibly to iron which is present as an impurity in all BGO and BSO crystals. 

There tends to be more variation in the other peaks which appear between peaks III 

and VIII in temperature, so they may be due to uncontrolled impurities. The largest 

peaks in the spectra are almost always these common peaks II, III and VIII, however. 

It may be that all of the smaller peaks are present in all the different samples, but in 

varying sizes, so that if a nearby peak is large its smaller neighbor is not visible. 

There is a lot of variation in the details of TL in BGO and BSO as well. Lauer 

measured TSC and TL in undoped BGO and found that all TL peaks had the same 

emission [34]. We found that this is not the case in our samples, however, as shown in 

Table 2.2. In addition, we found that there were no systematic variations in the TL 

spectra as a function of Ga concentration. The variations may indicate that many 

of the TSC and TL peaks are caused by uncontrolled impurities introduced during 

growth. 

We analyzed the TSC spectra to obtain values of frequency factors and activation 

energies for the traps responsible for the peaks in the spectrum, but since the analysis 
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is very detailed it will be presented by itself in Chapter 4. 

2.3 Summary 

The work presented here indicates that Bi12Ge020 and Bi12Si020 are highly defective 

materials with complex absorption, photoconductivity and TSC spectra. Czochralski­

grown samples exhibit a characteristic absorption shoulder which is probably due 

to an anti-site Bi defect. Illumination with sub-band-edge light induces additional 

absorption and photoconductivity bands as well as TSC signals, but not TL. The 

induced absorption consists of several bands, consistent with the photoconductivity 

spectra and the dark conductivity results. 
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Chapter 3 

TL and TSC theory 

3.1 Introduction 

TSC and TL are two particularly useful methods for studying deep levels within 

a semiconductor's or insulator's band gap due to their sensitivity and to the wide 

variety of methods which have been developed to extract trapping parameters such 

as frequency factors and activation energies. These methods include initial rise (48], 

Hoogenstraaten's method [49], Chen's peak shape method (50], curve fitting and many 

others [51]. 

An illustration of the TSC and TL process is shown in Fig. 3.1. A TSC or TL mea­

surement is performed by first illuminating the sample at a suitably low temperature 

with light energetic enough to excite free charge carriers into the delocalized bands. 

The free carriers drift and diffuse until they either recombine or become trapped at 

trapping sites, so that upon heating the trapped carriers are thermally detrapped 

at some temperature resulting in an increase in sample conductivity (TSC). TL is 

observed when the thermally detrapped carriers recombine radiatively. The TL and 

TSC intensity depend on the concentration of filled traps. 

There are a number of models used to describe TL and TSC, the simplest of 

which is shown in Fig. 3.2. This simple model assumes a material with only one trap 

and one recombination center. Real materials are more complicated, often having 
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Figure 3.1: Illustration of the TL and TSC process. 

multiple traps for both holes and electrons, but nevertheless the simple model provides 

important insight into the TL and TSC processes. During illumination free electrons 

are excited from the valence band to the conduction band leaving free holes behind. 

The free electrons can be trapped or may recombine with free holes or with holes 

trapped at the recombination center. Trapped electrons have a probability, 'Yt = 

s-1 exp(-Et/kbT),. of being thermally excited out of the trap back into the conduction 

band where they may be retrapped or recombine. Here Et is the activation energy of 

the trap, sis the frequency factor, kb is Boltzmann's constant and Tis temperature. 

In most measurements the sample temperature is low enough to make the probability 

of thermal emission insignificant during the illumination cycle. 

The differential equations describing the flow of charge during illumination are 

dnc J - nc(Nt - nt)At + 1tnt - ncnvA - ncnhAr, (3.1) - -
dt 
dnt 

-,tnt + nc(Nt - nt)At, (3.2) 
dt 

dnv f - ncnvA- nv(Nh - nh)Ah, (3.3) 
dt 

-
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Figure 3.2: Simple model to describe TL and TSC. 

(3.4) 

The concentrations are defined as follows: nc - conduction band, nv - valence band, 

nt - trapped carrier, nh - holes at recombination center, Nt - total trap, and Nh 

- total concentration bf recombination centers. The transition coefficients are: At -

trapping of free electrons, Ah - capture of free holes at the recombination center, Ar 

- recombination of free electrons with holes at the recombination center and A -

recombination of free electrons with free holes. The transition coefficients are equal 

to the product of the thermal velocity of the carriers and the capture cross-section of 

the center. f is the generation rate of free carriers (dependent on the light intensity). 

One last equation can be written to express the requirement of charge neutrality, 

namely 

(3.5) 

The first term in Eq. (3.1) accounts for generation of free electrons by the illumina­

tion and the second for capture of free electrons by the traps. The third term accounts 

for thermal detrapping from the trap to the conduction band. Recombination of free 
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electrons with free holes and of free electrons with holes at the recombination center 

are accounted for by the fourth and fifth terms, respectively. Eq. (3.2) contains no 

new terms and the first 2 terms of Eq. (3.3) have been described as well. The last 

term in Eq. (3.3) accounts for capture of free holes at the recombination site. The 

equations describing the heating cycle are the same except f = 0 and 'Yt is no longer 

a constant since the temperature is changing. We wish to derive an expression for 

the TL intensity during heating. In this model the recombination center, Nh, is the 

only radiative recombination pathway, so the TL intensity is proportional to the rate 

at which the conce:q.tration of filled recombination centers decreases, i.e. 

dnh 
]TL= - dt. (3.6) 

If we assume that the holes at the recombination center are not thermally ejected 

to the valence band during the heating cycle then we can reduce the number of 

differential equations to three since the valence band willplay no part. In this case the 

valence band concentration will be zero duringthe entire measurement, so eliminating 

Eq. (3.3) and setting nv = 0 in the other equations leaves us with 

dnt 
- 1tnt + nc(Nt - nt)At (3.7) 

dt 
-

dnh 
-ncnhAr, (3.8) 

dt 
-

dnc dnh dnt 
(3.9) - ---

dt dt dt 

Unfortunately an analytical solution to these equations is not possible as they stand, 

so we must resort to approximations. A common assumption is that of "quasiequi-

librium" which is expressed as, 

dnc dnt 
dt « dt ' (3.10) 

(3.11) 

These two expressions require that the conduction band concentration be slowly vary-

ing and small compared to the trapped carrier concentration. It should be noted that 
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expressions for TSC and TL have been derived without the quasi-equilibrium approx-

imation [52]. Applying the first approximation to Eq. (3.9) yields 

dnh dnt 
-~--. 
dt dt 

(3.12) 

Substituting Eqs. (3.7) and (3.8) into Eq. (3.12) and solving for nc gives, 

(3.13) 

Now substituting this result into Eq. (3.8) leads to 

(3.14) 

An analytical solution is still not possible so it is necessary to make another approx-

imation. One assumption that is often valid is that recombination dominates over 

retrapping. This assumption can be written as 

(3.15) 

Under this approximation Eq. (3.14) becomes 

dnt . (-Et) 
IrL - dt = snt exp kbT . (3.16) 

Eq. (3.16) can be integrated. Normally a linear heatingrate, /3, is used so T =To+ {3t 

where T0 is the starting temperature. Performing the integration gives 

(3.17) 

where nt0 is the initial trapped carrier concentration. Substituting Eq. (3.17) back 

into Eq. (3.16) we find 

In (T) = nws exp ( ~.~) exp [-i 1 exp ( -:~) dB] . (3.18) 
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This is the Randall and Wilkins expression [53}. It is a first-order expression because 

the trapped carrier concentration appears to the first power in the prefactor. For 

TSC the equivalent expression is 

Irsc(T) = Aeµemos exp (- k~;) exp h~ 1 exp ( -:.~) dO] · (3.19) 

Here A is the electrode area, e is the electronic charge, µ is the mobility, c is the applied 

electric field and T is the free carrier lifetime. The Randall-Wilkins expression for TL 

produces asymmetric peaks like that shown in Fig. 3.3. The asymmetry of the peak is 

a characteristic feature of first-order kinetics, whereas second-order kinetics produces 

peaks which are more symmetrical. The peak position of first-order peaks depends 

on the activation energy and frequency factor. 

The first-order expression in Eq. (3.18) was derived for the case of no retrapping 

of detrapped carriers. If the retrapping of thermally freed carriers is important a 

second-order peak results. A second-order expression can be derived from Eq. (3.14) 

by making the following assumptions: 1) nt :=:::: nh, 2) (Nt - nt)At » nhAr and 3) 

Nt >> nt. Applying these assumptions to Eq. (3.14) gives the second-order expression 

dnt 2 ( sAr) (-Et) 
IrL = dt = nt · NtAt exp kbT · (3.20) 

For a second-order peak the TL and TSC intensity is proportional to n5 rather than 

n0 as for a first-order peak. First-order TL and TSC peaks grow with n0 , but do not 

change shape or position as n0 is varied. The position and shape of non-first-order 

peaks, however, do depend on n 0 . Monitoring the position of a TL or TSC peak as 

a function of initial filled trap concentration, then, is one method of determining the 

order of kinetics associated with the given peak. 

The simple model provides us with a good basis for understanding TSC and TL 

kinetics, but real materials are much more complicated. A material described by the 

simple model would have only one TL peak and the emission would be at a single 
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Figure 3.3: A first-order TL peak generated using Eq. (3.18) 
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wavelength. Normally, a number of peaks are observed and emissions at several 

wavelengths or over a range of wavelengths are common. One extension to the simple 

model is the addition of a thermally disconnected trap. A thermally disconnected trap 

is one in which the trap depth is so great that any carriers trapped at the level are 

unable to be detrapped at the temperatures reached during the measurement. Chen, 

et al. [54], found that the kinetics tended towards first-order when the number of 

carriers trapped in thermally disconnected traps was much greater than the number 

of trapped carriers at the non-therma11y disconnected trap. When the number of 

carriers in the shallow trap was much greater than the number in the thermally 

disconnected trap the kinetics were second-order. 

It is important to understand the correlation between TSC and TL peaks as both 

TSC and TL measurements can be performed simultaneously. From Eq. (3.14) we 

know that J(t) = -dnh/dt, so we have 

(3.21) 

Differentiating Eq. (3.21) with respect to time gives 

(3.22) 

The second equality follows from Eq. (3.8). At the maximum of a TL peak we must 

have d! /dt = 0, and Eq. (3.22) shows that this can only be true if dnc/dt > 0, or 

in other words, we have not yet reached the maximum of the TSC peak. Therefore 

we should expect that the maximum of a TL peak will occur at a temperature lower 

than the corresponding TSC peak. Sometimes, however, this is not the case. If 

the concentration of filled recombination centers, nh, is very large compared to the 

trapped electron concentration then their numbers won't be reduced very much during 

the measurement. In this case dnh/ dt ~ 0 and the second term in Eq. (3.22) is zero 

and the TSC peak will no longer occur after the TL peak. 
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An implicit assumption in this development so far is that the trap responsible for 

the TSC and/ or TL has a discrete frequency factor and activation energy. It has 

been suggested by some authors [55-57] that this may not be the case, so expressions 

describing TL and TSC from traps with Gaussian, exponential or rectangular energy 

distributions have been derived. In the case of a distribution of activation energies 

Eq. (3.18) needs to be modified to include an integral over the energy distribution. 

It becomes [51] 

{Ema:,; ( E' ) [ {T ( E' ) l IrL(T) = }Emin n(E')sexp - kbT exp -(s//3) lro exp - kb(} d(} dE' (3.23) 

where n(E') describes the distribution. For a uniform distribution with low energy 

and high energy limits of E1 and E2 , respectively 

no 
n(E) = -

b,.E 

where b,.E = E2 - E1. For an exponential distribution from Oto Emax 

( ) ( E- Emax) 
n E = neexp kbTc 

(3.24) 

(3.25) 

where Tc is a characteristic temperature describing the distribution. For a Gaussian 

distribution of energy states n(E) has the form 

[(E - E0 )
2

] n(E) == nm exp aE . (3.26) 

where nm is the concentration of states at the center of the distribution, E0 , and aE 

is the standard deviation of the energy states contained in the distribution. 

The assumption of a Gaussian or exponential distribution results in an expression 

that contains an integral, but an analytical expression has been found for the case 

that the distribution of energy states is uniform. This may be important if the 

expression is going to be used for curve fitting as numerical evaluation of integrals is 

computationally expensive. By substituting Eq. (3.24) into Eq. (3.23) we get 

n0s rE2 (-E') [ fr (-E') ] IrL(T) = b,.E }Ei exp kbT exp -(sf /3) lro exp kb(} d(} dE'. (3.27) 
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Hornyak and Chen [57] approximated the integral over temperature using 

(3.28) 

The infinite series can be truncated after the first two terms and for sufficiently narrow 

distributions E can be replaced by the value of E at the center of the distribution, 

E0 , everywhere except in the exponential resulting in 

IT (-E) -skbT2 (-E) ( 2kbT) 
exp kb() dfJ ~ fJEo exp kbT 1 - & . (3.29) 

After substituting Eq. (3.29) into Eq. (3.27) the integral over E can be performed. 

The result is 

noskbT [ ( (-E2)) ( (-E1))] Irsc(T) = "(Cl.E exp -"(exp kbT - exp -"(exp kbT (3.30) 

where 

'Y = skbT2 (l _ 2kbT + 6kb;2 
_ •• ·) • 

(JE0 Eo . E0 
(3.31) 

Hornyak and Chen found that due to the approximations used in deriving this expres-

sion it is valid only for !:l.E ~ 0.1 eV. A theoretical TSC peak generated using this 

expression is shown in Fig. 3.4. The TSC peak resulting from a trap characterized by 

a distribution of activation energies is substantially broadened on the high temper­

ature side. It's interesting to note the similarities in shape between this theoretical 

peak and some of the TSC peaks measured during the TSC experiments reported 

in Chapter 4, especially for the Ga-doped sample as illustrated in Fig. 4.ll(a) on 

page 74. 

3.2 Methods of Analysis 

The motivation for developing a model to describe TL and TSC is to find a method 

for extracting trapping parameters, such as frequency factors and activation energies, 
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Figure 3.4: Theoretical peak generated using Eq. (3.31). 

from the data. A large number of methods have been developed and used, but most, 

if not all, of the methods can be applied successfully only if certain conditions are 

met. Overlapping peaks cause problems for methods which rely on peak position or 

shape because the maximum of a composite set of peaks may be shifted from its true 

value and the rising and descending portions of the peak may be distorted as well. 

Thermal cleaning techniques can sometimes be used to help isolate individual peaks. 

One commonly used method of analysis is the initial,rise technique (48]. From 

Eq. (3.16) the early portion of a TSC or TL peak is se,en to be exponentially dependent 

on temperature such that 

( -Et) TL/TSC ~ canst x exp kr,T · . (3.32) 

The activation energy Et is found by making a plot of In I vs. 1 /T. Such a plot 

should produce a straight line with a slope of -Etf kr,. There is a limitation in that the 

prefactor can only be assumed to be a constant over a limited temperature interval, 

so only the part of the peak corresponding to less than 10% or 15% of the maximum 
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peak intensity should be used in the plot. 

A complication with this method is that it requires a very "clean" low temperature 

side of the peak. Any peak overlap in this region will render this simple method 

useless, but unfortunately peak overlap is very common. In the case of peak overlap 

various thermal cleaning methods may be useful [51]. 

Another method is Chen's peak shape method [50]. Chen's method uses the peak 

symmetry to provide three estimates for the activation energy of the trap responsible 

for the peak. Chen uses the three temperatures Tm, T1 and T2 defined as follows: 

Tm - temperature at which the peak maximum occurs, T1 - temperature at half 

the peak maximum on the rising portion of the peak and T2 - temperature at half 

the peak maximum on the descending portion of the peak. Chen defines the three 

parameters 8 = T2 - Tm, T = Tm - T1 and w = T2 -T1• Then the activation energy 

is determined using 

(3.33) 

where I takes on the values w, T or 8. The values of the constants c, and b, were 

calculated by Chen and are given in reference [50]. Chen calculated these constants 

for general order kinetics, so the method is not limited to first-order peaks. 

Hoogenstraaten's method of variable heating rates is another method for deter­

mining frequency factors and activation energies [49]. This method takes advantage 

of the shift in peak position for different heating rates as shown by Eq. (3.17). To 

apply this method several TL or TSC measurements are performed using identical 

illumination cycles, but different heating rates. A plot ofln(T~/ ,B) vs. 1 /Tm should 

have a slope of Et/ kb and a y-intercept of ln(Et/ skb). This method has the disad­

vantage that peak overlap can cause shifts in the peak position so that the true peak 

position is unknown. 

Another method of analysis is peak fitting. Peak fitting involves adjusting an 
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expression that describes the peak shape by varying parameters so that the resulting 

shape matches that of the experimentally measured peak. The Levenberg-Marquardt 

routine is a commonly used and reliable least-squares fitting method. Fitting has 

the advantage that entire spectra can be fit even in the case that there are many 

overlapping peaks. It may also be possible to find peaks which are not visible in the 

spectra. In order to do peak fitting a functional form for the peak has to be assumed. 

In theory an expression like Eq. (3.18) could be used to do the fitting, but this may 

be impractical since the integral has to be evaluated numerically on every iteration. 

Keating, however, approximated the integral using an asymptotic series and arrived 

at a closed-form expression [58], written here in the TSC equation as 

(-Et) [ kbsT2 ( (b- 4)kbT) (-Et)] 
ITsc(T) = AeµcTnos exp kbT exp - fl Et 1 + Et exp kbT . 

(3.34) 

The frequency factor in this development is assumed to be proportional to T 2-b 

where O :::; b :::; 4. This expression doesn't contain an integral, so it can be evaluated 

quickly by a computer. In this expression the fitting parameters become Et, s, band 

K = AeµcTno. 

As mentioned earlier it may be difficult to extract meaningful parameters from 

TSC or TL data because of peak overlap. When two or more peaks overlap the peak 

maxima may be shifted from their true values and both the rising and descending 

portions may be distorted. For the case of severe overlap or if one peak is much 

larger than its neighbor it may not even be possible to see more than one maximum. 

These methods of analysis may also have trouble even when it is not obvious that 

there is more than one peak present. If a peak is hidden under a larger peak treating 

the composite like a single peak may result in parameters which are invalid. Due 

to the difficulties of analyzing overlapping peaks "thermal cleaning" techniques have 

been devised whereby a heating cycle is used to remove the lower temperature peak 
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or peaks in a composite peak. After the initial thermal cleaning cycle the sample is 

immediately cooled back down and the TSC or TL reading is performed normally. 

One of these methods is the Tm-Tstop method which was developed by McKeever 

[59]. It has the advantage that it not only separates overlapping peaks, but it can 

also find hidden peaks and give information as to the number of peaks making up 

the composite. The Tm-Tstop method involves deconvoluting overlapping peaks us­

ing a series of thermal cleaning cycles to successively higher temperatures, Tstop· The 

values of Tstop are chosen to correspond to the temperature range over which the com­

posite peak occurs and the temperature increment between successive cycles should 

be chosen to be small ( rv3-5 K) if fine resolution is desired. After performing the 

measurements the temperature at which the first TSC/TL peak maximum occurs, 

Tm, is plotted vs. Tstop· This graph should look like a staircase with each step being 

due to a separate peak in the spectrum. The staircase pattern is expected because 

the TSC peak maximum should move from one component peak to an adjacent peak 

after the first peak is sufficiently reduced in size by the thermal cleaning cycle. It 

is possible that the peaks are so close together that this method will be unable to 

separate them. In this case a plot of Tm vs. Tstop will produce a straight line of slope 

approximately equal to 1. This method has the disadvantage that it takes a long time 

because many measurements have to be performed, each with a thermal cleaning cy­

cle and subsequent cool down. If the composite peak is very broad a wide range of 

Tstop values have to be used as well. Also, only prominent peaks will show up in the 

Tm vs. Tstop plots. Peaks which are completely hidden by their neighbors may not be 

big enough to show up. 

Another method involving thermal cleaning cycles is the method of Gobrecht and 

Hofman called the 'fractional glow technique' (60]. This technique involves performing 

a series of heating and cooling cycles to successively higher temperatures during which 
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the TL signal is recorded during both heating and cooling. A plot of ln I vs. 1/T 

is made and the activation energies are obtained from the slope as in the initial rise 

method. If the temperature increment between cycles is small the slope obtained from 

the heating portion should be close to that obtained during the cooling phase and the 

average can be taken to calculate the activation energy. This method deals with one 

problem with the initial rise technique, namely that the number of trapped carriers 

needs to be approximately constant. If a small temperature increment is chosen this 

condition is satisfied. The two primary problems with this method are that enormous 

amounts of data are collected which have to then be analyzed and for good results 

the temperature needs to be controlled very precisely. This can be difficult when 

undergoing a transition from heating to cooling or vice versa. 

The determination of accurate values of trapping parameters from TL and TSC 

data can be a difficult undertaking due to the problems with separating individual 

peaks in the spectra. The best analysis would probably involve performing thermal 

cleaning cycles before measurements of the spectra and then using several methods 

to determine parameters such as activation energies and frequency factors. It would 

also be advantageous to do several identical measurements and fit all the resulting 

data. This would help to give an estimation of the size of the experimental errors 

involved in the measurement of the spectra. 
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Chapter 4 

TL and TSC Analysis 

In Chapter 2 the results of TSC measurements performed on undoped and 2% Ga­

doped BGO were presented, but the analysis was deferred until this chapter. The 

proper analysis of TSC spectra is important because of the role played by the traps 

in other measurements and applications. For example, measurements of mobility in 

BGO and BSO using the time-of-flight technique are strongly affected by the presence 

of traps and it will be shown in Chapter 5 that the dominant peak in the TSC spectra 

of undoped BGO, which is centered at about 150 K, is caused by the same trap that 

limits the drift mobility at temperatures between 200 K and 300 K. 

4.1 Results 

4.1.1 General Description of the TSC Curves 

TSC curves from an undoped BGO sample and a 2% Ga-doped BGO sample are 

shown in Fig. 4.1. The TSC displayed by both samples is similar, consisting of a 

series of large peaks below 160 K and a number of smaller overlapping peaks at 

higher temperatures. The large peaks below 160 K in both types of sample will 

be referred to as the "low temperature peaks" and the peaks above 160 K will be 

called the "high temperature peaks." The TSC observed in the undoped sample for 
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Figure 4.1: TSC spectra produced by 412 nm excitation of undoped EGO (solid line) 
and Ga-doped BGO ( dotted line). 

57 



different illumination times at 412 nm is shown in Fig. 4.2. The positions of the two 

peaks at about 210 K and 230 K stay the same independent of the illumination time 

verifying that the traps responsible for these peaks are first-order, i.e. the thermally 

freed carriers are not retrapped. A shift in the peak position is seen in the peak 

at about 280 K, but we believe this peak is a composite consisting of at least two 

components and the shift in peak position is the result of the changing relative sizes of 

the individual components. Therefore it is believed that this peak is also a first-order 

peak. 

The broad peak below 160 K in undoped BGO is seen to consist of two compo­

nents. Only the high temperature component appears for short illuminations, but as 

the illumination time is increased a shoulder appears on the low temperature side of 

the peak. For long illumination times the lower temperature component appears as 

a 2nd peak almost equal in height to the higher temperature peak component. The 

different growth rates of the two peaks can be explained by assuming that the trap 

responsible for the higher temperature component has a larger capture cross-section 

than does the lower temperature component. The trap with the smaller capture 

cross-section will not begin to fill appreciably until the trap with the larger capture 

cross-section is populated to the point that the trapping probabilities for each trap 

are comparable. Although these peaks shift slightly to lower temperatures as the 

illumination time (and therefore n0 ) increases our analysis, to be described later, in­

dicates that these too are first-order peaks. The apparent shift is again a consequence 

of peak overlap. 

Fig. 4.3(a) shows the TSC signal for different illumination times at 412 nm in Ga­

doped BGO. Again the peaks appear to be first-order. There is a slight shift of the 

peak at "'210 K to lower temperatures as the illumination time is increased, but this 

is likely due to the increase in size of the peak at "'190 K. Fig. 4.3(b) is a plot of the 
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Figure 4.2: (a) TSC spectra for undoped BGO for varying illumination times at 412 
nm. (b) Growth of the TSC peaks shown in (a) with illumination time. The peak 
positions are: 0120 K, 6. 142 K and D280 K. 
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height of the peak maximum versus illumination time for the peaks centered at about 

120 K, 210 K, 230 K and 275 K. The three higher temperature peaks increase in size 

as the illumination time is increased, as expected, but the 120 K peak increases in size 

for a short time only and then gradually decreases. Fig. 4.2(b) shows that this type of 

behavior is not observed in the 120 K peak in the undoped BGO sample. The decrease 

in the size of the peak in the Ga-doped sample as the illumination time is increased 

is most likely a consequence of two effects. Firstly, the optical excitation may be 

exciting trapped electrons from the 120 K trap into the conduction band where they 

are free to recombine or be retrapped at other trapping sites. Secondly, the donor 

level is most likely being depleted of electrons. If this was not the case we would 

expect that the trap occupancy, and therefore the peak height, would asymptotically 

approach a maximum as the rate of trap filling became equal to the rate of trap 

emptying. This is the behavior that is likely being observed in the undoped BGO 

sample. The presence of the maximum in Fig. 4.3(b) indicates that the rate of trap 

filling is decreasing. The assumption that the deep donor level is being depleted is 

reasonable since gallium acts as an acceptor in BGO. As explained in Chapter 2, the 

addition of gallium causes a decrease in the Fermi Level. For sufficiently high gallium 

concentrations the Fermi Level is decreased to such an extent that some of the deep 

donor levels no longer contain electrons. Additional support for these conclusions 

comes from studying the areas under the TSC peaks of Fig. 4.3(a). We found that as 

the illumination time increased the total area contained under the TSC peaks from 

80 K to 300 K decreases. Since the area under a TSC peak is proportional to the 

total number of carriers trapped the decrease in area corresponds to a decrease in the 

number of trapped carriers. The decrease in the number of trapped carriers is caused 

by optical excitation of carriers out of the traps responsible for the peaks seen in the 

TSC spectrum from 80 K to 300 K and then retrapping into traps which are thermally 
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unstable above 300 K. Electrons occupying traps above 300 K are effectively "lost" 

for the duration of the measurement since the samples were heated only to 300 K. 

Since these electrons are not being replaced in the traps between 80 K and 300 K we 

conclude that the donor level is being depleted. 

The peak below 160 Kin the Ga-doped sample is different than the corresponding 

peak in the undoped BGO sample in that only the lower temperature component is 

present. The shoulder on the high temperature side is shown by our analysis ( to 

be described) to be p~rt. of the same peak rather than a separate 2nd component. 

This unusual peak shape is due to the activation energy of the trap responsible for 

the peak being distributed around a central value rather than being single valued. 

Ai, shown in Chapter 3, a trap that is characterized by a distribution of activation 

energies exhibits TSC and TL peaks that are substantially broadened, especially on 

the high temperature side. 

4.1.2 Analysis. 

As explained in the previous chapter many techniques hav~ been developed for the 

analysis ofTSC and TL data to. yield values for trapping parameters. The methods 

we used are Hoogenstraaten;s method of variable heating rates (49], the initial rise 

technique [48], Chen's peak shape method (50) and curve fitting. Since our data show 

many overlapping peaks additional experiments were performed in which a preheating 

cycle was used to "thermally clean" lower temperature portions of the peak structure. 

The therm.al cleaning process allows the higher temperature components of the peak 

structure to be seen more clearly by eliminating, or at least reducing in size, the 

lower temperature components of a composite peak. During the thermal cleaning 

cycle the sample was heated to a temperature which was high enough to thermally 

empty the trap or traps responsible for the low temperature components of the peak 
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structure without substantially affecting the occupancy of the trap responsible for 

the component peak of interest. The sample was then cooled to the initial starting 

temperature and a standard TSC or TL measurement was performed. This method 

allowed us to more clearly identify the number of peaks present and to apply several 

methods of analysis to the resulting data. It should be noted that no formal analysis 

was performed on the TSC signal seen in the range from 80 K to about 100 K. No 

peak is clearly identifiable in this temperature range, and the TSC existing here is 

probably a composite peak caused by several traps becoming thermally unstable over 

this region. In addition, there is most likely substantial overlap with the large peak 

adjacent to it adding another complication to the analysis of this region. 

High Temperature Peaks 

The analysis of the peaks above 160 K is difficult due to the many overlapping peaks 

present throughout· this temperature range. Also, the high temperature tail of the 

large peak below 160 K may be hiding or distorting smaller peaks in the temperature 

range from 160 K to 180 K. To more clearly see the high temperature peak structure 

a thermal cleaning cycle was used to eliminate the large peaks below 160 K. Fig. 4.4. 

shows TSC data taken on both the undoped and 2% Ga-doped samples after preheat­

ing cycles were performed to the indicated temperature (Tstop)- A slow heating rate 

of 3 K/min was used to avoid thermal gradients across the sample. A higher value 

for the stop temperature of the preheating cycle was used for the undoped sample 

than for the Ga-doped sample because the large peak extends to a higher temperature 

in the undoped sample than in the Ga-doped sample. The preheating cycle for the 

Ga-doped sample included a 300 second delay at 155 K before cooling back to 80 K. 

This delay further reduced the size of the large peak below 160 K while having a 

minimal effect on the peaks above this temperature. These data show more clearly 
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Figure 4.4: TSC spectra for undoped BGO (solid line) after a preheating cycle to 
191 Kand for Ga-doped BGO (dotted line) after a preheating cycle to 155 K. 
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the peak structure of the high temperature peaks. The data reflect a complex trap 

distribution. 

The peak at "'155 K seen in the data for the Ga-doped sample is the remnant 

of the large, low temperature peak, as is the low temperature shoulder seen on the 

1st peak in the data for the undoped sample. The next three peaks at approximate 

temperatures of 190 K, 210 K and 230 K, and which were labelled peaks V, VI 
. ' . 

and VII, respectively Chapter 3, are seen in both samples. There could also be one 

or more peaks hidden beneath peaks V, VI and VIL In the undoped sample only 

one more peak is clearly visible, at a temperature of rv280 K, although it appears 

that there may be a small peak at rv250 K also. In the Ga-doped sample the peak 

structure from 240 K to 280 K shows two overlapping peaks at rv270 K and rv280 K 

with quite possibly a third, also at rv250 K. Due to the many overlapping peaks 

throughout this temperature range the extraction of meaningful trapping parameters 

proved to be difficult. Additional thermal cleaning cycles to further isolate a single 

peak were of limited use because there is substantial overlap of each of these peaks 

on the high temperature side. Only peaks overlapping on the low temperature side 

of the peak of interest can be eliminated, or at least reduced in size. Since there 

is so much overlap between the peaks, the peak position and peak shape methods 

of analysis were considered to be unreliable, and therefore curve fitting was used to 

analyze the peaks in the temperature range from 180 K to 300 K. Eq. (3.34) was used 

as the curve fitting expression. The curve fitting package was Peak.fit™ (by Jandel) 

which utilizes a Marquardt-Levenberg algorithm to minimize the difference between 

the fitting expression and the experimental data. Eq. (3.34) can be used to analyze 

TSC data by absorbing all the parameters in the prefactor into an overall scaling 

factor, K.e.g.(511. This, of course, requires the assumption that in this temperature 

range, µr is constant. The fits to the high temperature peaks in the undoped BGO 
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sample and the Ga-doped BGO sample are shown in Figs. 4.5(a) and 4.5(b) and the 

parameters obtained from th~ fits are given in Table I. 

The 280 K peak seen in the undoped sample appears to be a single peak with a 

limited amount of overlap on the low temperature side. A thermal cleaning cycle to 

260 K was performed to eliminate the low temperature overlap. The resulting data is 

shown in Fig. 4.6. Halperin and Braner [62] defined the geometrical factor µ9 = 8 / w 

where 8 = T2 -Tm and w = T2 -T1. Tm is the temperature at which the TSC ( or TL) 

peak maximum occurs and T1 and T2 are the low and high temperatures at which the 

signal is one half its maximum value, respectively. They showed that for a first-order 

peak µ9 = 0.42 and for a second order peak µ9 = 0.52. For the peak shown in Fig. 4.6 

µ9 = 0.411, which is very close to the value expected for a first-order peak. Since 

these data appear to show a single peak many additional methods of analysis can be 

used to determine trapping parameters. 

One method used was Chen's peak shape method as described in Chapter 3 [50]. 

Using this method the three resulting activation energies for the 280 K peak in un­

doped BGO are Ew = 0.99 eV, Er= 0.95 eV and Ee= 1.03 eV. 

A second method of analysis is the initial-rise technique. It must be remembered 

that an approximation is made in that the preexponential factor is a constant only 

if the trap concentration remains approximately constant, so no data past the first 

10% or 15% of the peak height should be used in the calculation. An initial rise plot 

from the data of Fig. 4.6 is shown in Fig. 4.7. Unfortunately, a straight line was 

not obtained. A possible reason for this is that the low temperature component may 

not have been completely eliminated during the preheating cycle. Nevertheless, an 

activation energy of 0.60 e V was calculated from the line shown in the figure. 

The method of curve fitting using Eq. (3.34) was also tried. The three parameters 

used for fitting were the scaling factor K, activation energy Et and frequency factors. 
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Figure 4.6: TSC spectra for undoped BGO measured after a preheating cycle to 
260 K. 
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Figure 4.8: Fit to the data shown in Fig. 4.6 for undoped BGO. The resulting acti­
vation energy and frequency factor are 0.94 eV and 2.1 x 1015s-1, respectively. 

The frequency factor was assumed to be temperature independent (i.e. b was set equal 

to 2). The fit is shown in Fig. 4.8. Deviations between the fit and the data may again 

be due to a portion of the low temperature component remaining, but the resulting 

activation energy is Et = 0.94 eV and the frequency factor is s = 2.1 x 1015s-1 . It 

should be noted that the parameters obtained in the fit shown in Fig. 4.8 show a 

lot of variation from the parameters obtained for the 280 K peak in the fit shown in 

Fig. 4.5( a.). 

One last method used to find the frequency factor and activation energy was 

that of Hoogenstraaten. To apply this method several identical TSC experiments 

were performed using a 1 hour illumination at 412 nm with a -20 v bias applied 

to the sample during illumination and heating, but the heating rate was varied in 
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each experiment. No thermal cleaning cycles were performed in these experiments 

because the low temperature overlap with the 280 K peak is not significant enough 

to affect the peak position strongly. The heating rates used were 2, 3, 4, 5, 6, 8 and 

10 K/min. The TSC curves are shown in Fig. 4.9(a) and a plot of In (T~/ ,B) versus 

1000/Tm is shown in Fig. 4.9(b). The slope of this line is Et/kb and they-intercept 

is In (Etf skb)- The resulting activation energy is 0.93 eV and the frequency factor 

obtained is 1.3 x 1015 s-1 . 

Low 'l'emperature Peak 

Curve fitting the large peak below 160 K to the standard first- or second-order TSC 

expressions was unsuccessful. Even when using as many as six first-order peaks a 

poor fit was obtained. Using second-order peaks gave worse results. For this reason 

an attempt was made at deconvoluting the peak using the Tm-Tstop method described 

in Chapter 3. 

Fig. 4.lO(a) shows the .results of the Tm-Tstop experiment performed on undoped 

BGO and Fig. 4.ll(a) shows the results for Ga-doped BGO. The experiments were 

performed by illuminating with 412 nm light at 80 K for 1000 seconds and then 

heating at a rate of 3 K/min. The illumination time was short enough that the 

slowly growing component on the low temperature side of the large composite peak 

in the undoped BGO sample was . kept small. To be noted is that no hidden peak 

structure was revealed by the gradual thermal cleaning of the peaks in either sample. 

Plots of Tm vs. Tstop are shown in Figs. 4.lO(b) and 4.ll(b). In these results there are 

no horizontal regions in the temperature range of the large TSC peak, but rather there 

is a gradual shift in peak position as the value of Tstop increases. This is indicative of 

either a composite peak that is made up of many closely spaced components, or of a 

peak that is characterized by a distribution of activation energies rather than a single, 
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Figure 4.9: TSC spectra for undoped BGO measured with different heating rates. 
The TSC signal increases with the heating rate. 
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well-defined activation energy. Since an attempt to fit the data using multiple peaks 

was unsuccessful we proceeded with the assumption that the peak was caused by a 

trap with a distribution of energy states. The shape of the distribution is unknown, 

but the assumption of a rectangular distribution results in Eq. (3.30) which can be 

quickly evaluated using a computer, so we assumed a rectangular distribution. 

Our preliminary attempts at fitting using this expression produced much better 

results, but some improvement was still needed because four peaks were required in 

fitting the data for the undoped sample. Four traps thermally unstable over the same 

temperature range, each with a distribution of activation energies, seemed to be an 

unlikely possibility, so it was decided to try to crudely account for the likely circum­

stance that the distribution shape was not rectangular. To do this the distribution 

was broken into three segments with each segment having its own amplitude. The 

three segments were constrained to be adjacent to each other in energy and they all 

shared the same width and frequency factor. The modified fitting expression is 

hsc(T) = S 1 - 0 + -- - O + --kT [K ( ( ( E 1 l!.E)) ( ( E 3 l!.E))) · 
.6.E /3 11 exp ·. -,1 exp kT 2 3 - exp -,1 exp kT 2 3 

K 2 ( ( · (-E0 - ll!.E)) ( (-Eo + ll!.E))) 
12 exp - 1 2 exp kT 2 3 - exp - 12 exp kT 2 3 + 

K3 ( ( ·(-Eo - ~ l!.E ) ) ( (-E0 - l .t,.E ) ) ) l 
"/3 exp - 13 exp . kT2 3 - exp - 13 exp kT 2 3 

where 

skT2 ( 2kT ) 
11 - /3(E0 -.6.E/3) l- Eo-.6.E/3 ' 

(4.1) 

skT2 (l _ 2kT) 
f3Eo Eo ' 

(4.2) 

skT2 ( 2kT ) . 
/3 (E0 + .6.E/3) l - E0 + .6.E/3 . 

(4.3) 

In these expressions .6.E is the width of the entire distribution, so that .6.E /3 is 

the width of each segment. The fitting parameters now become K 1 , K 2 , K3 , s, E0 

and .6.E where E0 is the center of the central segment. The results of fitting using 
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this expression were much more impressive than any of the earlier results. Only 

one peak was needed to fit the data from Ga-doped BGO. Some example fits to 

the Tm-Tstop data files are shown in Figs. 4.12(a)-(c). Any small deviations between 

the fit and the experimental data can be understood in terms of the approximation 

made to the actual distribution shape. The fits obtained to the data for the undoped 

BGO sample required two peaks, but this was expected since the measurements to 

investigate the growth of the peaks with illumination time showed that there was 

both a fast and a slow growing component. Several example fits to data taken on the 

undoped BGO sample are shown in Fig. 4.13. The parameters obtained from these 

fits are summarized in Tables II and III. 

Data for the growth of the TSC signal with illumination time for the undoped BGO 

sample was also fitted since in some of the data sets two peaks are clearly visible, 

although there is still substantial overlap. These data show an effect similar to the 

thermal cleaning performed in a Tm-Tstop experiment in that the relative size of the low 

temperature to the high temperature peak can be varied experimentally. Instead of 

using heating cycles to affect the trap occupancies, however, the illumination length 

controls trap populations. In these fits the activation energies and the width of 

the distributions should remain the same for each data set since the sample is not 

being preheated and therefore the low energy side of the distribution is not being 

preferentially emptied The main effect that should be observed in the fits to the 

data sets taken with longer illumination times is that both peaks should increase in 

size and the size of the low temperature component should increase relative to the 

high temperature component. Several of these fits are shown in Fig. 4.14 and the 

parameters obtained for this series of fits are given in Table IV. 
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Figure 4.12: Fits to Tm-Tstop data of Ga-doped BGO. The Tstop values are: (a) 104 
K, (b) 119 Kand (c) 137 K. 

77 



........ 
< 
C ..._, 
() 
en 
I-

........ 
< 
C 

12 

9 

6 

3 

9 

..._, 6 
() 
(/) 
I-

3 

4 

-=23 
C ..._, 

~ 2 
I-

(a) 

0 --~---~___.,~~---~--'-~----~--' 
120 130 140 150 1 60 170 

Temperature (K) 

Figure 4.13: Fits to Tm-Tstop data of undoped BGO. The Tstop values are: (a) 122 K, 
(b) 146 K and (c) 164 K. 

78 



6 

-< 4 C: ....... 
(.) 
en 

. I-

2 

0 
(b) . 

20 

- 15 < 
C ....... 
{) 
Cl) 10 
I-

5 

0 

30 
. (c) 

-< 20 C .....,, 
(.) 
Cl) 
I- .. 

10 

120 140 160 180 

Temperature (K) 

Figure 4.14: Fits to TSC data taken on undoped BGO with variable illumination 
lengths. The illumination lengths are: (a) 150 s, (b) 600 sand (c) 3600 s. 

79 



Isothermal Decay 

To gain additional support for our contention that the low temperat"!}re peaks arise 

from a trap that is distributed in activation energy, the decay of the TSC signal 

as a function of time was measured at a constant temperature. Hornyak and Chen 

[57] showed that the decay of phosphorescence from a trap with a distribution of 

energy levels obeys a 1/t time dependence for a sufficiently wide distribution. They 

found that the important parameter in the determination of the time dependence was 

y = kT / 6.E. For y ~ 2.5 the population of the trap decays nearly exponentially and 

for y :~ 0.13 the trap population decays with a 1/t dependence. For y between these 

two values the behavior is intermediate between exponential and 1/t. Monitoring the 

decay of the level at constant temperature then provides a rough measure as to the 

width of the energy distribution. We performed TSC decay measurements by cooling 

to 80 K and illuminating in the same way as for a TSC measurement. The sample 

was then heated and stabilized at a temperature corresponding to the large TSC 

peak and the decay of the conductivity was monitored for 1500 seconds. Fig. 4.15 

shows the results of TSG decay measurements performed on 2% Ga-doped BGO at 

temperatures of 120 K and 140 K. The straight line shows the expected behavior if 

a 1/t decay is occurring. The decay we observed shows neither a 1/t or exponential 

dependence. According to the work of Hornyak and Chen the minimum distribution 

width that will display a decay with a 1/t time dependence at 140 K is 6.E R: 0.09 eV 

and the maximum distribution width that will decay exponentially is 6.E R: 0.005 eV. 

The distribution widths obtained from the results of curve fitting all fall within this 

range, so the decay of the TSC signal should follow neither an exponential nor 1/t 

dependence, consistent with what was observed. 
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4.1.3 Calculation of Trap Concentrations 

Trap concentrations were calculated using a method developed by Bube [63]. Follow­

ing Bube the trap concentration, Nt, is given by 

(4.4) 

In this expression e is the electronic charge, V is the sample volume, Jrsc is the 

thermally stimulated current density, t is time and G* is a scaling factor that approx­

imates the gain. G* accounts for the number of electrons measured in the external 

circuit per incident photon. G* can be estimated by measuring the incident photon 

flux needed to produce a steady state current equal to the TSC maximum current at 

the temperature of the TSC maximum. G* is then given by G* = lmax/qF where 

lmax is the maximum TSC current and F is the incident photon flux with dimensions 

of number of photons/unit time. 

In our measurements we found, for example, that the TSC maximum current was 

rv 29 nA at a temperature of 143.4 K. The incident power needed to produce this 

steady state current at 143.4 K was 1.6 µlrV which corresponds to a photon flux of 

3.3 x 1012 photons/s. Using this photon flux and from knowledge of the electrode 

area of 2.7 mm2 the scaling factor G* was found to be 2.0 x 104 m-2• The procedure 

then was to numerically integrate the TSC data to find the value of the integral for 

each peak and then use equation (4.4) to determine the trap concentrations. The 

calculated trap concentrations are shown in Table V for undoped BGO. 

It was not possible to calculate trap concentrations for Ga-doped BGO because 

there were not enough electrons available at the donor level to saturate the traps, and 

thus the maximum TSC current could not be determined. Light of energy greater 

than the band gap could not be used because it was strongly absorbed at the surface 

and only the surface traps were filled. 
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4.2 Discussion of Results 

The parameters obtained from the fits to the high temperature peaks shown in 

Figs. 4.5 {a) and 4.5 {b) in both types of sample are shown in Table I. The first 

peak in the TSC spectrum for the undoped BGO sample is centered at fV 180 K and 

is most likely the remnant of one of the large low temperature peaks. It was pointed 

out earlier that the peaks at tv190 K, tv210 Kand tv230 Kare present in both sam­

ples. From the table it can be seen that the parameters for the 190 K peak (actually 

centered at 193 K and 194 Kin undoped BGO and Ga-doped BGO, respectively) 

show good agreement. between both fits.· The frequency factors are 6.1 x 109 s-1 

and 5.0 x 109 s-1 in undoped BGO and Ga-doped BGO, respectively, and the cor­

responding activation energies are 0.46 eV and 0.45 eV. The parameters obtained for 

the tv210 K peak show an order of magnitude variation in the frequency factor and 

0.04 eV variation in the activation energy. In the undoped sample a frequency factor 

and activation energy of 2.3 x 1011 s-1 and 0.56 eV was obtained while in the Ga­

doped sample the values are 2.0 x 1010 s-1 and 0.52 eV. The most variation between 

the two samples, however, is seen in the parameter values obtained for the 230 K 

peak. The fitting for undoped BGO gave s = 5.2 x 1010 s-1 and E = 0.59 e V and 

for Ga-doped·BGO s = 6.2 x 1012 s-1 and E = 0.68 eV. It is interesting to note that 

the best agreement is obtained for the peak at lower temperatures and the agreement 

gets progressively worse towards higher temperature. This may be a consequence of 

the smaller amount of low temperature overlap of the 190 K peak as compared to the 

210 K and 230 K peaks. The parameters obtained for the peak centered at 278 K and 

285 Kin undoped BGO and Ga-doped BGO, respectively, also show good agreement. 

Frequency factors of 5.4 x 1010 s-1 and 2.5 x 1010 s-1 and activation energies of 0.72 

e V and 0. 71 e V resulted for the undoped and Ga-doped samples. 

The fit shows some deviation from the data around 245 K, so it is thought that 
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one more peak may be present, but since the peak appears to be so small and all 

other portions of the data set are fit well it was left out of the analysis. The analysis 

of the 280 K peak in undoped BGO described earlier also indicated that there may 

be a small peak in this temperature range. In the fit to the data for the Ga-doped 

sample a small peak in this temperature range was included as it was found that a 

good fit was impossible without it. The only remaining high temperature peak is 

centered at 268 K in the data for the Ga-doped sample and this appears to have no 

counterpart in the undoped sample. Parameters for this peak are given in Table 1. 

From the results of fitting to the individual Tm-Tstop data the large low temperature 

peak in the Ga-doped sample is believed to originate from a single trapping level with 

activation energies distributed in a band of width rv0.085 eV centered around a value 

of 0.29 eV. The activation energies obtained vary from 0.29 eV for T8top = 104 K, 

110 Kand 119 K, to 0.27 eV for Tstop = 137 K. To compensate for the decrease in the 

activation energy as Tstop increases the frequency factor also decreases by about an 

order of magnitude. -.The distribution width gets narrower from a value of 0.088 eV 

for Tstop = 104 K, to 0.060 eV forTstop - 12.8 Kand Tstop = 137 K. 'The narrowing of 

the distribution as Tstop increases is consistent with expectations. As Tstop is increased 

the lower energy side of the distribution is thermally depopulated to a greater extent 

than the high energy side which effectively decreases the distribution width and skews· 

the population of the various energy levels towards the upper energy states. For this 

reason there should be an increase in the heights of the second and third segments 

relative to the first, as well as an increase in the height of the third segment relative 

to the second segment as T8top increases. The ratios of the amplitudes of the segments 

are given in Table IL The ratios are defined in a way such that all three ratios should 

increase as Tstop increases. This is shown to be the case. 

We were unable to obtain good fits to the data for Tstop values of 143 K and 
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higher due to the shoulder which begins to appear on the low temperature side of 

the peak. We believe that this shoulder, rather than being a separate peak, is a 

consequence of the density of states of the charge 'distribution. If the density of states 

has a minimum near the central energy, then for certain occupations of those states 

the TSC signal may exhibit a minimum or at least a concave upward region near the 

center of the peak. Thermally cleaning the peak may change the distribution shape as 

the electrons occupying the lower energy states of the distribution are more likely to 

be thermally excited from their traps and may even be retrapped into higher energy 

states of the distribution. These changes in distribution shape as Tstop is changed can 

lead to complex peak shapes such as those seen for values of Tstop > 143 K. 

The results of the fitting to the Tm-Ts~op data files for the undoped BGO sample are 

not as convincing as those for the Ga-doped BGO sample, since the presence of two 

peaks, instead of just one as for the Ga-doped sample, adds an extra complication. A 

problem with fitting two peaks to the dafa is that the measured TSC peak is so broad 

and featureless that the two peaks used in fitting rriay be able to take on a wide range 

of parameter values each ofwhich may result in a good fit. Fitting with one peak was 

tried, but good fits were obtained only for the data files in which Tstop > 140 K as 

seen in Fig. 4.13. For TSC data measured after thermally cleaning to a temperature 

below 140 K two peaks were needed to accurately fit the· data. Table III shows the 

parameters obtained in these fits. The relative amplitudes of each segment are shown 

by assigning the amplitude of the central segment the value 1. 

The parameters obtained in the fits to the variable illumination data show more 

consistency than the parameters obtained from fitting the T m-Tstop data. The low 

temperature component shows an order of magnitude of variation in the frequency 

factor, ranging from 1.5 x 107 to 5.5 x 108 s-1 , but the activation energy never varies 

more than 0.01 eV from a value of 0.25 eV. Also, the distribution width obtained in 
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each fit is 0.063 ± 0.03 eV. The high temperature component has a frequency factor 

ranging from 4.6 x 107 to 9.9 x 107 s-1 and an activation energy of 0.29 ± 0.01 eV. 

· The width of the energy distribution shows more variation than was seen in the low 

temperature component, but is centered around a value of 0.06 eV. 

4.3 Summary 

The TSC signal in both undoped BGO 1µ1d 2% Ga-doped BGO reveals a complex 

distribution of trapping centers. The analysis of the TSC signal shows that all peaks 

are first-order and that the low temperature peaks in U:ndoped BGO and 2% Ga-doped 

BGO arise from trapping states that are characterized by a distribution of activation 

energies rather than single valued activation energies. The low temperature peak in 

undoped BGO is a composite consisting of two components centered at ""'0.24 e V 

and ""'0.29 eV with distribution widths of "-'0'.065 eV. In 2% Ga-doped BGO the low 

temperature peak arises from a single trapping center at ""'0.29 eV with a distribution 

width of rv0.085 eV. The TSC decay data support the contention that the centers 

responsible for the low temperature peaks have distribution widths tl..E < 0.09 eV. 

Trapping parameters ( activation energies, frequency factors and concentrations) for 

peaks present at higher tempe:i:ature have been determined as well. 
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Chapter 5 

Time-of-Flight Measurements 

5.1 Introduction 

The mobility is an important parameter of a photorefractive material since it deter­

mines the maximum speed at which a device made from the material can operate. 

Several measurements of mobility have been made in the sillenites [24,64,65], but 

the resulting values are spread over approximately 6 orders of magnitude. Values 

have been found from rv 5 x 10-6 to "' 3 cm2 /V cm. This wide spread is probably 

due in part to impurity variations in crystals which were grown in different laborato­

ries, but differing measuring techniques also play a role. Also, some researchers have 

found that the mobility can vary by 3 or 4 orders of magnitude in the same sample 

depending on the degree of filling of the traps [66]. 

The temperature dependence of the mobility can give important information about 

the defect states and the nature of charge transport in the material. Since a mobility 

measurement occurs over the same time scale as writing a grating both processes 

will be affected by the same trap species, so mobility measurements give pertinent 

information about those traps which most affect a great many photorefractive appli­

cations. 

To measure mobility we performed time-of-flight (TOF) measurements on un­

doped and 0.3% Fe-doped BGO and undoped BSO grown by the Czochralski tech-

87 



mque. This method has been used with success by other researchers to measure 

mobilities in amorphous materials [67-73], semiconductors [74,75] and insulators such 

as BGO and BSO [64]. We made our measurements between 200 Kand 300 K. At 

temperatures below rv 200 K the signal became too weak to measure. 

5.2 Theory 

5.2.1 Background 

A time-of-flight measurement is performed as follows. A thin sheet of free electrons 

and holes is generated near the top surface of the sample by a short, strongly absorbed 

pulse of light, typically from a pulsed laser or a flashlamp. By applying a voltage to the 

sample either electrons or holes are driven into the bulk of the material depending on 

the polarity of the appliedvoltage. As the carriers drift through the sample some may 

recombine while others maybe trapped ... Those carriers that are trapped in shallow 

levels can be thermally emitted back into the delocalized band and continue their 

drift through the sample. When the carriers reach the far electrode they recombine 

with carriers of the opposite sign at the contact. The charge induced in the external 

circuit by the movement of charge in the sample is given by Ramo's theorem [76], 

~Q = q~d 
L 

(5.1) 

where ~Q is the charge induced in the external circuit, q is the charge moving through 

the sample, ~d is the distance the charge q moves and L is the sample thickness. 

The validity of this expression has been established experimentally in a number of 

materials. In the absence of any spreading mechanisms an infinitesimally thin sheet 

of carriers injected into the sample at t = 0 will produce a current transient like that 
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shown in Fig. 5.1. The mobility can be calculated using 

L2 
µ=-

V°tT 

where V is the applied voltage and tr is the transit time. 

(5.2) 

This idealized transient is not seen in practice for a number of reasons including the 

finite RC response time of the circuit, the finite length of the light pulse, variations in 

the electric field due to non-uniform space charge and due to the presence of the carrier 

packet itself, variations of the mobility with position in the crystal, variations in the 

defect structure and density in the crystal, trapping in the bulk, and recombination 

immediately after the laser pulse when there is a high concentration of free electrons 

and holes located in the same region of the sample near the surface. In order to get 

good results we must have RC « tr and the length of the light pulse must also be 

much shorter than the transit time. Also a large number of carriers must remain free 

of deep traps. It is often possible to vary the· experimental parameters, so that these 

conditions are met. For example, the applied bias and sample thickness can be chosen 

to make the transit time short enough· that not all the carriers are trapped in deep 

traps during the measurement. This also helps to limit the amount of recombination 

which can occur immediately after the pulse. The effect of recombination is to cause 

an immediate decay in the current after the initial rise. Trapping also causes a decay 

in the signal for t < tr, but, in addition, it can cau$e the transient to exhibit a tail for 

t > tr if the traps are shallow enough to be thermally unstable on the time scale of 

the measurement. Variations in the field due to the presence of the drifting carriers 

can be minimized by using a laser pulse of low intensity. 

We are interested in both the microscopic and drift mobilities. The microscopic 

mobility, µ0 , is the intrinsic mobility of the free carriers. In the case that trapping does 

take place, the carriers' mobility is still equal to the microscopic mobility between 

trapping events. The mobility we measure in a TOF experiment, however, is the drift 
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mobility which is the net mobility modified by trapping. 

One method to account for the effect of trapping on the mobility was suggested by 

Bube [77]. Define a drift mobility, µd, such that the conductivity actually observed 

(caused by the total excited carrier concentration ne+nt where ne is the concentration 

of carriers in the conduction band and nt is the trapped carrier concentration) is equal 

to the conductivity which would be observed if we had only ne free carriers traveling 

through the sample with the mobility µ0• Namely, 

(5.3) 

Solving for µd gives 

(5.4) 

If the injected carrier concentration is small enough that the concentrations are not 

displaced much from their thermal equilibrium values then the trapped and free carrier 

concentrations must obey 

nt Nt (Et) 
ne = Ne exp kbT (5.5) 

where Nt is the trap concentration, Ne is the effective density of states in the con-

duction band, Et is the activation energy of the trap, kb is Boltzmann's constant and 

T is temperature. Substituting this expression into Eq. (5.4) gives 

(5.6) 

Eq. (5.6) shows that at high temperature where detrapping is very fast and nt ~ 0, 

µd ~ µ0 as expected. At low temperature the second term in the denominator 

dominates and we get 

(5.7) 
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5.2.2 Transient shape 

The shape of the transient depends on the nature of the carrier transport. Two 

types of transport are possible: 1) drift of carriers through one of the delocalized 

bands, possibly interacting with traps, and 2) hopping transport where carriers move 

through the sample by hopping from site to site. Hopping transport has been seen in 

amorphous materials such as a-As2Se3 (67) and a-Si (68]. These two mechanisms result 

in differently shaped transients and different behavior of the carriers as a function of 

applied voltage and sample thickness. 

· According to Scher and Montroll (67] carrier transport in amorphous materials 

is characterized by the "universality" of the current transients when normalized to 

the transit time. It was found that the shape of the current transients in many 

amorphous materials is independent of applied voltage and sample thickness. This 

"universality" of the current pulses led Scher and Montroll to conclude that an unusual 

statistical process was taking place. They assumed that the solid consists of a lattice 

of identical cells and that each cell contains a number of r~domly distributed sites 

which carriers can occupy. A carrier :moves by hopping from site to site in a cell, 

eventually leaving one cell and entering an adjacent cell. The sites are assumed to 

have a broad distribution of hopping times from times much shorter than the transit 

time to times at least comparable to the transit time. They find that the distribution 

of release times for the different sites results in an increasing number of the carriers 

being delayed by a long hop as the packet travels through the sample, so that only a 

minority of the carriers reach the far contact without experiencing a long hop. This 

causes the packet of carriers to spread to a width comparable to the sample thickness, 

so that the majority of carriers are still near the front surface when the fastest carriers 

reach the far electrode. Scher and Montroll account for the disorder of the material 

through a disorder parameter, a. They found that for t < tT the transient decays 
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according to r(l-a) and for t > tT the decay follows r(l+a). On a log-log plot the 

two regions are readily visible. The transit time is obtained by the intersection of 

these two slopes. A prediction made by the model is that the mobility is a decreasing 

function of time. This is due to the accumulation of carriers at sites with long hopping 

times as the packet travels through the sample. Since the mobility is a decreasing 

function of time the transit time does not depend linearly on sample thickness or 

inverse applied voltage. The pulses exhibit the feature of "universality" because the 

ratio of the packet width, a, to the mean carrier position is independent of time. 

As explained by Scher and Mon.troll, if the carriers drift through a delocalized 

band interacting with a trapping level characterized by a single release time the 

carrier packet becomes Gaussian after the carriers have undergone a sufficient number 

of trapping and detrapping events. This prediction follows from the central limit 

theorem of probability. In contrast to the transport in amorphous materials where 

the velocity of the center of the packet is a decreasing function of time the center of 

a Gaussian packet moves at a constant velocity since no carriers are held up in traps 

with a long release time. In this case the transit time is inversely proportional to the 

applied voltage. Also, these transients do not exhibit the feature of universality since 

the ratio of the packet width to the position of the packet center decreases with time 

as t-1;2. 

A computational method for analyzing TOF transients was presented by Scott 

et al. [78]. Using this method both the average drift mobility and the width of the 

carrier packet can be extracted from the current transient. Scott defined s(t) to be the 

current where tis the time since the laser pulse. Let s0 (t) be the current which would 

be observed in an infinitely thick sample. The functional form of s0 (t) must account 

for recombination immediately after the laser pulse, trapping, detrapping and other 

dispersive processes. To account for the sample surface (i.e. the rear surface) we need 
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to subtract from s0 a term which describes the probability of a carrier arriving at the 

far electrode at any given time, namely, 

s(t) = so(t) [1- lot Pt(t')dt']. (5.8) 

Pt(t) is the distribution of arrival times and is related to the distribution of effective 

velocities, Pv, by 
t2 

Pv(L/t) = L Pt(t). (5.9) 

This can be shown by equating the probability that a carrier arrives at the far contact 

in a time between t and t + dt to the probability that a carrier travels with a velocity 

between v and v + dv where v = L/t. 

After determining Pv the average drift mobility, µd, can be calculated using 

(5.10) 

where E is the applied field. The task, now, is to find forms for s0 (t) and Pt(t) 

which account for the physical processes and thereby describe the data. Scott et al. 

chose the Scher and Montroll [67] form for s0 (t) for the analysis of current transients 

measured in amorphous materials. 

s0 (t) = Ar(i-a) 0 <a< 1 (5.11) 

We found that this function did not fit our data well, however. For reasons that will 

be explained later we chose a stretched exponential function instead. 

For Pv(L/t) Scott et al. chose a Gaussian distribution. By differentiating their 

data they were able to find that the actual distribution of velocities was indeed Gaus-

sian. A Gaussian distribution can arise if the carriers undergo multiple trapping and 

detrapping events during their transit through the sample. Using these expressions 

good fits were obtained to current transients measured in several materials [78]. 
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The temperature dependence of the width of the Gaussian velocity distribu-

tion can be estimated in the following way. The transit time for an electron is 

tr = L2 / µ0 V + :Ei ti where µ0 is the microscopic mobility, V is the applied volt­

age and ti is the time spent trapped during the ith trapping event. The first term 

accounts for the time spent in the conduction band from the time of generation near 

the illuminated electrode until it reaches the back contact and the second term ac-

counts for the time spent in traps. Another way to write the second term is ntav 

where n is the number of times the carrier is trapped and tav is the average time the 

carrier spends in each trap. n and tav will vary among the different carriers in the 

packet. It will be shown later that the microscopic mobility is much greater than 

the drift mobility in our samples, so most of the time the electrons spend in transit 

must be spent in traps. Since the majority of the transit time is spent trapped we 

believe that the dispersion of the carrier packet as it drifts through the sample is due 

primarily to the variation in the number of trapping events and in the trap release 

times for the different carriers. Of these two the trap release times should have the 

stronger temperature dependence. The average number of trapping events depends 

on parameters such as the. capture cross-section of the traps and the number of traps 

present, but the concentration of traps is independent of temperature and the cap-

ture cross-section can be expected to have a weaker temperature dependence than 

the exponential dependence of the detrapping time, so the temperature dependence 

of the width of the velocity distribution should be primarily due to the detrapping of 

carriers. The distribution of trap release times is 

1 (-t) Pr=-exp -
7 7 

(5.12) 

where Pr is the probability per unit time of a carrier being detrapped and 7 = 

s-1 exp(Et/kbT). The dispersion in the detrapping times can be estimated by calcu-
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lating the standard deviation, a. For the distribution given by Eq. (5.12) 

a = T = s-1 exp (k~~) . (5.13) 

Therefore, we should expect an approximately exponential dependence of the width 

of the velocity distribution on temperature. 

5.3 Experimental Details 

Our measurements were performed on BGO and BSO crystals grown by the Czochral­

ski method in the Oklahoma State University Crystal Growth Lab. Measurements 

were performed on both undoped crystals and crystals doped with iron. Electrical 

contact was made by evaporating gold or aluminum electrodes onto the surface of 

the samples. The back electrode was thick, but the front electrode was made semi­

transparent, so that the laser could excite the sample through the electrode. By 

measuring the absorption spectrum of the thin electrode with a Cary 5 spectropho­

tometer we determined that the thin electrode has a transmission of approximately 

50% at the wavelengths of interest. The samples were mounted in an Oxford Instru­

ments CF1204 dynamic fl.ow cryostat. 

The experimental setup is shown in Fig. 5.2. The current transients were recorded 

by measuring the voltage across a resistor (typically rv 50 kn) placed in series with the 

sample and using the 1 Mn input on a LeCroy Model 9400A oscilloscope. An Oxford 

Instruments ITC4 temperature controller was used to control the temperature. The 

light pulses were provided by a Molectron Model UV14 nitrogen laser which generates 

10 ns pulses at 337 nm. Light of this wavelength is energetic enough to cause band-to­

band transitions in BGO and BSO and therefore is strongly absorbed near the surface 

of the sample. All data shown in this paper have been obtained with Al electrodes. 

The experiments were performed by first cooling the sample to a temperature 

95 



-C 
G) ... ... 
:, 
(.) 

time 

Figure 5.1: Ideal TOF transient obtained in the absence of trapping and recombina­
tion. 

Nitrogen laser 

Pulse 

generator 

4 Oscilloscope 
Relay -

Trigger 

lens 

Xenon 
lamp 

1 
filter lens 

HV 

----=~ to front 

electrode 

to rear 

electrode 

mirror 

_.,_ __ window 
_-,.,,..__, 

sample 

cryostat 

Temperature 
Controller 

Figure 5.2: Experimental setup for time-of-flight experiments. 
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between 200 K and 300 K. The high voltage was applied to the sample and then 

the laser was pulsed, and the resulting current transient recorded on the oscilloscope. 

Immediately after the measurement the high voltage was removed from the sample. 

Before the next measurement the same high voltage, but with opposite polarity, was 

applied to the sample for about 1 s to help reduce the accumulation of space charge. In 

most of the measurements the laser beam was attenuated with a neutral density filter 

to an energy of,...., 0.2 µJ per pulse, also to help reduce space charge accumulation. 

Measurements were performed both with the sample in the dark, and with the sample 

illuminated with a constant background illumination. The background light was 

provided by a 1000 W Xenon lamp with the output filtered by interference filters 

or passed through a monochromator to. limit the incident light to the blue part of 

the spectrum. According to Ennouri et al. [64) background illumination reduces the 

accumulation of space-charge in the bulk of the sample. We found, however, that 

background illumination was unnecessary. The measurements performed in the dark 

gave very reproducible results while data measured with background illumination were 

more erratic and less reproducible. Measurements were taken at each temperature 

with applied voltages from -100 V to -1000 V, so that electrons were driven through 

the sample. Some measurements were also taken with positive biases, but the resulting 

current transients were much weaker and were featureless. Thus, it was not possible 

to measure transit times for holes. 

5,.4 Results 

5.4.1 General description of the transients 

Typical transients obtained in undoped BGO are shown in Fig. 5.3. These transients 

were recorded at the temperatures indicated using an applied field of rv 7300 V /cm 
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and no background illumination. The transit times of the fastest carriers are indicated 

by the arrows in the figure. At the time of the laser pulse there is a sudden rise in 

the current followed by a fast decay which becomes more gradual as time goes on 

for t < tT. The rise time is independent of temperature, but does vary with the 

applied field; as the field is increased the rise time increases. The initial fast decay 

is believed to be due to recombination of free electrons and holes which are both 

present in high conc;entration near the surface of .the sample immediately after the 

laser pulse, although trapping of carriers into defect states associated with the surface 

may also play a part. The interpretation of recombination of carriers is supported by 

our data which show a greater initial decay at lower applied fields ( as will be shown 

later). This is consistent since in these circumstances the free electrons and holes 

spend more time near each other for lower applied fields. Once the holes are swept to 

the front contact and the electrons have been pushed into the bulk the recombination 

rate approaches zero and the rest of the decay becomes dominated by trapping. From 

the results of TSC measurements which were presented in Chapter 5 it is known that 

there are many traps present in these samples, distributed over a range of energies. 

We take the time of the break in the current (indicated by the arrows in Fig. 5.3) to 

be the transit time of the fastest carriers. If the transients are really due to a packet 

of electrons traveling through the sample and recombining at the back electrode the 

average transit time should depend linearly on 1/V, as required by Eq. (5.2). This 

dependence is shown on a log-log plot in Fig. 5.4. The straight lines have slope -1 and 

it can be seen that the data follow these lines fairly well. This result shows that the 

statistical process described by Scher and Montroll (67], which results in the average 

carrier velocity being a decreasing function of time, is not occurring here. 

Additional support that we are actually measuring the drift of electrons through 

the bulk of the sample comes from the thickness dependence of the mobility. We 

99 



performed measurements on 0.3% Fe-doped BGO at the three thicknesses, 1.1, 0.4 

and 0.25 mm. The values we obtained at 290 K were 0.011 cm2 /Vs for the 1.1 and 

0.25 mm thicknesses and 0.010 cm2 /Vs at the 0.4 mm thickness showing that the 

drift mobility is independent of sample thickness. 

The tail of the transient which is present for t > tT is due to the finite width 

of the carrier packet when it reaches the back electrode. Fig. 5.5 shows how the 

transients vary with applied field at 270 K in the 0.3% Fe-doped BGO sample. These 

transients were measured with no background illumination and a laser pulse energy of 

,...., 0.2 µJ. A kink is visible for the higher applied fields, but is much less well defined 

at lower fields. The pronounced cusp which is present in Fig. 5.5(a) is often seen for 

the higher applied fields. This effect has been seen by other authors as well (67,68]. 

For the lower applied fields the current reaches an essentially constant value for times 

shorter than the transit time, as defined by the "break". This is an indication that 

either no trapping is taking place or that the rate of trapping is equal to the rate of 

detrapping. If trapping was still dominating the signal should still be decreasing. 

Fig. 5.3 shows how the transients vary with temperature. Near room temperature 

the transit time is very short and the kink is nearly hidden in undoped BGO. As the 

temperature decreases the transients become weaker and the transit times become 

longer. Since the transients become weaker at lower temperatures we were unable to 

obtain good results below about 200 K in undoped BGO and below about 230 K in 

both Fe-doped BGO and undoped BSO. 

5.4.2 Analysis of transient shape 

We fit the current transients using Eq. (5.8). For s0 (t) we initially tried an exponential 

function, but we were unable to obtain a good fit to the initial part of the pulse. 
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Instead, we chose a stretched exponential function, 

s0 (t) = A exp(-t/r)f3 + c, (5.14) 

where O ~ f3 < 1 and c is a constant. The stretched exponential can be used to 

approximate a sum of exponential processes. Here it accounts for the recombination 

of free electrons and holes immediately after the laser pulse as well as the interaction 

of the electrons in the carrier packet with one or more trapping states during the 

propagation of the carrier packet through the sample. The constant c is needed 

because the current sometimes approaches a steady-state value for times shorter than 

the transit time as shown in Fig. 5.5. For the distribution of effective velocities we 

followed Scott et al. [78] and chose a Gaussian distribution, 

_ 1 [-(v-v0) 2 ] 
Pv - r,c exp 2 2 . 

O"vV 27r O"v 
(5.15) 

In Eq. (5.15) O"v is the standard deviation of the carrier velocities and v0 is the 

mean carrier velocity. The distribution of arrival times can be found using Eq. (5.9). 

Substituting the resulting arrival time distribution and Eq. (5.14) into Eq. (5.8) gives 

the fitting expression, 

s(t) = [A exp (-(t/r)f3) + c] [1 r 1 exp (-(l/t~~; l/to)2
) dt'] (5.16) - lo 0"1t12./2n 

which we use to fit the current transients. The fitting parameters are A, r, /3, c, 

O"J and t0 • T and f3 account for the processes of recombination and trapping. The 

constant c accounts for the concentration of carriers occupying the conduction band 

during the transit of the carrier packet. O"J is the standard deviation of the inverse 

arrival times and is related to the width of the velocity distribution by O"J = O"v/ L. 

O"J reflects the spread of the carrier packet caused by dispersive processes such as 

trapping and detrapping. Lastly, t0 = L/v is the mean transit time of the carriers. 

We fit data measured in undoped and 0.3% Fe-doped BGO and undoped BSO us-

ing this expression. The fitting algorithm used was the Levenberg-Marquardt method 
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[79]. Some typical fits to the TOF transients measured at 250 Kin the undoped BGO 

sample are shown in Fig. 5.6 and illustrative fits to data from the 0.3% Fe-doped sam­

ple are shown in Fig. 5.7. The applied field used during each experiment is given in 

the caption. The fitting expression fits well over the entire time range of the transient 

for all samples except in some cases over the very early portion of the transient. The 

arrows in the figures indicate the mean transit time, t0 . In all cases the mean transit 

time is well past the kink which is interpreted as the transit time of the fastest carri­

ers. We believe that defining the transit time as the average time of transit for all the 

carriers is a better definition than defining the transit time from the small number 

which travel fastest. 

We note that if the data did not show a shoulder when the fastest carriers reached 

the far electrode there was a range of parameters which gave good fits. The parameters 

t0 and CJ1 were able to vary by up to a factor of,...., 2 while still providing a close fit 

to the data. This, of course, affects the value obtained for the average drift mobility 

as well. When a kink is visible, however, t0 and CJ1 take on well determined values. 

Fortunately this is the case for most of our data measured with applied fields of 

greater than 2000 V / cm. 

It was found, also, that the parameters A, T and /3 could assume two distinct 

sets of values for any fit. For one of the combinations A was larger and T and /3 

were smaller than in the other combination. The variations were roughly an order 

of magnitude for A and T and about a factor of 1.5 to 2 for /3. This problem may 

be due to the stretched exponential being a poor approximation to the processes of 

recombination, trapping and detrapping during the early part of the current transient. 

For this reason interpretation of values obtained for A, T and /3 is difficult. There is 

almost certainly a much more complicated functional dependence, but the stretched 

exponential provides a reasonable approximation which can be used for curve fitting. 
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Despite these problems we believe that fitting the transients using Eq. (5.16) is 

useful since it allows us to determine the value of the average mobility and to get an 

estimate of the width of the carrier packet from any current transient which shows 

a break in the current when the fastest carriers reach the far contact. As mentioned 

above this condition is met by nearly all of the current transients measured with 

applied fields of at least 2000 V / cm in our samples. For determination of the average 

mobility and packet width an accurate fit to the tail .of the current transient is all that 

is required. The parameters t0 and a1 are independent of the initial current decay. 

Fig. 5.8 shows the velocity distribution calculated from the parameters obtained 

from the fits shown in Fig. 5.6. The cutoff on the low velocity side of the distributions 

indicate the carriers that traveled with average velocities so low that they didn't reach 

the far electrode during the measurement. As expected the center of the distribution 

moves to higher velocities as the applied field is increased. It can be seen, also, that 

the packet width is larger for higher applied fields rather than shifting uniformly to 

higher velocities, i.e. the slow carriers are relatively unaffected by the applied field. We 

believe this happens because the carriers on the low velocity side of the distribution 

spend a larger fraction of their transit time localized in one or more traps. Since 

the time spent accelerated by the applied field is small compared to the time spent 

in traps these carriers won't have a substantially higher effective velocity for higher 

applied fields. 

The temperature dependence of the width of the velocity distribution, av, is shown 

in Fig. 5.9(a) for the results of fitting to the undoped BGO sample for applied fields of 

7270 and 3640 V/cm. Fig. 5.9(b) shows the results for 0.3% Fe-doped BGO. We have 

similar data for applied fields of 5450 and 1820 V / cm, but they are not shown for the 

sake of clarity. The data for the 3640 V / cm applied field show some deviation on both 

the low and high temperature sides, but 6 of the points do form a straight line. From 
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the slope of the lines we obtain activation energies of 0.36, 0.34, 0.34 and 0.31 eV for 

applied fields of 7270, 5450, 3640 and 1820 V/cm, respectively for undoped BGO. For 

the Fe-doped BGO sample the activation energies for the same applied fields were 

0.35, 0.32, 0.33 and 0.37 eV, respectively. The results for undoped BSO showed less 

consistency than for the BGO samples. This may have been a consequence of the 

shoulder at the initial current break being less well defined in BSO. 

5.4.3 Determination of Mobility 

The drift mobility can be calculated using Eq. (5.10) once the values of the fitting 

parameters have been determined or, since we assumed a Gaussian distribution of ve­

locities, the drift mobility can be. calculated more directly by substituting the mean 

transit time, t0 , into Eq. (5.2). Voltage independent mobilities were found at all tem­

peratures and in all samples and are listed in Table 5.1. The temperature dependence 

of the mobility in all three types of sample is shown in Fig. 5.10. The temperature 

dependence is nearly exponential in all cases. This dependence is too strong to be 

caused by the temperature dependence of a scattering process, so we assume it is 

due to trapping. Using Eq. (5.6) we can determine the activation energy of the trap 

from which carriers are being excited during the measurement. Using linear regres­

sion we find Et= 0.31 eV for undoped BGO, Et= 0.34 eV for Fe-doped BGO and 

Et = 0.31 e V for the undoped BSO sample. 

A close inspection of Fig. 5.10 shows that the data are not perfectly straight, 

but have a slight curvature. We believe that the curvature is due to the active 

trap being distributed in activation energy rather than having a discrete activation 

energy. In addition there may be more than one trap species trapping and detrapping 

carriers during the measurement. From the results of TSC measurements performed 

on undoped BGO we know that there are many traps present, with a major trap being 
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distributed in activation energy centered at rv 0.29 e V with a distribution width of 

rv 0.06 eV (80]. 

We can obtain an estimate for the microscopic mobility, µ0 , by using Eq. (5.7). In 

Chapter 4 a concentration of 3x1017 cm-3 was found for the main trap in undoped 

BGO. Assuming me/m rv 14 [81] where me is the electron effective mass and mis the 

electron mass we obtain a value of µ0 = 5.9 cm2 /Vs for undoped BGO. We didn't 

measure trap concentrations in Fe-doped BGO or undoped BSO, but if we assume the 

same value for the concentration of the main trap in these samples as that measured 

in undoped BGO we obtain values of 2.3 and 1.4 cm2/Vs for 0.3% Fe-doped BGO 

and undoped BSO, respectively. 

5.5 Discussion of Results 

The present data support the concept of a trap limited drift of electrons through 

the conduction band under the action of the applied field. Using curve fitting we 

have determined the average mobility of the carriers and the width of the carrier 

packets. The average drift mobilities we obtained by fitting are independent of applied 

field, but are exponentially dependent on temperature. The independence of the 

drift mobility on applied field, and the quality of the fits to the tails of the current 

transients, are consistent with the drift of a Gaussian packet of carriers through the 

sample. The Gaussian distribution of carriers probably arises from multiple trapping 

and detrapping of the carriers in the carrier packet as it travels through the sample. 

In contrast to the experiments performed by Ennouri et al. [64] we were able 

to obtain reproducible current transients in BGO and BSO using no background 

illumination. In fact, in our case additional blue or red illumination proved to be 

detrimental. When the samples were illuminated with blue or red light during the 

laser pulse the current transients were very erratic and irreproducible. This was 
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also true if the measurements were performed with the samples in the dark after 

illuminating them with blue light. Ennouri, however, found that the samples had 

to absorb a certain minimum number of photons before each measurement to reduce 

the accumulation of space-charge from the previous laser pulse. The differences may 

have been caused by differences in the intensity of the laser pulses and the background 

illumination. Our laser pulses were attenuated to an energy of 0.2 µJ which for the 

wavelength of 337 nm corresponds to only 3 x 1011 ·photons per pulse. Ennouri et 

al. used pulses with an en~rgy of 2.5 mJ which is 4 orders of magnitude stronger. 

This high pulse energy may have generated enough carriers to cause the undesirable 

space-charge effects. 

An interesting result shown by the curve fitting is seen by examining Fig. 5.8. 

This figure shows that some of the carriers have zero or negative average velocities. 

Scott et al. also found that some of the carriers had negative average velocities [78]. 

This is physically reasonable since it can be expected that some of the carriers will 

recombine or be trapped at very deep traps from which the probability of thermal 

emission is negligible. In addition, there may .be high space-charge fields near the 

illuminated electrode right after the laser pulse which cause some of the carriers to 

travel in the opposite direction. 

The nearly e:,q>onential dependence .of the mobility and velocity distribution width 

on temperature can be explained by assuming that the electrons are trapped during 

their transit through the sample and are eventually released so that they can continue 

towards the back electrode where they recombine. The activation energies obtained 

from these temperature dependencies are consistent with activation energies obtained 

from the analysis of TSC data on these samples [80]. In undoped BGO there is a 

TSC peak at "' 145 K which, according to the analysis of Bloom and McKeever [80], 

is distributed in activation energy with a central value of Et= 0.29 eV and a distri-
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bution width of D.E ~ 0.06 eV. The upper limit of the distribution, then, extends 

to rv 0.32 eV, so our result of Et= 0.31 eV from the temperature dependence of the 

drift mobility corresponds to the upper part of this distribution. The temperature 

dependence of the width of the velocity distribution gave slightly higher values, how­

ever. For the 0.3% Fe-doped BGO sample our TSC results show that this trap has an 

activation energy of Et= 0.32 eV with a width D.E ~ 0.04 eV. From the temperature 

dependence of the mobility we extracted an activation energy of Et= 0.34 eV which, 

again, is in the upper part of the distribution determined from our TSC analysis. The 

values of Et obtained from the temperature dependence of the velocity distributions 

agree well with those from the mobility and TSC measurements. 

The reason that the drift mobility is approximately an order of magnitude less in 

0.3% Fe-doped BGO than in undoped BGO may be that the active trap is slightly 

deeper in the Fe-doped material resulting in slower detrapping of the trapped carriers. 

We don't have fitting results to TSC data measured in undoped BSO, but our result 

here of Et = 0.31 eV seems reasonable given the similarity of BGO and BSO. The 

temperature.dependence of the width of the velocity distribution is consistent with 

that predicted by Eq. (5.13) for both the undoped and 0.3% Fe-doped BGO samples, 

but the results for the undoped BSO sample were not as good. In undoped BSO av 

has a strong temperature dependence, but there is a lot of scatter to the values, and 

we have not made Arrhenius plots for these data .. 

The curvature shown by the data in Fig. 5.10 may be due to the active trap being 

distributed in activation energy rather than having a single valued activation energy. 

The curvature may also be due to carriers being trapped into multiple trapping states 

during their transit. 
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5.6 Summary and Conclusions 

We performed time-of-flight measurements on undoped and Fe-doped BGO and un­

doped BSO between the temperatures of rv 210 K and 300 K. By fitting our data we 

were able to extract values for the average drift mobility of the carriers and show that 

the shape of the current transients is consistent with the propagation of a Gaussian 

distribution of electrons through the sample. We found an exponential dependence of 

the drift mobility and carrier packet width on temperature in all samples indicating 

that the drift mobility is trap limited. The drift mobility in undoped BGO varied 

from 6.lx 10-4 cm2 /Vs at 210 K to 0.11 cm2 /Vs at 300 K. In Fe-doped BGO and 

undoped BSO the mobilities were about an order of magnitude smaller at all temper­

atures. An activation energy of E = 0.31 eV in undoped BGO determined from the 

temperature dependence of the mobility agrees well with values of activation energy 

determined from the analysis of TSC measurements on undoped BGO. We believe 

that the trap controlling carrier drift during a TOF experiment (and probably during 

grating writing as well) is responsible for a TSC peak centered at rv 150 K and is 

distributed in activation energy with a central value of E = 0.29 e V and a width of 

0.06 eV, agreeing well with the value obtained from the temperature dependence of 

the drift mobility. 
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Table 5.1: Drift mobilities in cm2/Vs obtained for undoped BGO, 0.3% Fe-doped 
BGO and undoped BSO. 

Temperature (K) undoped BGO 0.3% Fe-doped BGO undoped BSO 

.210 0.00061 - -

220 0~0013 - -

230 0.0031 - 0.00059 

240 0.0055 0.00062 0.0013 

250 0.011 0.0014 0.0021 

260 0.021 0.0021 0.0044 

270 0.034 0.0040 0.0074 

280 0.055 0.0064 0.011 

290 0.075 0.010 0.014 

300 0.11 0.019 -
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Chapter 6 

Photorefractive Measurements 

6.1 Introduction 

The photorefractive effect in the sillenites is of particular interest because it is the 

mechanism through which information is stored in these materials. As mentioned 

in the introduction there are a number of requirements which must be met by a 

material in order to be useful in photorefractive applications, although some of the 

requirements depend on the particular application itself. If no traps were present 

the storage time of information written in the material would be very short. With 

trapping, storage times increase to the trap lifetime. Also, the concentration of traps 

is important because this determines the maximum space-charge field and therefore 

the maximum modulation in the refractive index. In addition, shallow traps may 

affect the speed of response of a device since carriers may be temporarily trapped 

by shallow states before settling in a deep trap. Lastly, the cross-section of photon 

capture of trapped carriers plays a role in both information erasure and reading since 

light can excite the carriers out of the traps therefore causing the loss of information. 

We performed photorefractive measurements on undoped and Ga-doped BGO 

between the temperatures of 20 K and room temperature. We studied the thermal 

stability of gratings written at low temperature and the effect of temperature on 

grating writing. Our purpose was to relate the thermal stability of the photorefractive 
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Figure 6.1: Experimental setup used for photorefractive measurements. 

effect to specific traps. 

6.2 Experimental Details. 

The experimental setup is shown in Fig. 6.1. A Helium-Cadmium laser at 442 nm 

was used to write gratings by splitting the beam and crossing the resulting two beams 

inside the sample. A Helium-Neon laser attenuated to 0.5 mW was used as the read 

laser. The samples were mounted in a Helium gas refrigerator and the diffracted signal 

was measured using a PMT. The fast response (grating write cycle) was measured on 

an oscilloscope while the slower response (grating decay) was measured on a digital 

multimeter. The oscilloscope was triggered by a photodiode placed in the path of one 

of the write beams. The data were downloaded to a PC and saved to the hard drive. 

The experiments were performed by cooling the sample to the temperature of 

interest and then exposing the sample to the read beam (HeNe laser). The write 

shutter was then opened and a grating was written. The grating write time was 
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varied, from very short times to times long enough for the signal to saturate. After 

writing the grating, the write beam shutter was closed and the dark decay of the 

signal was monitored using the read beam. An oscilloscope was used to record the 

grating write period and the initial part of the decay and a digital multimeter was 

used to record the decay of the grating over a long time period. This measurement 

was performed over the temperature range from rv20 K to room temperature to study 

the efficiency of grating writing as a function of temperature. 

The thermal stability of the gratings was also studied. In this measurement the 

sample was cooled to rv20 K and a grating was written using a write time that gave 

the maximum diffracted signal. Next the sample was allowed to warm up slowly 

(at a rate of rv2 K/min) and the diffracted signal was recorded every 2 K. In this 

measurement the sample was kept in the dark except for a 0.5 s interval when the 

read beam shutter was opened to take a measurement. This helped avoid erasure of 

the grating by the read laser. 

6.3 Results 

A typical write period is shown in Fig. 6.2. In this measurement the read beam is 

on continuously and the write beam shutter is opened at time t = 0 and turned off 

at t = 5 s. This measurement was performed at 100 K on an undoped BGO sample 

using a grating spacing of 2.1 µm. The data show that the diffracted signal increases 

steadily from O until it saturates at about 2.5 s. At higher temperatures the signal 

reaches its maximum value in a much shorter time of about 100 ms. 

The write and decay periods of a grating written in undoped BGO are shown in 

Fig. 6.3 for temperatures of 125, 200 and 297 K. The write times were 0.5 s at 297 K 

and 200 K and 1 s at 125 K. These data show that the signal decays at all three 

temperatures after the write period with the fastest decay occurring at the highest 
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Figure 6.3: Write and decay of gratings in undoped BGO at b. 125 K, D 200 Kand 
o 297 K. 

temperature, This is likely due to the shorter trap lifetime at higher temperature. It 

is also evident that the grating is much stronger at lower temperature than at higher 

temperature. This is also due most likely to the increased thermal stability of the 

traps at lower temperature. Fig. 6.4 shows similar data for the 2% Ga-doped sample. 

The temperature dependence of the maximum value of the diffracted signal is 

shown in Fig. 6.5 for both the undoped and 2% Ga-doped samples over the tem­

perature range from 40 K to 300 K. The diffracted signal in the Ga-doped sample 

increases over the entire temperature range measured, but the undoped BGO sample 

shows a peak which appears to occur between 75 and 100 K. This has been seen by 
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writing in D undoped and o 2% Ga-doped BGO. 

other authors as well [88]. At higher temperatures the signal gets weaker until about 

200 K for the undoped BGO sample where the signal amplitude reaches a residual 

level. The signal in 2% Ga-doped BGO, however, continues to decrease throughout 

the range from 200 K to 300 K. 

In addition, the thermal stability of gratings written at low temperature was 

measured. This measurement was performed by monitoring the decay in the diffracted 

beam intensity as the sample was warmed up. Two methods were used. In one type 

of experiment the read beam was left on continuously during the heating cycle while 

in the other the read beam shutter was kept closed except for a 0.5 s interval during 

which a measurement of the diffraction efficiency was made. Fig. 6.6 shows data for 
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both undoped and 2% Ga~oped BGO for the conditions in which the read beam 

shutter was kept closed except when measuring the the diffraction efficiency. The 

data show that the gratingdecays gradually until rvl10 K in undoped BGO and 

rvl20 Kin 2% Ga-doped BGO. After these temperatures the major decay takes place 

resulting in the signal being an order of magnitudE;i weaker 50 K later. It will be 

shown later that this decay region matches the position of a large TSC peak and 

corresponds to the temperature 'at which the decay in photoconductivity occurs in 

both types of sample. After these temperatures the decay occurs more gradually. At 

240 K the diffracted signal intensity in undoped BGO has reached its lowest value. 

Fig. 6. 7 compares the decay obtained for undoped BGO when the read beam is left 

on continuously during the heating cycle to the data obtained when the read beam 

shutter is closed except for a 0.5 s interval during the measurement. The data show 
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that the decay is much faster when the read beam is incident on the sample during the 

entire heating cycle. This suggests that the read beam is emptying trapping states 

which contribute to the space~charge field. 

6.4 Discussion 

The increase in grating lifetime at lower temperature is an indication that the carriers 

causing the space-charge field have been trapped. As the temperature decreases the 

traps become more stable and therefore support a higher trapped carrier concentra-

tion resulting in larger space-charge fields and a stronger grating. We believe that the 

decay of the diffracted signal corresponds to the emptying of traps. Comparing results 

of TSC measurements and measurements of the anneal characteristics of photocon-
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Figure 6.8: Comparison of the thermal decay of a laser-induced grating (circles) and 
ph~toconductivity signal (squares) with TSC spectra in undoped BGO (solid line). 

ductivity signals, which both show the temperatures at which trap populations decay, 

with the temperature dependence of the laser-induced gratings provides support for 

this contention. This is shown in Fig. 6.8 for the undoped sample and in Fig. 6.9 for 

2% Ga-doped BGO. In both figures the TSC, photoconductivity annealing curves 

and thermal grating decay data have been normalized and overlaid. A major decay 

in the photorefractive signal occurs over the temperature range from -120-180 Kin 

undoped BGO and rvl20-160 K in 2% Ga-doped BGO and in both cases this co-

incides with the dominant peak in the TSC spectra and a pronounced decay in the 

photoconductivity anneal curves. Our TSC analysis, presented in Chapter 4 and in 
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Figure 6.9: Comparison of the thermal decay of a laser-induced grating (circles) and 
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reference [80], indicated that the trap responsible for this peak is distributed in acti­

vation energy and we have shown in Chapter 5 that this trap is the one which limits 

the mobility at temperatures between 200 K and 300 K. After the major decay in 

the diffracted signal the more gradual decay coincides with the group of overlapping 

TSC peaks which are present above l"V 190 K in undoped BGO and above l"V 170 K in 

2% Ga-doped BGO. 

6.5 Simulations 

A large number of papers have been published regarding modeling of the photore­

fractive effect in a variety of materials including BGO and BSO [89-98], but many 

of these papers have been based on overly simplistic models or, in many cases, the 

method used to solve the equations required approximations which may make the re­

sults questionable. For example, some papers have been based on models that include 

a donor level which acts as the source of electrons, but includes no trapping states 

except for the empty donor states [89,90,93-96]. This is not a realistic model for BGO 

and BSO because TSC measurements show that there are a large number of trapping 

states in addition to the empty donor levels and the temperature dependence of the 

photorefractive effect appears to show that the traps play an important part in the 

photorefractive response. The assumption of no traps is commonly made to allow an 

analytical solution to the equations; however, in order to explain all of the experi­

mental data traps need to be included. Even in cases where numerical techniques 

have been used to solve the equations allowing a more sophisticated model approxi­

mations still have to be made. One numerical technique which has been used involves 

expanding the concentrations and electric field in an infinite Fourier series which is 

then truncated to a small number of terms [94,95]. The problem with this method is 

that if too few terms are included the solutions will be inaccurate. In this section a 
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numerical method is presented which can be used to solve equations describing the 

photorefractive effect without any of these potential problems. 

We used the model shown in Fig. 6.10. It is a simplification of a model which 

was presented in reference [27}. The model includes one electron trapping state of 

concentration Nt and the deep donor level, Nd, which is partially compensated by 

an acceptor level present with a concentration of NA. Holes were not included in 

the simulations. Incident laser radiation excites electrons out of filled donor levels 

which may then drift under an applied electric field (if any) and diffuse until the 

electrons recombine with empty donors or become trapped in trapping states. The 

allowed electron transitions include optical excitation out of the donor level and the 

trap, thermal excitation out of the trap, capture of conduction band electrons by the 

trap and recombination of free electrons with empty donor states. The donor level 

is assumed to be deep enough that thermal excitations to the conduction band are 

negligible. The equations describing the dynamics of charge generation, trapping, 

detrapping, drift and diffusion in one dimension are: 

one 
fJt 

fJnd 

fJt 
8nt 
at 

(6.1) 

(6.2) 

(6.3) 

The variables are: nc, nt, nd - conduction band, trapped carrier and donor level 

concentration, respectively, µe - electron mobility, e - magnitude of charge on 

the electron, E - electric field, o: and o:1 - probability that an incident photon is 

absorbed by an electron at a deep donor and at a trap, respectively, Ave and At -

transition coefficients for free electrons to recombine and be trapped, respectively. 

The light intensity interference pattern is given by 

</J(x) = <Po (1 + m cos(kx)) (6.4) 
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Figure 6.10: Model used for simulations of grating writing in undoped and Ga-doped 
BGO. The model consists of a deep donor level with a concentration of Nd, which is 
partially compensated by acceptor levels of concentration NA, and one electron trap 
with a concentration of Nt. 
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where k is the grating wavevector and mis the spatial modulation in the light intensity 

due to the interference of the crossed laser beams. 

vVe also need to use Poisson's equation to specify the electric field. 

(6.5) 

Eo and Er are the permittivity of free space and the relative dielectric constant, re-

spectively. Eq. (6.5) can be transformed to contain a derivative with respect to t by 

taking a time derivative and then using Eq. (6.1). The result is 

(6.6) 

Integrating over x gives 

(6.7) 

The current density, J0 , is the constant of integration and is given by 

(6.8) 

where x' = x/ A. 

There is no analytical solution to these equations, so we solved them numerically 

using the "method of lines". This method involves discretizing the spatial coordinate 

and integrating the time coordinate. In this problem the x-dependence is periodic 

with a period equal to the grating spacing, A, so one period was broken into a number 

of subintervals .. The center of each subinterval is a line with a constant value of x, 

hence the name, "method of lines". If the separation between the lines, ~x, is 

small enough the value of the concentrations and electric field at arbitrary x in each 

subinterval are well approximated by a quadratic, e.g. 
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Here Bi represents any of the concentrations or the electric field a distance of !lx 

from line i. B3,i(t) is the value of the concentration or field at line i, i.e., the value 

which is calculated directly by solving Eqs. (6.1)-(6.3) or Eq. (6.7). The coefficients 

B 1,i(t) and B 2,i(t) which are needed to specify the concentration small distances from 

line i can be calculated from the boundary conditions of continuity of the value of the 

concentrations and electric field and their first derivatives at the midpoint between 

each pair of lines. Handling the spatial coordinate in this way allows the spatial 

derivatives of nc and E to be calculated by differentiating Eq. (6.9) with respect to 

x. One set of Eqs. (6.1)-(6.3) and Eq. (6.7) was written for each line and then the 

time variable was integrated using the Runge-Kutta method. The number of lines 

used depended on the value of m, Form= 0.1 or lower only 13 lines were used, but 

for m = 0. 9 as many as 53 lines were used. 

Some typical results showing the buildup of the concentrations and space-charge 
. ' ' ' 

field are shown in Fig. 6.11 for m = 0.1. The data have been normalized. The 

parameters which were used are as follows: Nd = 1025 m-3, NA = 2 x 1024 m-3, 

Nt = 3 x 1023 m-3, At = 10-19 m3 /s, Ane · 10-18 m3 /s, E = 0.3 eV, s = 108 

s-1 , µe = 10-10 m2 /Vs, A = lOµm, T = 80 K, a = 1 and a 1 = 0. As expected, 

the conductio~ band concentration reaches steady-state first, followed by the trap 

and donor concentrations and finally,. the space-charge field. The space-charge field 

appears to reach steady-state last because it is very sensitive to small changes in the 

trap and donor level populations which don't appear on the scale of the graph. The 

space-charge field is very small initially because even though there are carriers in the 

conduction band and traps the space-charge field won't increase until the carriers 

have moved away from their original position. It should be noted that at 80 K with 

the parameters which were used the traps fill up completely. 
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Figure 6.11: Simulation of build-up of carrier densities and electric field during writing 
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6.5.1 Spatial profile 

The spatial profile of the carrier densities and space-charge field is shown in Figs. 6.12 

and 6.13. These figures show the x-dependence of the concentrations and electric field 

before saturation at 80 K for simulations performed with m = 0.1 and m = 0.7 and 

no applied field. The concentrations are symmetric since the applied field is zero. 

Fig. 6.12 shows that at low m the profile of the carrier densities and electric field 

retain their sinusoidal form. For low m the carrier densities and space-charge field 

retain their sinusoidal shape at saturation also, whereas for m = 0.7 the carrier 

densities lose their sinusoidal shape quickly. This has been seen by others as well [96). 

Fig. 6.13 shows that the trapsfill up first in the bright regions of the sample and as the 

illumination progresses electrons diffuse from the bright regions to the darker regions 

filling the traps as they go. If a higher mobility had been used in the simulation the 

traps would probably have filled more uniformly throughout the grating period. 

Unfortunately we were unable to obtain solutions for the case where transport 

lengths were on the order of the grating spacing. The numerical method was unstable 

except for mobilities which were several. orders of magnitude lower than those we 

measured and reported in Chapter 5. In these simulations we found that for a grating 

spacing of 10 µma value for the mobility higher than about 10-10 m2 /Vs resulted in 

solutions which were unstable. An integration technique other than the Runge-Kutta 

method may eliminate this problem. 

6.5.2 Temperature Dependence 

We attempted to simulate the temperature dependence of laser-induced gratings. 

Fig. 6.15 shows simulations which were performed at 300 K. The parameters were 

identical to those used in the simulation shown in Fig. 6.13 except for the tem­

perature. No attempt was made to compensate for the temperature dependence of 

133 



0.4 7700 - -Ill Ill ,.... 
'o 0.3 'o 

X "'x ..., 0.2 7699 I I 
E E 
0 

0.1 0 ._, ....... 
0 "C 

C C 
0.0 7698 

0 2 4 6 8 10 0 2 4 6 8 10 

x (microns) x (microns) 

300.0 -U"I 
100 

I 
0 -
X 

E 
........ 0 I<) 299.7 > I ._, 

E w· 
0 ._, 

-100 -C 
299.4 

0 2 4 6 8 10 0 2 4 6 8 10 

x (microns) x (microns) 

Figure 6.12: This figure shows the spatial dependence of the carrier concentrations 
and the electric field for m = 0.1 at 80 K. 
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parameters such as the mobility or frequency factor. Unfortunately, we were un­

able to simulate the temperature dependence with this model as we found that the 

simulated space-charge field was always larger at 300 K than at 80 K. Experiments 

show that the diffraction efficiency and, therefore, the space-charge field increases as 

the temperature is decreased. Figs. 6.14 and 6.15 show why the simulations don't 

behave this way. At 80 K the traps fill completely, so that they don't contribute to 

the space-charge field at all. Also, the modulation in the donor concentration is very 

small. In the simulation performed for 300 K, however, the traps aren't saturated 

and there is a spatial variation in the concentration. There is also a much larger 

modulation in the donor concentration resulting in a larger space-charge field than at 

80 K. It may be possible to change the temperature dependence of the simulations by 

increasing the trap concentration, so that it is greater than the donor concentration. 

This is probably not physically reasonable, however, as the donor concentration has 

been reported to be on the order of 1025 m-3 whereas the trap concentrations which 

we measured were on the order of 1023 m-3 at most [80]. For this reason we did 

not perform any simulations with the trap concentration greater than the donor level 

concentration. 

Our inability to reproduce the correct temperature dependence in the simulations 

may be partly due to the parameters which were used in the simulations. In order 

for the solutions to be stable we had to use a very low value for the mobility of 

10-7 cm2 /Vs. The actual mobility at 300 K is about 0.11 cm2 /Vs, six orders of 

magnitude larger. We don't know the value of the mobility at 80 K. 

Another possibility is that the model shown in Fig. 6.10 is too simple to reproduce 

the temperature dependent behavior of laser-induced gratings. The addition of a 

second trap which differs in activation energy from the first trap may be necessary. 
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Figure 6.14: This figure shows the spatial dependence of the carrier concentrations 
and the electric field for m = 0. 7 at 80 K. 
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Figure 6.15: This figure shows the spatial dependence of the carrier concentrations 
and the electric field for rn = 0. 7 at 300 K. 
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6.6 Summary 

We measured the temperature dependent behavior of laser-induced gratings in BGO. 

As the temperature is reduced the grating strength increases and the dark decay slows 

down. Our results show that the primary thermal decay of gratings in BGO agrees 

with the annealing of photoconductivity bands and occurs over the same temperature 

region as the largest TSC peak in the TSC spectra of BGO. In Chapter 5 we have 

shown, also, that this trap controls the drift mobility. These results indicate that 

trapping is playing an important role in the behavior of the photorefractive effect in 

this material. For this reason simulations of laser-induced gratings in BGO should 

include trapping levels in addition to the deep donor which acts as the source of elec­

trons. In addition, a method for solving rate equations describing the photorefractive 

effect without approximations was presented. 
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Chapter 7 

Conclusions 

This dissertation has presented the· results of a detailed study of the trapping levels 

which are important to the photorefractive behavior of BiriGe02o and Bii2Si020. The 

results of optical absorption measurements show that there is an absorption shoulder 

due to a level about 2. 7 e V from the band-edge. This level has been attributed 

to Bi3+ on a tetrahedral (Ge or Si) site. Doping with Ga or Al lowers the Fermi 

Level compensating the deep donor with a corresponding reduction in the absorption 

shoulder. By illuminating with light of the proper energy electrons are excited out 

of the donor level to the conduction band where they are trapped into a variety of 

trapping levels. This process results in additional (photochromic) absorption and 

photoconductivity bands. 

Thermally stimulated conductivity measurements also show that there are a large 

number of trapping states in the forbidden band. The largest TSC peak appears 

between about 120 K and 180 K in undoped BGO and between 120 K and 160 K in 

2% Ga-doped BGO. In order to fit these peaks we had to assume that the activation 

energy was not single-valued, but instead was characterized by a distribution of ac­

tivation energies. We found that in undoped BGO two peaks were needed to obtain 

a good fit. The activation energies of these peaks were about 0.24 eV and 0.29 eV 

and the widths of the distribution were about 0.05 eV. In Ga-doped only one peak 

was needed for a good fit. The resulting activation energy was rv0.29 eV and the 
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distribution width was 0.09 eV. Unfortunately, the defects which cause these states 

are unknown. 

We performed thermoluminescence measurements simultaneously to the TSC mea­

surements and found that the TL signals are very weak. Essentially no TL is observ­

able after illuminating with sub-band-gap light. Band-edge light, however, produces 

weak TL signals. This suggests that the radiative recombination site is probably not 

empty donor states. 

We measured mobilities in BGO and BSO between about 210 K and 300 K using 

the time-of-flight technique. We found that the mobility is exponentially dependent 

on temperature and the the results of fitting the current transients show that the 

shape of the transients is consistent with that expected for a Gaussian packet of 

carriers traveling through the sample. The Gaussian shape of the packet probably 

arises from the carriers undergoing multiple trapping and detrapping events during 

their transit. From the fitting procedure we obtain a value for the average drift 

velocity with which the carriers in the packet travel and from this drift velocity we 

compute the average mobility. Values of the mobility in undoped BGO range from 

about 6.1 x 10-4 cm2 /Vs at 210 K to 0.11 cm2 /Vs at 300 K. Our fitting procedure 

also provided an estimate of the width of the carrier packet. From the temperature 

dependence of the drift mobility and the width of the carrier packet we found that 

the trap limiting the mobility over the temperaturerange from 200 K to 300 K is the 

same one which causes the dominant peak in the TSC spectra between 120 K and 

180 K. 

The results of photorefractive measurements show, also, that this defect is the 

dominant defect in grating writing. We studied the saturation value of the diffraction 

efficiency vs. temperature and the thermal stability of gratings written at low tem­

perature. We correlated these temperature dependencies with the TSC signals and 
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the annealing of the photoconductivity bands. We found that the thermal decay of 

laser-induced gratings in BGO show a major decay over the same temperature region 

as the main TSC feature between 120 and 180 K. This indicates that this trap plays 

a major part in the photorefractive response of BGO at low temperature. Unfortu­

nately, at higher temperatures the photorefractive effect is very weak and the dark 

decay is very fast. 

7.1 Future Work 

In order for BGO and BSO to be viable materials for many photorefractive applica­

tions a deep trap level that is stable for long times at room temperature is needed. 

Unfortunately, none of the undoped samples or samples doped with Ga, Al or Fe have 

large, stable photorefractive signals at room temperature. This severely limits their 
. . ' . 

use in applications. For this reason other dopants need to be studied. One dopant 

that looks promising is chromium. BGO doped with Cr shows a room temperature 

photorefractive signal which is much longer lived than undoped BGO or BGO doped 

with any of Ga, Al or Fe. It has been claimed [100] that the primary mechanism of 

the "dark" decay of the photorefractive signal of Cr doped BGO is optical erasure by 

the read beam. The deep trap whjch Cr seems to introduce should be studied using 

methods such as thermally stimulated conductivity and thermoluminescence. 

In addition to the experimental work, the numerical method presented in Chap­

ter 6 should be further refined. An integration technique other than the Runge-Kutta 

method may eliminate a lot of the difficulties with the stability of the method which 

were discussed in Chapter 6. A numerical technique which could be used to solve 

the equations describing the photorefractive effect using a realistic multi-trap model 

with both electrons and holes would help gain insight into the carrier kinetics during 

grating writing and erasure. 
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