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CHAPTER I 
 

 

Introduction 

 

 

 

1.1. Overview of Problem 

The Earth is constantly being bombarded by ionizing radiation from space. The majority of this 

radiation originates outside of the Earth’s solar system but within the galaxy, and the energetic 

particles comprising this radiation are referred to as galactic cosmic rays (GCR). These GCR are 

fully ionized nuclei, the vast majority of which are protons and alpha particles, and generally the 

heavier the nucleus the rarer it is. GCR enter the top of the Earth’s atmosphere, and as they travel 

through the atmosphere, they undergo nuclear interactions with the nuclei of the air molecules 

present in the atmosphere, producing additional energetic particles referred to as secondary 

particles. These secondary particles undergo further interactions, producing additional secondary 

particles, leading to a particle cascade, also referred to as an extensive air shower (EAS). As an 

EAS propagates towards the surface of the Earth it increases in size both in terms of volume and 

total particle number, and the flux at a given altitude initially increases. However, as the initial 

energy of the GCR primary particle is divided amongst more and more particles, the average 

kinetic energy of a particle of an EAS falls below the energy required to produce additional 

secondary particles.  This results in the flux of particles of an EAS peaking at an altitude of about
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20 kilometers on average, then decreasing as the EAS continues towards the surface of the Earth. As a 

nearly constant GCR flux is incident on the Earth’s atmosphere, many such EAS are present in the 

atmosphere at any given moment. Together, these EAS produce an ionizing radiation environment 

consisting of many species of particles across a spectrum of energies in the Earth’s atmosphere. For a 

given location in the atmosphere, these energetic secondary particles have an approximately constant 

flux when averaged over the course of minutes to hours. This constant flux of secondary particles in 

the atmosphere is referred to throughout this thesis as the steady state atmospheric ionizing radiation 

environment (SSAIRE). 

The SSAIRE varies as a function of global coordinates (latitude, longitude, and altitude) and solar 

epoch. Few experiments have been conducted to measure the average behavior of the SSAIRE. 

Likewise, few computer simulations have been run to study the SSAIRE, and no comprehensive 

model exists. This lack of knowledge regarding the SSAIRE led to the following research goal: To 

develop a tool that returns the secondary particle flux given coordinates on the globe, a date, and 

particle(s) of interest and to analyze the behavior of the flux as these inputs varied. This goal was in 

large part fulfilled by the development of the software Atmospheric Ionizing Radiation Environment 

Code (AIREC).  AIREC takes as inputs user supplied latitude, longitude, altitude, date, and particle of 

interest and returns the secondary flux spectrum corresponding to the user inputs. The secondary 

particle flux has units of 

𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠

𝑐𝑚2 𝑠
, 

and a secondary flux spectrum is formed by dividing the flux into energy bins. 

While the SSAIRE has not been studied in detail, cosmic ray physics does have a long and rich 

history. Cosmic ray physics research has broadly fallen under one of two categories: high energy 

cosmic ray physics research and radiation safety. A brief review of these fields will provide context 

for this research and contrast between the typical aims of cosmic ray physics research and the goal of 
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this research. Additionally, data generated from cosmic ray radiation safety research paved the way 

for the goal of this research to be met. 

 

1.2. Past and Current Cosmic Ray Physics Research 

GCR were first discovered in 1912 by Victor Hess [Hess, 1912]. High energy GCR and the particles 

they produce in the atmosphere have been the topic of much study since that time. In 1932 Carl 

Anderson’s study of GCR using a cloud chamber lead to the discovery of positrons [Anderson, 1932]. 

Anderson continued his research of GCR using cloud chambers, and in 1937 he and Seth 

Neddermeyer discovered muons [Neddermeyer and Anderson, 1937]. In 1938, Pierre Auger’s 

experiments with coincidence detectors in the atmosphere confirmed that GCR produce EAS [Auger 

et al., 1939]. In 1947, a group at the University of Bristol, including Cecil Powell, César 

Lattes, Giuseppe Occhialini, and others, discovered charged pions during GCR experiments using a 

photographic emulsion technique of detection [Lattes et al., 1947]. In the same year, Clifford Butler 

and George Rochester discovered the kaon (K meson) during their GCR experiments using cloud 

chambers [Rochester and Butler, 1947].  

In recent years, most novel particle discoveries have resulted from particle accelerator experiments 

[DONUT Collaboration, 2001; ATLAS Collaboration 2012]. High energy GCR physics remains of 

interest in part because no particle accelerator can produce particles with nearly as much energy as 

GCR. The highest energy collisions produced by particle accelerators are 13 TeV [LHC, 2018], but a 

(3.2±0.9)×108 TeV GCR was detected in the Fly’s Eye air shower detector, which at the time was the 

highest energy particle ever detected [Bird et al., 1995]. Currently, high energy cosmic ray physics 

typically focuses on cosmic rays with energies above 1 TeV. These cosmic rays and their EAS are 

studied in order to determine where they originated and by what mechanisms. In one of the IceCube 

collaboration’s experiments, incident cosmic ray directional data was collected from cosmic rays in 
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the TeV to PeV energy range over a period of 6 years. This data was studied to determine the amount 

of anisotropy in the arrival direction of cosmic rays and what physical processes may be responsible 

for this anisotropy [Aartsen et al., 2016]. Another group, the Pierre Auger Collaboration, determined 

that some of the highest energy cosmic rays (≥ 8×1018 eV) have anisotropy in their arrival directions, 

suggesting extragalactic origins [The Pierre Auger Collaboration, 2007; The Pierre Auger 

Collaboration, 2017]. The Pierre Auger Cosmic Ray Observatory is currently the world’s largest 

cosmic ray observatory [The Pierre Auger Collaboration, 2015].  

The high energy GCR typical of cosmic ray physics research are responsible for many interesting 

phenomena and are worthy of study. However, these extraordinarily energetic GCR are too rare to 

consistently contribute to the SSAIRE. The GCR in the energy ranges that are responsible for the 

GCR are rarely studied, however there are a few groups that have worked to determine the incident 

GCR energy spectrum, including the International Organization for Standardization (ISO) [ISO, 

2004], Badhwar and O’Neill [O’Neill, et al., 2015], and the German Aerospace Center [Matthiä et al., 

2013]. The models developed by each of these groups will be further discussed in Chapter 2.  

The focus of cosmic ray research for radiation safety purposes is the determination of biologically 

relevant quantities that result from atmospheric radiation. Such quantities include the absorbed dose 

and effective dose, which are generally calculated by computer codes that take as inputs a time and 

geographic location(s). In the production of these radiation dose calculation programs, fundamental 

physics quantities were calculated, namely the flux energy spectra of various species of particles 

present in the atmosphere. Fluence to dose conversion factors were applied to this fundamental 

physics data to calculate biologically relevant quantities. The foremost American code of this kind is 

CARI-7, which was developed at the Federal Aviation Administration (FAA) by Dr. Kyle Copeland 

[Copeland, 2017]. CARI-7 was developed from data resulting from numerous simulations conducted 

using the Monte Carlo radiation transport code Monte Carlo N Particle X (MCNPX) [Copeland, 

2017].   
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1.3. This Research as Distinct from Other Cosmic Ray Research 

Neither high energy cosmic ray research nor radiation safety cosmic ray research focus on the 

fundamental physics of the SSAIRE. Cosmic rays of energy 1 TeV and greater are the focus of high 

energy cosmic ray physics research, but the vast majority of EAS are generated by GCR with energy 

ranging from 1 MeV to 1 TeV. Thus, typical high energy cosmic ray research ignores the average 

behavior of the SSAIRE in favor of studying extraordinary phenomena. 

Radiation safety research calculates fundamental physics quantities, but this data is used only as a 

means to an end, namely the calculation of biologically relevant quantities. Despite the fact that the 

complicated radiation environment present in the atmosphere is a longstanding problem, there remain 

significant gaps in fully understanding it.  

In contrast, the research of interest in this thesis is that of the average behavior of the SSAIRE. Two 

approaches to determining the energetic particle flux in the atmosphere as a function of coordinates 

and date were considered for this project. One of the considered approaches was an experimental 

approach, which would require collecting secondary particle flux data for all particle species of 

interest at a variety of coordinates and dates and interpolating this data to determine the secondary 

particle flux at coordinates and dates for which no measurements were made. The other considered 

approach was a computer model approach, which would require running computer simulations of the 

SSAIRE and recording the simulated secondary particle flux data. Interpolations to determine the 

secondary particle flux at coordinates and dates for which no simulations were run could be 

conducted as with the experimental approach.   

Unfortunately, most experiments to measure EAS due to ≤1 TeV cosmic rays range from impractical 

to effectively impossible. For example, there are many challenges to determining the secondary 

proton flux at an altitude of 40 kilometers. At this altitude the secondary proton flux is low and would 
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require months of constant measurements to acquire statistically significant data. The detector used in 

such measurements would need to be capable of discriminating between protons and other charged 

particles. Additionally, the detector would have to be able to distinguish between protons of varying 

energies. Such a detector would be large and require a flight apparatus capable of maintaining its 

position for the months needed to collect data. Such an experiment would only yield the secondary 

proton spectrum for that time and location. Because the secondary particle flux is a function of global 

coordinate and solar epoch, the experiment would need to be repeated for different particle species, 

altitudes, latitudes, longitudes, and dates in order to gain a clear understanding of the SSAIRE. With 

these obstacles in conducting experiments, the most viable solution for the study of the SSAIRE is a 

computer based model.  

The MCNPX data used in the development of CARI-7 by Dr. Kyle Copeland was made available for 

the work of this thesis. This MCNPX data contained secondary particle flux values at several 

different altitudes due to GCR of different energies and species. For example, the MCNPX data 

contained the neutron flux spectrum at 30 kilometers due to a single 100 GeV GCR proton. While the 

FAA used this data for the calculation of biologically relevant quantities in order to understand the 

risks to frequent fliers, there remained untapped data on the secondary particle flux present in the 

atmosphere. This previously untapped fundamental physics data was repurposed to develop AIREC.  

 

1.4. Potential Applications of AIREC 

The AIREC output secondary flux spectrum can be used in the study of a number of practical 

problems. For example, in the field of avionics, a common objective is to determine is to quantify the 

probability of electronic failure due to incident radiation [Zaczyk, 2013]. Ionizing radiation is capable 

of interacting with a single transistor, flipping its state, which can cause total electronic failure 

[Nowicki, 2017]. Radiation interaction with circuitry can also permanently burn out a transistor. Such 
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errors are referred to as single event effects [Zaczyk, 2013; Dyer and Truscott, 1999]. The error rate is 

proportional to the ionizing radiation flux [Cooper, 2012], hence AIREC output spectra could be used 

in modeling the failure rate of electronic equipment.  

The Irradiation of Chips and Electronics (ICE) House at the Los Alamos Neutron Science Center 

(LANSCE) has a neutron beam that mimics the shape of the cosmic ray secondary neutron spectrum 

at aircraft altitudes, but with an intensity that is orders of magnitude larger. How much more intense 

the LANSCE beam is than atmospheric neutrons depends upon the global coordinate being 

considered. The LANSCE beam allows equipment to be exposed to several years’ worth of naturally 

occurring cosmic ray induced neutron flux in less than an hour [Nowicki, 2017]. Using the facility’s 

neutron beam, tests have been conducted to measure the error rate on printed circuit boards [Wender, 

2019]. A comprehensive model of secondary neutron spectra would give electronic component 

manufacturers and users a more precise expectation of device error rate for a given location and time 

of use. 

Radiation detectors have variable detection efficiency depending on the particle species and particle 

energy [Tsoulfanidis, 1995; Knoll, 2010]. Typically, a detector is calibrated using sources with 

known particle type and energy. In experiments to measure the radiation present in the atmosphere 

knowing the particle species present and the energy of those particles allows for better interpretation 

of the detector response, and this information is provided by AIREC.  

As with radiation detectors, the effectiveness of radiation shielding materials depends upon the 

particle species and particle energy. For example, lead is one of the best materials for shielding 

charged particles, but there are much better materials, such as polyethylene, available for shielding 

neutrons. For high energy particles shielding can actually do more harm than good due to the 

production of secondary particles within the shielding. These secondary particles may contribute to 

radiation dose or electronic failure rate than the initial particle. Whether shielding passengers on an 
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aircraft or electronic equipment, knowing the radiation present informs the decision on how or 

whether to shield and how effective that shielding will be.  

The AIREC output spectra can also be used as inputs in radiation transport models, particularly 

Monte Carlo simulations. Monte Carlo simulation will be discussed in more detail in later chapters, 

but in brief, the Monte Carlo method of radiation transport is a method of simulating the movement of 

energetic particles through matter. A secondary particle flux energy spectrum produced by AIREC 

can be used as a radiation source in radiation transport models of the irradiation of radiation detectors, 

electronics, shielding materials, or the human body.  

Another motivation for modeling the secondary electron spectrum is the potential insight into 

lightning initiation. It was believed that the flux of cosmic ray secondary particles was too low to play 

a role in lightning generation until [Gurevich et al., 1992] proposed that secondary electrons could 

produce more electrons via an avalanche effect, that is, secondary electrons originating from cosmic 

rays could be accelerated by the electric field present during a thunderstorm and further ionize the 

surrounding air, creating more free electrons that will likewise be accelerated and lead to more 

ionization [Gurevich et al., 1992]. The natural radioactivity (i.e. from terrestrial sources) in the 

atmosphere produces electrons of neither sufficient number nor energy to explain the x-rays emitted 

during thunderstorms, giving further credence to the idea that secondary electrons play a vital role in 

lightning initiation [Lindy, 2018]. 

Sub-orbital flights are a future step towards space tourism, and the radiation environment encountered 

during these flights differs significantly from both background radiation on the surface of the earth 

and the radiation environment typical for commercial airline flights. AIREC can be used to map the 

radiation environment that would be encountered on such flights.  

In an effort to increase global access to the internet and mobile communications, efforts have been 

made to provide network connections via weather balloons stationed at an altitude of 20 km and 
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outfitted with antennas and electronic equipment [Nagpa, 2017]. One of the challenges involved with 

the operation of these balloons is the effect of radiation present in the atmosphere [Loon, 2021]. 

AIREC could be used to calculate the radiation environment that these balloons would encounter. 

 

1.5. Review of Atmospheric Radiation Experiments and Model Simulations 

Though study of the SSAIRE has not been undertaken to the same extent as high energy cosmic ray 

physics and radiation safety, a limited number of studies have been conducted. Neutron ground 

monitors are present at several different sites including Thule, Greenland. These detectors are used to 

record neutron flux at the surface of the Earth over the course of several decades. The neutron flux at 

the surface of the Earth varies with the galactic cosmic ray (GCR) flux at the top of the atmosphere, 

and the GCR flux at the top of the atmosphere varies inversely with solar activity. Thus, the neutron 

monitor data can be used to track solar activity. 

Bonner sphere spectrometer (BSS) experiments are the primary method of measuring the neutron flux 

energy spectrum present in the atmosphere. One such neutron spectral experiment using a BSS was 

conducted at the High Altitude Research Station in Jungfraucjoch, Switzerland by [Mares et al., 2020] 

in order to determine the secondary neutron spectrum. The research facility is in the mountains 3.585 

km above sea level, which has a considerably higher neutron flux than the neutron flux at sea level. A 

similar experiment was conducted by [Schraube et al., 1997] to determine the secondary neutron 

spectrum at the summit of Mt. Zugspitze. The results of the BSS measurement were compared to 

those of a model simulation conducted in the Monte Carlo radiation transport code FLUKA 

[Schraube et al., 1997]. Another neutron spectral study using a BSS was conducted by [Goldhagen et 

al., 2004]. In these experiments the neutron spectrum was determined aboard a NASA ER2 flight at 

an altitude of 20 kilometers, which provided a higher neutron flux than either of the BSS experiments 

conducted in the mountains.  
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There have also been studies using model simulations. One such study was conducted by [Lindy et 

al., 2018] using the CORSIKA Monte Carlo radiation transport code. Simulations were run to 

determine the secondary electron energy spectrum in the atmosphere at various altitudes above 

Stillwater, OK. Another set of simulations were conducted by [Ferrari et al., 2001] using the FLUKA 

Monte Carlo radiation transport code. In these simulations the total flux versus altitude was 

determined for each of protons, electrons, photons, muons, pions, and neutrons with varying 

geomagnetic field strengths and solar activities.  

Each of these studies is analyzed in more detail and compared to the results of Atmospheric Ionizing 

Radiation Environment Code (AIREC), the code developed for this thesis, in Chapter 5. 
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CHAPTER II 
 

 

REVIEW OF THE PHYSICS UNDERLYING THE ATMOSPHERIC IONIZING RADIATION 

ENVIRONMENT 

 

 

 

Due to the constant flux of galactic cosmic rays (GCR) incident on the top of the Earth’s 

atmosphere, for a given location within the atmosphere (latitude, longitude, altitude) there exists a 

steady state atmospheric radiation environment (SSAIRE) over time periods on the order of 

minutes to hours. The interactions of primary GCR particles with atmospheric air nuclei produce 

secondary particles, and these secondary particles can undergo further interactions, producing 

additional secondary particles. The primary particles as well as the much more numerous 

secondary particles compose the SSAIRE. This chapter discusses the nature of these primary and 

secondary particles, factors affecting the intensities of these particles, and the models used to 

represent these physical phenomena in AIREC. 
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2.1. Galactic Cosmic Rays  

GCR were first discovered in 1912 by Victor Hess when he placed electroscopes on balloon flight 

experiments and found an increase in ionization as the altitude increased from the surface of the 

Earth, indicating that the cause of the ionization was of extraterrestrial origin [Rao et al. 1998, 

Blasi 2011]. After Hess’s discovery many other scientists became interested in cosmic ray studies 

and one group found that after the initial increase in ionization with altitude the ionization began 

to decrease at still higher altitudes, thus showing a peaked ionization versus altitude curve. The 

maximum level of ionization displayed by this curve is now known as the Pfotzer maximum 

[Regener, 1933; Carlson and Watson, 2014]. 

The majority of GCR particles are believed to originate outside the solar system, but within the 

galaxy and are thought to be accelerated by supernovae remnants (SNR) [Beatty, 2017; Blasi, 

2011; Drury, 2012]. However, there is ambiguity as to where and how exactly GCR originate. 

GCR particle trajectories cannot be traced back to a specific SNR, as the interstellar magnetic 

field deflects the GCR, removing information as to their origin. As a result of this interstellar 

magnetic deflection, upon arrival at Earth, the GCR intensity is nearly isotropic [Amenomori et 

al., 2006]. The small amount of anisotropy in the arrival of a small number of high energy GCR 

particles (> 8 × 1018 eV) at Earth has been measured and indicates that these particles actually 

have extragalactic origin [Auger Collaboration, 2017]. Other possible sources of GCR particles 

include neutron star collisions [Kimura, 2018], gamma-ray bursts [Mészáros, 2006], and the 

interacting winds of massive stars [Aharonian, 2019].   

Figure 2.1 displays the GCR energy flux spectrum. On the log-log plot there is an approximately 

linear relationship between the flux and the energy beyond 1010 eV with changes in the slope at 

the knee (~1016 eV) and at the ankle (~1018 eV). At lower energies the curve plateaus, as less 

energetic GCR particles are more easily attenuated and deflected by both the solar wind and 
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interstellar magnetic field. It can be seen in the figure that high energy extragalactic particles are 

rare, reaching the top of Earth’s atmosphere at a rate of only about one particle per kilometer 

squared per year [Cronin, 1999; Auger Collaboration, 2017]. Note that the flux decreases by 32 

orders of magnitude as the energy increases by 13 orders of magnitude [Castellina et al., 2013; 

Cronin, 1999]. At the high end of the energy spectrum, GCR particles are the most energetic 

particles known in the universe [Cronin, 1999], making them a subject of great interest to 

astrophysicists. However, because of the rapid decrease in GCR intensity with increasing GCR 

energy, high energy GCR particle contribution to the SSAIRE is negligible. Thus for this work, 

primary GCR energies above 1012 eV were not considered. This energy corresponds to 

approximately one particle per meter squared every three hours.   
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Figure 2.1: The GCR primary flux versus energy [Cronin, 1999]. 

 

The majority of the GCR primary particles are fully ionized nuclei. On arrival at Earth GCR 

primary particles are composed of 85% protons, 12–14% α-particles, and 1% heavier nuclei (Z ≥ 

3) [Benton, 2001; Copeland, 2014]. With exceptions, the heavier the nucleus, the rarer it is. 

Although the nuclei heavier than alpha particles comprise only 1% of the total GCR flux, they are 
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responsible for producing a significant number of secondary particles, and the heavy nuclei up to 

iron are included in the GCR flux considered in this work. Figure 2.1 displays the GCR flux for 

various GCR nuclei, demonstrating the general trend of decrease in GCR flux with increasing 

atomic number. The Figure 2.2 legend displays the various experiments that were conducted to 

collect the data [Beatty et al., 2019].  

There is also an electromagnetic component to the GCR primary particles, including electrons, 

positrons, and photons. While this electromagnetic component contains vital information for 

understanding the origins of GCR particles, its contribution to the SSAIRE is negligible [Blasi, 

2011], i.e. it does not produce large quantities of secondary particles. As a result of the minimal 

electromagnetic GCR flux contribution to the SSAIRE, electromagnetic GCR primary particles 

are not considered in this work.  

 

 

 

 

 

 

 



16 
 

 

Figure 2.2: GCR primary flux for different GCR nuclei as measured by various experiments [Beatty et al., 

2019].   
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The GCR primary particles are subject to solar modulation, i.e. time dependent change in 

intensity due to deflection by the solar wind. The sun constantly emits charged particles from its 

corona in the form of solar wind [Jokipii, 1971], and these particles travel throughout the solar 

system to form the heliosphere [Parker, 1958; Owens, 2013]. The solar wind is a magnetized 

plasma that carries with it the interplanetary magnetic field [Beatty, 2017; Solanki, 2000]. The 

sun has a 22-year solar cycle, which contains two 11-year cycles of roughly sinusoidal variation 

in solar intensity [ISO, 2004; Solanki, 2000]. Both the solar wind intensity and the number and 

area of sunspots, dark, visible regions of heightened magnetic activity, vary with the solar cycle, 

peaking at solar maximum and minimizing at solar minimum [Solanki, 2000]. Because the 

sunspots vary with solar intensity, the solar cycle can be seen from the sunspot number versus 

date plot in Figure 2.3.  

 

Figure 2.3: Sunspot number versus time [SILSO, 2020]. 
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GCR flux incident on Earth’s atmosphere is inversely proportional to the intensity of solar 

activity, and low energy GCR are most susceptible to this modulation [Jokipii, 1971]. The GCR 

proton flux during a period of maximum solar intensity in 2000 compared with the GCR proton 

flux during a period of minimum solar intensity of 2008 as calculated using the International 

Organization for Standardization (ISO) GCR model is displayed in Figure 2.4. The effect of solar 

modulation on GCR protons flux of energy above 10 GeV is negligible. The ISO model is used 

for all GCR flux calculations in AIREC. The ISO model parameterizes the GCR spectral flux as a 

function of magnetic rigidity, which quantifies the effect of the heliospheric magnetic field upon 

the incident GCR particles [ISO, 2004; Norman et al., 2016]. The rigidity has units of voltage and 

is used to determine whether a GCR primary has sufficient energy to continue through the 

heliosphere, rather than being deflected away from the Earth. The strength of the heliospheric 

magnetic field and GCR spectral rigidity vary in intensity with the 22-year solar cycle. These ISO 

model GCR spectral rigidity functions describe the solar modulation of the GCR primary 

particles [ISO, 2004; Norman et al., 2016]. The ISO model uses the Wolf number, which is 

derived from the sunspot number, as a proxy for solar activity [ISO, 2004]. The sunspot number 

(SSN) has been recorded for centuries and new data is collected by both observatories and 

amateur astronomers. This sunspot data has been accumulated and is maintained by the Royal 

Observatory of Belgium, Brussels [SILSO, 2020]. 
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Figure 2.4: GCR proton flux spectra during solar maximum of 2000 and solar minimum of 2008 [ISO, 

2004]. 

 

Alternative GCR primary models are also available, including the Badhwar-O’Neill model 

(BO2014) and the German Aerospace Center (DLR) model [Norman et al., 2016]. The BO2014 

model incorporates GCR data collected from detectors aboard balloons and satellites [O’Neill, et 

al., 2015]. The DLR model is a modified version of the ISO model that incorporates GCR data 

acquired by the Cosmic Ray Isotope Spectrometer (CRIS) aboard the Advanced Composition 

Explorer (ACE) spacecraft [Matthiä et al., 2013]. A comparison of the ISO, BO2014, and DLR 

models are displayed in Figure 2.5. Note that above 1 GeV per nucleon the fluxes predicted by 

the models are nearly identical. GCR primary particles with energies greater than 1000 MeV per 

nucleon are the majority contributors to secondary particle flux at aviation altitudes, thus the 

differences among models below 1000 MeV per nucleon are minimal when used to determine the 

secondary flux at aviation altitudes. 
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Figure 2.5: A comparison of the Badhwar‐O'Neill 2014 (BO2014), International Organization for 

Standardization (ISO), and German Aerospace Center (DLR) GCR primary models for GCR 

protons and GCR carbon nuclei [Norman et al., 2016].  

   

2.2. Solar Primary Particles 

Although the solar wind modulation of the GCR flux is included in this work, the solar particles 

that enter the Earth’s atmosphere, generate particle cascades, and contribute to the atmospheric 

radiation environment are not. The solar wind largely consists of the same species charged 

particles as the GCR primary particles. However, the solar wind particles are on average of 

significantly lower energy than the GCR primary particles. The flux spectrum of solar wind 

particles peaks between 1 and 5 keV, and the solar wind contains a negligible number of particles 

with kinetic energy greater than 35 keV [Cliver, 1990]. Such low energy particles are almost 

entirely deflected by the geomagnetic field and those that reach the atmosphere of Earth generate 

very few secondary particles relative to the number of secondary particles generated by GCR 

primary particles.  
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The sun can emit higher energy particles that are capable of penetrating the geomagnetic field and 

generating a large number of secondary particles during solar particle events (SPE). SPE consist 

of high-energy particles emitted from the sun, and these events can last in the time period from 

hours to days [Reames, 2020]. SPE can be caused by either solar flares or coronal mass ejection 

driven shocks [Reames, 2020]. SPE with proton fluence Φ(≥30 MeV) ≥ 106 cm−2 occur about 

three to four times per year on average, and SPE with fluence Φ(≥30 MeV) ≥ 6.1 × 109 cm−2 

occur only about once per solar cycle [Shea and Smart, 1990; Miroshnichenko and Nymmik, 

2014]. Theoretically, the occurrence of a large SPE could result in secondary particle fluxes of 

greater magnitude than the SSAIRE due to the GCR primary particles. However, the frequency of 

SPE are highly unpredictable, and there is no known method to reliably predict when they occur. 

Additionally, unlike the GCR flux which is approximately uniform across the Earth (neglecting 

geomagnetic effects), SPE disproportionately affect different regions of the Earth, i.e. one part of 

the atmosphere may have a much higher secondary flux due to a SPE than another [Cane, 2003]. 

Currently, there are no available methods to reliably model the coordinate dependent increase in 

secondary flux due to a SPE. The unavailability of adequate SPE models led to the exclusion of 

SPE from AIREC. However, developing a model for the inclusion of SPE in AIREC is an area of 

interest for future research.  

 

2.3. Geomagnetic Field 

The geomagnetic field alters the primary GCR flux by deflecting low energy particles, preventing 

them from entering the atmosphere. The magnitude of the force on a GCR charged particle 

moving in the geomagnetic field is described by the equation 

   𝐹 = 𝑞 ‖𝑣⃗ 𝑋 𝐵⃗⃗‖ = 𝑞𝑣𝐵𝑠𝑖𝑛𝜃,    (2.1) 
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where 𝑞 is the charge of the GCR primary, 𝑣⃗ is its velocity, 𝐵⃗⃗ is the geomagnetic field, and 𝜃 is 

the angle between vectors 𝑣⃗ and 𝐵⃗⃗. The direction of the force is perpendicular to the directions of 

both the velocity and geomagnetic field vectors.  

By consideration of only the component of the geomagnetic field that is perpendicular to the 

GCR particle velocity, 𝐵⊥, a useful quantity called the magnetic rigidity, or simply the rigidity, 

can be derived. The rigidity is used in two ways. Rigidity quantifies the GCR primary particle’s 

resistance to geomagnetic deflection; higher rigidity corresponds to higher resistance to 

deflection, and vice versa. Rigidity can also refer to the strength of the geomagnetic field at a 

location on Earth, and in this use it is called cutoff rigidity. The force produced by 𝐵⊥ acting upon 

an energetic GCR particle traveling in the geomagnetic field results in uniform circular motion. 

Rearranging equation 2.1, 

            𝐹 = 𝑚
𝑑𝑣

𝑑𝑡
= 𝑚

𝑣2

𝑟
= 𝑞 ‖𝑣⃗ 𝑋 𝐵⊥

⃗⃗⃗⃗⃗⃗ ‖ = 𝑞𝑣𝐵⊥ 

𝐵⊥ =
𝑚𝑣

𝑞𝑟
 

                𝑅 = 𝑟𝐵⊥𝑐 =
𝑚𝑣𝑐

𝑞
=

𝑝𝑐

𝑍𝑒
,     (2.2) 

where 𝑟 is the radius of the charged particle’s trajectory, 𝑝 is the momentum of the charged 

particle, c is the speed of light, Z is the atomic number, e is the charge of an electron, and 𝑅 is the 

rigidity, which has units of volts [Beaujean, 1993; Bütikofer, 2017; Smart and Shea, 1985]. The 

quantity 𝑟𝐵⊥𝑐 can be used to calculate the geomagnetic rigidity at a global coordinate. The radius 

used in the calculation is typically the radius that would deflect the GCR charged particle 

sufficiently to prevent it from entering the Earth’s atmosphere at that location. The quantity 
𝑝𝑐

𝑍𝑒
 is 

used to calculate the GCR charged particle cutoff rigidity. The GCR charged particle cutoff 
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rigidity is often instead calculated as a function of its kinetic energy, charge, and rest mass by 

rearranging two equations for relativistic energy: 

𝐸2 = 𝑝2𝑐2 + 𝑚2𝑐4 = (𝑇 + 𝑚𝑐2)2 

𝑝2𝑐2 + 𝑚2𝑐4 = 𝑇2 + 2𝑇𝑚𝑐2 + 𝑚2𝑐4 

𝑝2𝑐2 = 𝑇2 + 2𝑇𝑚𝑐2 

𝑝2𝑐2

(𝑍𝑒)2
=

1

(𝑍𝑒)2
[𝑇(𝑇 + 2𝑚𝑐2)] 

𝑅2 =
1

(𝑍𝑒)2
[𝑇(𝑇 + 2𝑚𝑐2)] 

               𝑅 =
1

𝑍𝑒
√𝑇(𝑇 + 2𝑚𝑐2)     (2.3)  

In these equations E is the total relativistic energy, T is the kinetic energy, and the other terms are 

as before. 

Generally, the velocity of the GCR charged particle is not exactly perpendicular to the 

geomagnetic field, and the geomagnetic field is not uniform. These variations result in a helical 

GCR particle trajectory, rather than uniform circular motion. Particles with the same rigidity have 

the same trajectory in a given magnetic field. Therefore, the cutoff rigidity is used to order the 

trajectories of different species of GCR primary particles traveling through the geomagnetic field.  

To arrive at a particular coordinate, a GCR particle must follow an allowed path, otherwise it is 

deflected away from the Earth. The rigidity necessary for a GCR charged particle to enter the 

atmosphere at a given coordinate is dependent upon both the zenith and azimuth angles of the 

arriving GCR charged particle, considerably complicating the cutoff rigidity calculation. Because 

of this complication a more commonly used quantity is the vertical cutoff rigidity (VCR), which 
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is the minimum rigidity that arriving GCR charged particles with a velocity vector normal 

(vertical) to the atmosphere must have in order to enter the atmosphere [Smart and Shea, 2003; 

Smart and Shea, 2005].  

In order to calculate the VCR for a location on Earth, the geomagnetic field strength at that 

location must be known. In a simplified model the geomagnetic field can be approximated as a 

magnetic dipole, that lies at an 11.7° angle with respect to the Earth’s axis of rotation. The 

geomagnetic poles are opposite the geographic poles, i.e. the geomagnetic north pole is near the 

geographic south pole and vice versa, as displayed in Figure 2.6 [Lang, 2010]. 

 

 

Figure 2.6: The Earth’s magnetic field approximated by a magnetic dipole [Lang, 2010]. 

 

The geomagnetic field lines are normal to the surface of the Earth near the poles and parallel near 

the equator, which according to equation 2.1 results in the strongest geomagnetic deflection of the 

GCR primary particles near the equator (sin(90°) = 1), while the geomagnetic deflection near the 

poles is negligible (sin(0°) = 0).  
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In reality, the simple magnetic dipole model of the geomagnetic field is insufficient in describing 

GCR particle deflection. In the absence of the Earth itself, the geomagnetic dipole model is 

largely accurate, however the Earth represents a large mass within the magnetic dipole field. As 

the geographic poles do not align with the magnetic poles, the Earth’s mass is asymmetrically 

distributed throughout the geomagnetic field, further complicating the problem [Lowes, 1994; 

Copeland, 2014]. The Earth’s rotation causes motion in the liquid core, which produces electric 

current, adding more complexity to the problem [Lowes, 2007]. The geomagnetic field also shifts 

over time, i.e. there is modulation of the geomagnetic field, making a static model of the field 

incomplete [Lowes, 2007].  

The International Geomagnetic Reference Field (IGRF) is a series of mathematical models that 

give a more complete description of the geomagnetic field than a magnetic dipole model. The 

IGRF model includes higher order terms than does the dipole model and is updated regularly to 

account for new data as the geomagnetic poles shift [Thébault, 2015]. The IGRF model is 

considered the standard geomagnetic model in the research community [NOAA, 2020; Oehler et 

al., 2018] and was selected to calculate the VCR for this project. 

 

2.4. Extensive Air Showers 

The GCR particles that are unattenuated by the solar wind and have sufficient energy to pass 

through the geomagnetic field enter the Earth’s atmosphere. Upon entering the atmosphere, each 

primary GCR can initiate a particle cascade. A single GCR primary typically has sufficient 

energy to produce a large number of secondary particles upon interaction with the nuclei of air 

molecules present in the atmosphere (predominately N2, O2, and Ar), and these secondary 

particles often have sufficient energy to generate additional secondary particles through further 

nuclear interactions. After the initial GCR primary particle nuclear interaction, all particles in an 
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EAS are secondary particles. Collectively, an initial GCR primary and all secondary particles that 

it generates are referred to as an extensive air shower (EAS) [Grieder, 2010; Rao, 1998]. Because 

there is a continuous flux of GCR primary particles incident on the Earth’s atmosphere, at any 

given time and geographic location there are multiple EAS developing in the atmosphere. 

Collectively, these EAS overlap to form the SSAIRE.  

An EAS propagates longitudinally, i.e. towards the surface of the Earth, along the direction of the 

momentum of the initial GCR primary particle. There is a bias in the GCR primary particle 

incidence angle towards the surface of the Earth, as GCR primary particles that are directed away 

from the Earth are largely shielded by the Earth itself. As an EAS propagates to greater depths in 

the atmosphere, it increases in size both in terms of total particle number and in the total volume 

encompassed by the EAS. More energetic GCR primary particles are capable of producing EAS 

that have larger numbers of particles and sweep out a larger volume. A highly energetic GCR 

primary particle can generate an EAS containing billions of secondary particles.  The area of the 

front edge of the EAS grows larger as the shower develops and can sweep out an area of several 

square kilometers in size. The lateral spread of an EAS is approximately symmetrical about the 

shower axis along the initial GCR primary particle’s direction of initial momentum, so an EAS 

develops into a conical shape with the vertex where the GCR primary particle first interacted 

[Benton, 2004]. However, variations in both the geomagnetic field and the density of the 

atmosphere result in asymmetry of the EAS. The geomagnetic deflection has a greater effect on 

low energy particles, displacing the lower energy secondary particles more than the higher energy 

ones, causing asymmetry in an EAS [Greider, 2010]. A GCR primary particle that enters the 

atmosphere at an angle with respect to the direction normal to the surface of the Earth, produces 

an EAS that develops laterally at different altitudes. The density of the atmosphere increases 

exponentially with decreasing altitude, so the portion of the EAS at higher altitude propagates in a 

less dense medium, which means that there are fewer particles per volume with which to interact. 
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Generally, this leads to a slower rate of particle generation in the portion of the EAS at higher 

altitude, leading to asymmetry of the EAS.  

The whole of an EAS with the individual components each denoted by a different color is 

displayed in Figure 2.8. This EAS resulted from a simulation conducted using the CORSIKA 

Monte Carlo cosmic ray transport code, and the figure shows a track for each created particle. 

This figure shows a two-dimensional cross section of the lateral spread that occurs as an EAS 

travels through the atmosphere. In three dimensions the EAS is conical. The size and shape of the 

EAS depends upon the species, energy, angle of entry, and height of first interaction of the GCR 

primary particle [Grieder, 2010].  

Also shown in the figure is that the flux of particles present in an EAS initially increases, but 

decreases at greater depths. The total energy of the EAS is mostly the kinetic energy of the initial 

GCR primary particle, and this energy is conserved. As more secondary particles are produced 

the total energy becomes divided among more particles, and the average energy per particle 

decreases. Once the average energy per particle is below the energy necessary to generate 

additional secondary particles, the flux of the EAS begins to decrease.  The altitude at which 



28 
 

 

Figure 2.7: The secondary particle tracks resulting from a vertical 1 TeV GCR proton primary [Lindy, 

2014]. 

 



29 
 

an EAS has the highest flux of secondary particles depends upon the initial energy of the GCR 

primary particle, species of the GCR primary particle, altitude of first interaction of the GCR 

primary particle with atmospheric nuclei, and the angle of entry into the atmosphere of the GCR 

primary particle. Higher energy GCR primary particles, an angle of entry closer to vertical, and a 

greater depth of first interaction generally lead to EAS with maximal flux at an altitude nearer to 

sea level, and vice versa for maximal flux at higher altitudes.  

  The particles produced as an EAS propagates through the atmosphere depend upon the reaction 

cross sections of both the GCR primary particle and secondary particles with atmospheric nuclei 

as they travel through the atmosphere, and these reaction cross sections correspond to the 

probability of an interaction taking place [Dupree, 2002; Krane, 1988]. The reaction cross section 

depends upon the energetic particle species, energetic particle energy, and target particle species. 

Additionally, the rate at which interactions take place depends upon the density of the material. 

As an example, a GCR primary proton traveling through the atmosphere can undergo a nuclear 

interaction with a nitrogen nucleus, and there are different possible ways in which the nucleus 

could fragment. It is also possible for other particles, such as pions or kaons, to be produced from 

this proton-nitrogen nuclear interaction. Each of these possible interactions has a probability of 

occurring, which is determined by its reaction cross section. The energy of the proton will dictate 

whether these interactions are possible and, if so, how probable, i.e. the reaction cross section is 

dependent upon the energy of the projectile particle traversing the target nucleus. A denser 

atmosphere means there are more target nuclei per volume, which presents more opportunities for 

an interaction to take place, increasing the rate at which interactions take place.   

Figure 2.7 also displays that the secondary particles that constitute the EAS can be considered to 

consist of independent components: the hadronic component, the muonic component, and the 

electromagnetic component. The individual particles comprising each component are shown in 

more detail in Figure 2.8. The initial GCR primary particles considered in this project are 
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hardrons, and an EAS is generated by a primary hadron that undergoes nuclear interactions to 

produce additional hadrons, including protons, neutrons, pions, kaons, and heavier nuclear 

fragments. The pions and kaons decay to produce the muonic component of an EAS. The pions 

and muons decay to produce the electromagnetic component of an EAS. Ionization of the air by 

hadrons also contributes to the electromagnetic component of an EAS. Thus, there is some level 

of interdependence among the three components, as the hadronic component generates the 

muonic component, and both the hadronic and muonic components generate the electromagnetic 

component, but after this initiation, interactions among the three components are negligible, so in 

practice they can be considered independent from one another. Also shown in Figure 2.8 is the 

Pfotzer maximum, which is the average altitude of maximum secondary particle flux for all EAS 

for a given latitude and longitude.  

Each component is described in more detail in the following sections. Throughout the discussion 

on each component reference is made to Table 2.1, which lists the mean life time and decay 

modes for common unstable secondary particles in the atmosphere.  
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Figure 2.8: The major components of an extensive air shower and the Pfotzer maximum [E.V. Benton RPL, 

2019]. 
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Particle Mean Lifetime (s) Decay Modes (Branching Ratio) 

Neutrons (n) 

Charged Pions (𝜋±) 

 

Neutral Pions (𝜋0) 

 

Charged Kaons (𝐾±) 

 

 

 

 

 

 

 

 

 

 

K-Long (𝐾𝐿
0)  

 

 

 

K-Short (𝐾𝑆
0) 

 

Muons (𝜇±) 

880.0 ± 0.9 

(2.6033 ± 0.0005) × 10-8 

 

(8.52 ± 0.18) × 10-17 

 

(1.2380 ± 0.0021) × 10-8 

 

 

 

 

 

 

 

 

 

 

(5.116 ± 0.021) × 10-8 

 

 

 

(8.954 ± 0.0004) × 10-11 

 

(2.196981± 0.000002) × 10-6 

𝑛 → 𝑝 + 𝑒− + 𝑣̅𝑒 

𝜋+ → 𝜇+ + 𝑣𝜇 

𝜋− → 𝜇− + 𝑣̅𝜇 

𝜋0 → 2𝛾                                   (~99%) 

𝜋0 → 𝑒+ + 𝑒− + 𝛾                     (~1%) 

𝐾+ → 𝜇+ + 𝑣𝜇                          (~64%) 

𝐾+ → 𝜋+ + 𝜋0                         (~20%) 

𝐾+ → 𝜋0 + 𝑙++𝑣𝑙                      (~8%) 

𝐾+ → 𝜋+ + 𝜋+ + 𝜋−                  (~6%)        

𝐾+ → 𝜋+ + 𝜋0 + 𝜋0                  (~2%)        

𝐾− → 𝜇− + 𝑣̅𝜇                          (~64%) 

𝐾− → 𝜋− + 𝜋0                         (~20%) 

𝐾− → 𝜋0 + 𝑙−+𝑣̅𝑙                      (~8%) 

𝐾− → 𝜋− + 𝜋− + 𝜋+                  (~6%)        

𝐾− → 𝜋− + 𝜋0 + 𝜋0                  (~2%)        

𝐾𝐿
0 → 𝜋± + 𝑒∓ + 𝑣𝑒              (~40.5%) 

𝐾𝐿
0 → 𝜋± + 𝜇∓ + 𝑣𝑒                 (~27%) 

𝐾𝐿
0 → 𝜋0 + 𝜋0 + 𝜋0              (~19.5%) 

𝐾𝐿
0 → 𝜋+ + 𝜋− + 𝜋0             (~12.5%) 

𝐾𝑆
0 → 𝜋0 + 𝜋0                           (~31%) 

𝐾𝑆
0 → 𝜋+ + 𝜋−                          (~69%) 

𝜇− → 𝑒− + 𝑣̅𝑒 + 𝑣𝜇         

𝜇+ → 𝑒+ + 𝑣𝑒 + 𝑣̅𝜇           

 

Table 2.1: The mean lifetime and decay modes for common unstable particles in the atmosphere. Neutral 

kaons can be either long lived (K-Long) or short lived (K-Short) [Tanabashi et al., 2018; 

Beringer et al., 2012; Lindy, 2014]. 

 

2.4.1. Hadronic Component 

The hadronic component of EAS consists of protons, neutrons, pions, kaons, deuterons, tritons, 

helions, alpha particles, and heavier nuclear fragments and is generated by nuclear interactions 

via the strong force of the GCR primary and secondary hadrons with atmospheric nuclei [Grieder, 

2001]. Secondary hadrons with sufficient energy can undergo further nuclear interactions with the 

nuclei present in the air, generating even more hadrons. This process creates a hadron cascade 

[Grieder, 2001]. Hadrons such as pions and kaons are on average short lived, and their decay 

contributes to the muonic and electromagnetic components of an EAS [Grieder, 2001]. Because 

the GCR primary particles have such high kinetic energy and the air density at the top of the 
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atmosphere is low, the majority of hadronic interactions take place at an altitude range of 15 to 35 

kilometers after the primary particle has already traveled dozens of kilometers into the 

atmosphere [Engle et al., 2011].  

The hadrons are typically the most energetic portion of an EAS. Due to both the high energy and 

momentum of the hadronic component, it remains near the core of the EAS, i.e. the hadronic 

component does not account for the majority of the lateral spread of an EAS [Grieder, 2010]. 

Hadrons, particularly charged hadrons, also do not typically reach the atmospheric depths that 

other particles do. Pions and kaons have mean lifetimes on the order of 10-8 seconds or shorter, 

making it much more probable for them to decay in the atmosphere rather than to reach the 

surface of the Earth before decaying. At the surface of the Earth, only about 1% of the detected 

particles are hadrons (predominately neutrons) [Greider, 2010; Greider, 2001]. 

The hadronic component of the EAS generates both the muonic and electromagnetic components. 

As shown in Table 2.1, charged pions decay via weak interactions into like charged muons, and 

charged kaons decay via weak interactions predominately into either charged pions or charged 

muons, although a non-negligible percentage decay into neutral pions [Tanabashi et al., 2018; 

Griffiths, 1987]. Neutral pions decay electromagnetically into a pair of gamma rays ~99% of the 

time, although they can also decay into an electron positron pair along with a single gamma ray. 

Neutral kaons can be either long lived or short lived. A long lived neutral kaon, referred to as a 

K-long, can decay to produce charged pions, neutral pions, electrons, positrons, and muons, 

according to the decay modes listed in Table 2.1. A short lived neutral kaon, referred to as a K-

short, has a mean lifetime three orders of magnitude shorter than the of a K-long. A K-short can 

decay into either a pair of neutral pions or a positive-negative pion pair [Tanabashi et al., 2018].  
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2.4.2. Muonic Component 

The muonic component of an EAS is formed from the decays of pions and kaons in the hadronic 

component. Each charged pion decays into a muon of the same charge and a corresponding muon 

neutrino. Each charged kaon can decay into either a muon of the same charge or a pion of the 

same charge. Neutral kaons decay into either a positive, negative pion pair or a neutral pion. 

Muons create ionization in the air, and they decay via the weak force. Muons originate from 

hadrons (pions and kaons), and there are minimal amounts of electromagnetic interactions 

between the muonic and hadronic EAS components. However, muons do not interact via the 

strong force, meaning they undergo no nuclear interactions, and the effect of the hadronic 

component on muon trajectories is negligible. Therefore, the muonic component of an EAS can 

be considered as independent from the hadronic component.  

Because muons do not undergo nuclear collisions as hadrons do, there is reduced lateral spread of 

the muonic component of an EAS. Additionally, muons are about 200 times more massive than 

electrons, so their trajectories are deflected minimally by electromagnetic interactions. This 

results in the muonic component of an EAS having the least amount of lateral spread of the three 

EAS components, as displayed in Figure 2.7. 

Muons often have sufficient energy to reach the surface of the Earth before they decay. At the 

surface of the Earth, about 10% of the detected particles are muons [Greider, 2010; Greider, 

2001]. Positive/negative Muons that do not reach the surface of the Earth decay into a 

positron/electron, an electron neutrino/anti-neutrino, and a muon anti-neutrino/neutrino.  
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2.4.3. Electromagnetic Component 

The electromagnetic component of EAS is produced primarily by neutral pions, but muon decay, 

ionization of the air by charged hadrons and muons, and Coulombic forces on charged particles 

that produce Bremsstrahlung radiation contribute as well. Neutral pions decay into a pair of 

gamma rays, and these gamma rays produce additional photons, electrons, and positrons through 

different processes. Gamma rays produce additional photons via Compton scattering; electrons 

via Compton scattering, the photoelectric effect, and pair production; and positrons via pair 

production. The gamma rays in EAS are typically high energy, and pair production is the 

dominate interaction in this energy region. The produced photons, electrons, and positrons can 

produce additional particles. Both the electrons and positrons ionize the atmospheric atoms and 

emit Bremsstrahlung photons. A positron-electron pair annihilates on collision, forming a pair of 

gamma rays. Together, these generated particles form an electromagnetic cascade. Each neutral 

pion initiates a new electromagnetic cascade, and the whole of the electromagnetic component of 

an EAS can be thought of as the sum of independent electromagnetic cascades.  

While neutral pions are the primary contributors to the electromagnetic component of an EAS, 

other contributors include slower moving muons and muons moving at a lateral trajectory, i.e 

muons that do not reach the surface of the Earth. These muons decay into an electron or a 

positron, matching the charge of the muon. After the initial generation from hadronic and muonic 

components of an EAS, the electromagnetic portion of the EAS interacts minimally with the other 

two components and is considered to be independent of them.  

Electrons and positrons have much lower mass than the constituents of the hadronic and muonic 

components of an EAS, and they are therefore much more susceptible to deflection. Massless 

photons can change directions as a result of Rayleigh and Compton scattering. As a result, the 

electromagnetic portion of the EAS laterally spreads out from the core of the EAS much more 
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than do either the hadronic or muonic components and is responsible for the majority of the 

conical volume encompassed by an EAS. The electromagnetic component represents not only the 

largest EAS component by volume but also by total number of particles. 90% or more of particles 

detected at the surface of the Earth are electrons and positrons, and these percentages exclude 

photons [Greider, 2010; Greider, 2001]. 

 

2.4.4. The Steady State Atmospheric Radiation Environment 

GCR primary particles are constantly entering the top of the Earth’s atmosphere at a range of 

angles. Each of these GCR primary particles has the potential to produce an EAS, so there are 

simultaneously many EAS throughout the atmosphere at any moment. These EAS overlap with 

one another to produce the SSAIRE. For example, a GCR primary particle entering vertically at 

the top of the atmosphere will most often produce an EAS that propagates directly beneath the 

GCR primary particle’s point of entry, as shown in Figure 2.7 of the CORSIKA simulation. A 

GCR primary particle arriving at a different location at the top of the atmosphere but at an angle 

with respect to a vector normal to the surface of the top of the Earth’s atmosphere could produce 

an EAS that intersects with that of the vertically entering GCR primary particle. The EAS 

resulting from each of these GCR primary particles as well as many others overlap to produce the 

total SSAIRE for a given location.  

As previously stated, each EAS has an altitude at which the maximum number of ionizations 

occur. The average altitude of maximum ionization, weighted by the size of each EAS, yields the 

altitude of maximum ionization for the SSAIRE as a whole. This location is known as the Pfotzer 

maximum. The Pfotzer maximum is at an altitude of approximately 18 kilometers [Hands et al., 

2016]. Figure 2.9 displays both a measurement and a model of the dose rate as well as the altitude 

as functions of time [Benton, 2004]. The Liulin-4 mobile dosimetry unit, consisting of a Mobile 
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Dosimetry Unit (MDU) was used to detect the dose rate aboard a flight, while the Atmospheric 

Ionizing Radiation (AIR) model computer code was used to model the same flight [Benton, 

2004]. The dose rate increases with the altitude, as the aircraft reached altitudes corresponding to 

the Pfotzer maximum. 

 

Figure 2.9:  Dose rates as measured by the Liulin-4J MDU and recorded by the AIR model alongside the 

altitude, all plotted as a function of time [Benton, 2004]. 

 

The SSAIRE is the constant particle flux present in the atmosphere over the course of minutes to 

hours. Over shorter time intervals, an individual EAS causes significant variation in the second to 

second particle flux. For example, a rare, high energy GCR primary could enter the atmosphere, 

resulting in a high flux EAS in a region, but this high flux would not be representative of the 

average flux of the region. There are predictable variations to the SSAIRE over longer time 

periods. Over the course of a day, there is diurnal variation in atmospheric secondary particle 
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flux, i.e. a noticeable change in the secondary particle flux during day time versus during night 

time. Over the course of months and years there is variation in solar wind intensity, resulting in 

solar modulation of GCR primary intensity. Within the time frame of minutes to hours, the 

SSAIRE is created by GCR primary particles with energies ranging from about 10 MeV to 1 

TeV. GCR primary particles with energy below 10 MeV have high flux, but they contribute to the 

SSAIRE only at the top of the atmosphere, having insufficient energy to generate EAS that reach 

aviation altitudes (~12 km). GCR primary particles with energy of 1 TeV are incident upon the 

Earth at a rate of 1 particle per meter squared every three hours, and higher energy GCR primary 

particles are rarer. Figure 2.10 displays the neutrons per area per GCR proton versus GCR proton 

energy for several different altitudes.  

The bulk of cosmic ray research has focused on GCR primary particles with energy above 1 TeV 

and these primary particles are the source of a wealth of interesting physics. However, such 

energetic primary particles are too rare to consistently contribute to the SSAIRE and are therefore 

not considered this work.  



39 
 

 

Figure 2.10: Neutrons per area per GCR proton versus GCR proton energy at several altitudes. 

 

The radiation transport code Monte Carlo N Particle (MCNP) was used to model EAS. MCNP is 

a Monte Carlo based radiation transport code, and the use of such codes is standard for modeling 

the interaction of radiation in the atmosphere. Features such as the species, energy, and angle of 

entry of the GCR primary were accounted for in the MCNP model. Likewise, given the 

composition and density of the atmosphere, MCNP contains databases of energy dependent cross 

sections for each particle species, giving the probabilities for different interactions. Given the 

importance of the Monte Carlo method of radiation transport and MCNP to this work, a more 

complete discussion of each is given in chapter 4.    
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2.5. Conclusions 

The models of the physical phenomena discussed can be combined in order to determine the 

secondary particle flux in the atmosphere. The ISO GCR primary model is used to determine the 

GCR flux at the top of Earth’s atmosphere absent the geomagnetic field. The IGRF geomagnetic 

field model gives the particle rigidity for different locations on the Earth, which dictates the 

minimum kinetic energy the GCR primary particles from the ISO model need to traverse the 

geomagnetic field and interact in the atmosphere. The MCNP air shower models are used to 

describe how the GCR primary particles that reach the top of the atmosphere and their secondary 

particles interact. A full description of how the models of the physical phenomena were combined 

to determine the secondary particle flux in the atmosphere is the subject of chapters 3 and 4. 
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CHAPTER III 
 

 

SECONDARY FLUX ENERGY SPECTRUM IN THE ATMOSPHERE 

 

 

 

3.1. Capabilities of the Code 

The goal of this project was to develop a software tool to generate flux energy spectra from 

ionizing secondary radiation produced in the atmosphere as a result of cosmic ray air showers, 

given an altitude, latitude, longitude, and date/time. The finished code is called AIREC – 

Atmospheric Ionizing Radiation Environment Code. In practice, AIREC takes a user input file 

containing a set of coordinates for one date and one secondary particle type and returns a 

secondary flux energy spectrum for each of the user coordinates. The flux energy spectrum has 

units of  

𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠

𝑐𝑚2 𝑠
 

The spectrum is formed by dividing the secondary particles into energy bins. An example of such 

a secondary flux energy spectrum is displayed in Figure 3.1. This figure displays the secondary 

flux energy spectrum at 10 kilometers above Stillwater, OK in November of 2010.



42 
 

 

Figure 3.1: The secondary neutron flux spectrum at 10 kilometers above Stillwater Oklahoma during 

November 2010.  

 

Two broad areas of study can be addressed using the output secondary particle flux spectra 

generated by AIREC:  1) details regarding the particular aspects of the radiation environment 

present in Earth’s atmosphere, and 2) particle spectra for simulations of the effect of this radiation 

on avions, materials, radiological dose, etc. In the study of particular particle types and/or 

physical dependences within the radiation environment, secondary flux spectra such as that 

shown in Figure 3.1 can be generated from AIREC given any latitude, longitude, altitude, date, 

and particle of interest within the following limits:   

1. The altitude must be within the range 0 kilometers to 100 kilometers. 

2. The latitude must be from -90 degrees north to 90 degrees north. 

3. The longitude must be from 0 degrees east to 360 degrees east. 
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4. The date must be from January 1, 1752 to the latest date for which sunspot data is 

available, generally one month prior to the present.   

5. The particle of interest must be one of the following:  neutrons, photons, electrons, 

positrons, positive or negative muons, protons, positive or negative pions, deuterons, 

tritons, helions, alphas, or any heavy ion from lithium to iron. 

From the simulation of these particle spectra for specific sets of conditions, broad trends in the 

atmospheric radiation environment can be ascertained. Such trends include the change in flux as 

functions of the latitude, longitude, altitude, and date on a variety of temporal and spatial scales.  

AIREC generated spectra can be used as input to other computer models, to investigate the effects 

of the radiation present in the atmosphere on various materials and electronics, or for use in 

models that simulate various types of atmosphere phenomena. One example is the determination 

of absorbed dose rates and effective dose rates from a radiation protection point of view produced 

by particular particle species under varying conditions. AIREC can be used to get the spectra for 

each particle species at specified coordinates and a date, and the spectrum for each particle 

species can be converted to dose or effective dose rates using the appropriate fluence to dose 

conversion coefficients. Fluence to dose conversion coefficients have been determined using 

Monte Carlo radiation transport simulations of particles incident on a humanoid phantom. In 

these simulations both the particle fluence across the phantom and the absorbed dose to the 

phantom are recorded, allowing for the calculation of fluence to dose conversion coefficients 

[Ferrari et al., 1997].  Similarly, the effectiveness of various shielding materials when exposed to 

atmospheric radiation can be tested by using the AIREC output as an input in a Monte Carlo 

simulation of the absorbed dose behind such shielding. Alternatively, the response of a particular 

radiation detector to various components of the atmospheric radiation environment can be 

simulated using an appropriate AIREC particle spectrum as input to a Monte Carlo simulation of 
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the detector’s geometry. A detailed example of using an AIREC output spectrum to further 

explore the atmospheric dose rate, the effectiveness of shielding materials, and a comparison with 

a physical detector is given in Chapter 6.  

 

3.2. Necessary Components of the Code 

 The development of AIREC required models of the following physical phenomena: the 

GCR flux at the top of the Earth’s atmosphere, the transport of GCR particles and the secondary 

particles that they produce as they travel through the atmosphere, and the geomagnetic field. Data 

for these models in large part already exist from the development of the CARI-7 code. CARI-7 

was developed by the Federal Aviation Administration (FAA) as a means of calculating the 

effective dose to pilots, flight attendants and aircraft passengers due to atmospheric radiation that 

results from GCR. The transport of GCR particles and their secondary particles through the 

atmosphere is a particularly computationally intensive problem, requiring millions of CPU core 

hours of computation time to simulate. This particle transport data resulted from MCNP (Monte 

Carlo N Particle) code simulations run in the course of developing the CARI-7 software 

[Copeland, 2014; Copeland, 2017]. MCNP was selected for this task in large part for its accurate 

treatment of neutrons, as neutrons at aviation altitudes are responsible for about half of the total 

dose equivalent [Nakamura, 2008]. MCNP’s handling of neutrons has been widely tested against 

experimental results and has returned satisfactory results within statistical uncertainty across a 

variety of problem types [Whalen et al., 1991; Little, 2012].  

The MCNP output data resulting from the development of CARI-7 was in the form of energy 

binned secondary particle flux values at discrete altitudes due to GCR particles of discrete 

energies being propagated into the atmosphere. The secondary flux units were in terms of  
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Φ𝑀𝐶𝑁𝑃 =
𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝐺𝐶𝑅
. 

Here, Φ𝑀𝐶𝑁𝑃 denotes the MCNP flux with the above units. The secondary flux data was recorded 

in terms of secondary particles per centimeter squared at a specific altitude due to a given species 

of GCR of a discrete energy. This secondary flux was divided into energy bins to form a 

secondary flux spectrum. In all, 26 species of particles from hydrogen (Z=1) to iron (Z=26) were 

transported as primary GCR, and for each of these GCR particles 19 different starting energies at 

the top of the atmosphere were simulated, i.e. 26×19=494 unique MCNP simulations were 

conducted. For each simulation the secondary particle flux for each of several species of particles 

was recorded at 19 different altitudes logarithmically spaced from 0 to 100 kilometers. Figure 3.1 

displays the discrete energies used for the GCR particles in the MCNP simulations as red lines 

superimposed on a graph of the continuous GCR spectrum.  
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Figure 3.2: The GCR spectrum with the GCR energies run in MCNP marked with red lines [Cronin, 1999]. 

 

Note that while the GCR spectrum is continuous, discrete energies were used for MCNP 

simulations. Secondary fluxes due to different primary GCR energies were acquired by 

interpolating between the discrete GCR energies used in simulations. The method of interpolation 

is detailed in Chapter 4. Note also that the MCNP simulations did not take into account the 
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magnitude of the GCR flux at different energies. The secondary fluxes in the output were given 

on a per starting particle basis, i.e. the number of secondary particles per centimeter squared for 

each GCR particle of a given energy incident on the top of the atmosphere. The MCNP output 

files describe the average secondary flux average simulating millions of each species of GCR of a 

discrete energy.  

The transition from Φ𝑀𝐶𝑁𝑃 (units of  
𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝐺𝐶𝑅
) to an approximation of the secondary flux 

actually present in the atmosphere (denoted Φ with units of  
𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝑠
) required an incident 

GCR flux in terms of GCR per second. Multiplying the MCNP secondary flux output by the GCR 

flux 

Φ𝑀𝐶𝑁𝑃 × Φ𝐺𝐶𝑅 = Φ = (
𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝐺𝐶𝑅
) (

𝐺𝐶𝑅

𝑠
) =

𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝑠
. 

Another way of representing the secondary flux commonly seen in the literature is via the 

differential flux. The differential flux is obtained by dividing the flux of each energy bin by the 

energy bin width. Thus, 

𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝐹𝑙𝑢𝑥 =
𝑑Φ̇

𝑑𝐸
=  

(𝑀𝐶𝑁𝑃 𝑜𝑢𝑡𝑝𝑢𝑡)×(𝐺𝐶𝑅 𝐹𝑙𝑢𝑥)

𝐸𝑛𝑒𝑟𝑔𝑦 𝐵𝑖𝑛 𝑊𝑖𝑑𝑡ℎ
=

𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝑠 𝑀𝑒𝑉
. 

In the literature the flux is also represented by the lethargy (𝐸 ∙
𝑑Φ

𝑑𝐸
). Given a plot of differential 

flux versus energy, the lethargy is calculated by multiplying each differential flux by its 

corresponding energy, i.e. the lethargy a new set of y values calculated by multiplying each 

original y value by its corresponding x value.     

𝐿𝑒𝑡ℎ𝑎𝑟𝑔𝑦 = 𝐸 ∙
𝑑Φ

𝑑𝐸
=

(𝑀𝐶𝑁𝑃 𝑜𝑢𝑡𝑝𝑢𝑡)×(𝐺𝐶𝑅 𝐹𝑙𝑢𝑥)

𝐸𝑛𝑒𝑟𝑔𝑦 𝐵𝑖𝑛 𝑊𝑖𝑑𝑡ℎ
× (𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝐵𝑖𝑛 𝐸𝑛𝑒𝑟𝑔𝑦) =

𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝑠
. 

Note that the units of lethargy (𝐸 ∙
𝑑Φ

𝑑𝐸
) are the same as those of the secondary flux Φ, but these 

are not identical quantities. The secondary flux is a more fundamental quantity that describes the 
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rate at which secondary particles cross a detector divided by the area of the detector. The lethargy 

is generally used as a visualization tool. It magnifies differences in features of a spectrum that 

would otherwise be missed in a secondary flux or differential flux representation.  

While the product of the MCNP flux and the GCR flux does return the atmospheric secondary 

particle flux with the correct units, there is a further complication. The GCR flux is altered by the 

geomagnetic field. The geomagnetic field deflects incident GCR according to the Lorentz force 

law (equation 2.3). Because the geomagnetic field varies at different geographic coordinates, the 

intensity of the GCR flux likewise varies, which in turn alters the atmospheric secondary particle 

flux.   

In all, the accurate calculation of the secondary particle flux in Earth’s atmosphere required a 

model of the GCR spectrum at the top of Earth’s atmosphere, a model of the interactions of the 

GCR with the atmosphere, and a model of the geomagnetic field, all of which will be discussed in 

chapter 4. The necessity and interplay of these three models are demonstrated in the flowchart of 

Figure 3.3.  
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Figure 3.3: A flowchart describing the interaction of the models used in developing AIREC 

 

3.3. Limitations of AIREC 

AIREC estimates the average features of the ionizing radiation environment in the atmosphere for 

a given location, altitude, and date. AIREC is not able to simulate a number of either rare or 



50 
 

subtle events. Here are described phenomena that were not included in AIREC. Each is a 

potential area for further improvement of AIREC.  

As shown in Figure 3.2, the MCNP data used in developing AIREC resulted from MCNP 

simulations that did not considered GCR with energies greater than 1 TeV. While interesting 

events can result from these higher energy GCR, these events are sufficiently rare that they do not 

significantly contribute to the average secondary flux and were not considered in this thesis work. 

MCNP is not well suited for transporting particles with energies above 1 TeV, thus further work 

in this area would require a different means of investigation [Mashnik, 2017]. The documentation 

for the Monte Carlo based radiation transport code FLUKA records transport limits of up to 20 

TeV for all particle types, making it a possible candidate for simulations of GCR primary 

particles above 1 TeV [Böhlen et al., 2014; Ferrari et al., 2005]. 

Secondary flux contributions from GCR with atomic number greater than 26 were not accounted 

for in AIREC. These high Z GCR are sufficiently rare that they have negligible impact on the 

average atmospheric radiation environment. GCR iron primary flux is many orders of magnitude 

lesser than that of GCR hydrogen primaries, and generally, GCR flux is inversely proportional to 

the atomic number, making GCR primaries of higher atomic number than iron exceedingly rare 

[Beatty et al., 2019].  

As discussed in section 2.2, atmospheric secondary flux resulting from solar particle events (SPE) 

are likewise not incorporated into AIREC. The SPE contribution to the atmospheric secondary 

flux is rare and localized [Cane, 2003], meaning that the average radiation environment in 

minimally affected. While it is true that large SPE can result in secondary particle fluxes that are 

of greater magnitude than the SSAIRE due to GCR primary particles, there do not exist models of 

the SPE that could be incorporated into AIREC. If the flux at the top of Earth’s atmosphere of 

each particle species in a SPE were known, then the flux of these particles could be added to the 
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GCR primary particle flux, and the resulting secondary particle flux due to both GCR and SPE 

could be determined.  

There is a diurnal variation in secondary flux, i.e. a difference in the atmospheric secondary flux 

during the daytime versus nighttime. This is a subtle but detectable variation with the nighttime 

flux exceeding the daytime flux by approximately 0.2% to 0.8% [Brunberg and Dattner, 1953; 

Parker, 1964]. There is not a consensus view on the cause of the diurnal variation of the 

secondary flux, but one theory is that it is due to the interaction of the solar wind with the 

geomagnetic field, modulating the geomagnetic field strength over the course of a day 

[Stassinopoulos, 1987]. Currently, no model of the diurnal variation exists, and it is not part of 

AIREC calculations. Future work could include using experimental data to develop a model of 

the diurnal variation of the secondary particle flux. 

Another limitation of AIREC is that the highest altitude for which a secondary flux spectrum can 

be calculated is 100 kilometers. The 1976 US Standard Atmosphere model does include 

atmospheric data for up to 1,000 kilometers, however the density of the atmosphere at 100 

kilometers is on the order of 10-10 g/cm3, and this density decreases to a magnitude on the order of 

10-18 g/cm3 at 400 km [NOAA, 1976]. At such low atmospheric densities the incident GCR are 

largely unaffected. At most locations on the globe, the geomagnetic field has already attenuated 

the low energy GCR that potentially would be attenuated by the atmosphere from 400 km to 100 

km. Thus, AIREC assumes the flux in this region of the atmosphere to be constant. 
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CHAPTER IV 
 

 

MODELING AND ANALYZING COSMIC RAY INDUCED AIR SHOWERS IN EARTH’S 

ATMOSPHERE 

 

 

 

4.1. Approach to the Problem of Modeling Radiation Transport through the Atmosphere 

Modeling the transport of GCR through the atmosphere was accomplished using the results from 

the MCNP (Monte Carlo N Particle) radiation transport code generated in the course of 

developing the previously described CARI-7 computer model developed by Copeland [Copeland, 

2014; Copeland, 2017]. A description of MCNP, the Copeland MCNP input files, and the 

contents and analysis of the MCNP output files are discussed in the following sections. 

 

4.2. Description of MCNP 

MCNP is a software code developed by Los Alamos National Laboratory that models the 

transport of radiation through matter using the Monte Carlo method. The Monte Carlo method of 

radiation transport is a means of simulating the passage of energetic particles through matter. A 

particle moving through matter can interact with the matter in a number of ways depending on the 
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species of particle, the energy of the particle, and the composition of the matter through which the 

particle travels. MCNP contains databases of cross sections for a multitude of different projectile 

particles, particle energies, and target materials that were determined from theory and experiment. 

These cross sections correspond to the probability of an interaction, i.e. each possible interaction 

for a particle of a given energy traveling through a medium has a cross section describing the 

probability of the interaction occurring [Dupree, 2002; Krane, 1988].  For a given particle, 

particle energy, and medium through which the particle travels, MCNP breaks the particle’s 

trajectory into small distances, or steps. For each step MCNP looks up the relevant cross sections 

and calculates the probability for each of the possible interactions the particle could undergo in 

that step. Each of these interaction probabilities is mapped to a sub interval of numbers between 0 

and 1 where the sub interval size is equal to the size of the interaction probability [X-5 Monte 

Carlo Team, 2003; Knuth, 1981]. Note that there must also be an interval associated with no 

interaction taking place, and all sub intervals must sum to 1. A random number on the interval [0, 

1] is then generated. If the random number falls within an interval corresponding to a given 

interaction, the transported particle is treated as though that interaction occurred. The particle’s 

energy and velocity vector are updated, and the particle moves to the next step. If any additional 

particles were created as a result of the interaction they are banked, i.e. stored in memory and 

transported after the current particle’s history is completed. If the interaction annihilates the 

particle or if the particle exits the user defined bounds of the problem, MCNP continues to the 

next particle to be simulated. This process is used to simulate a number of individual particles 

moving through matter and record some aspect of their average behavior. The resulting average 

particle behavior is also called the tally [X-5 Monte Carlo Team, 2003].  

As an example, consider the radiation transport simulation of neutrons moving through a slab of 

material as shown in Figure 4.1. Suppose the average particle behavior of interest here is the 

number of secondary photons crossing Surface 2 for every neutron of a given energy crossing 
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Surface 1. Surface 2 is a tally surface, and every photon that crosses it will be recorded. At the 

conclusion of the simulation the total number of photons that crossed Surface 2 is divided by the 

total number of starting neutrons, giving the average number of photons crossing Surface 2 for 

each starting neutron. The simulation of one starting particle and all of the secondary particles 

that it produces is known as a particle history. Figure 4.1 shows a hypothetical history for one 

starting neutron. In the initial steps the neutron undergoes no interactions. At event 1 the neutron 

inelastically scatters, producing a secondary photon. The photon is banked, meaning MCNP 

stores it in memory, but its movement through the material is not simulated until after simulating 

the neutron’s movement. The scattered neutron continues until event 2 at which point the neutron 

is captured, and is thus terminated by MCNP. The motion of the banked photon from event 1 

through the slab is then simulated. This photon moves through the slab without interaction until 

event 3, Compton scattering of the photon. The electron produced by the Compton scattering is 

banked, and the photon continues without interaction until event 4, the photon’s exit of the 

problem bounds. Because this photon crossed Surface 2, it is tallied. The electron banked from 

the earlier Compton scattering is then transported and is subject to Coulomb forces in the material 

through which it is traveling, resulting in the production of two Bremsstrahlung photons, events 5 

and 6. At event 7 the electron exits the problem bounds. The two banked Bremsstrahlung photons 

are then transported one after the other, each exiting the problem bounds in events 8 and 9 and 

each photon is tallied when crossing Surface 2 [X-5 Monte Carlo Team, 2003].  
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Figure 4.1. One history of a neutron moving through matter. The event log is as follows: 

1. The incident neutron inelastically scatters, producing a photon, which is banked. 

2. The neutron is captured, resulting in its termination. 

3. The banked photon undergoes Compton scattering, producing an electron, which is banked. 

4. The photon exits the problem bounds and is terminated. 

5. The electron banked from the earlier Compton scattering loses energy due to Coulomb 

interactions, producing a Bremsstrahlung photon that is banked.  

6. The electron produces another Bremsstrahlung photon that is banked. 

7. The electron exits the problem bounds and is terminated. 

8. The first of the banked Bremsstrahlung photons exits the problem bounds and is terminated. 

9. The second of the banked Bremsstrahlung photons exits the problem bounds and is terminated. 

 

Note that the scenario of Figure 4.1 describes only a single starting particle history. For just this 

history the Surface 2 tally is 3, as three photons crossed Surface 2 for this starting neutron. 

However, in order to be confident that the tally accurately represents the average behavior of 
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photons crossing Surface 2 for each neutron crossing Surface 1, there should be a sufficient 

number of starting neutrons simulated such that the tally converges to a constant value. In 

general, the number of starting particles required depends on how common the tallying event is. 

The problem may require thousands, millions, or billions of starting particles, and in practice, 

MCNP returns statistics on the confidence level of the tally that indicate whether or not a 

sufficient number of starting particles were used. For the MCNP simulations of interest for this 

thesis work, the transport of GCR and the secondary particles produced by GCR through the 

Earth’s atmosphere was simulated and the secondary particle fluxes and energy spectra were 

tallied when crossing surfaces at 19 different altitudes. 

Running the MCNP code requires an input file that contains a description of a geometry and 

materials, source particles, tallies of interest, and various particle transport options [Shultis, 2011; 

Werner, 2017]. MCNP simulates the radiation transport given conditions described in the input 

file and returns an output file with tally results and statistics on the confidence level of the results. 

In the following sections each feature of the input file and the interpretation of the output file are 

described. Specific examples relevant to this thesis work of the transport of radiation through the 

atmosphere are presented.  

 

4.2.1. MCNP Input Geometry and Materials 

The MCNP input file contains a geometry section, which describes a model of the physical matter 

in the radiation transport scenario of interest in the simulation. The user first defines surfaces such 

as planes, spheres, cylinders, and cones. From these surfaces different cells, i.e. volumes, are 

defined. Materials must likewise be specified and when defining the cells these materials are 

referenced and a density is provided. To limit the scope of the problem, there must be a boundary 
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surface containing the entire simulation, and any particles that cross this boundary are terminated 

[Shultis, 2011; Werner, 2017]. 

The MCNP geometry of interest for this project needed to accurately represent the geometry of 

the Earth and especially its atmosphere. Simplistically, the Earth could be represented as a sphere 

of water surrounded by a second sphere of gas comprising the atmosphere. However, the 

atmosphere cannot be treated as a constant, as the density of the atmosphere at altitude 

0 kilometers is more than 6 orders of magnitude greater than that of the density of the atmosphere 

at 100 kilometers [NOAA, 1976], i.e. the density of the atmosphere decreases exponentially with 

increasing altitude. Such a difference in density results in a great difference in interaction 

probabilities for particles traversing the medium. Thus, the Earth was modeled as a sphere of 

water surrounded by 100 concentric shells each with radius 1 kilometer greater than the last as 

shown in Figure 4.2. This provided enough data points for the atmosphere density and particle 

interaction probabilities at each altitude to be a reasonable approximation of reality. The 

atmosphere was modeled according to the 1976 standard atmosphere [Copeland, 2014; Copeland, 

2017; NOAA, 1976]. Each 1 km thick shell of the atmosphere had a constant density and 

composition corresponding to the 1976 Standard Atmosphere description of the middle altitude of 

the shell. For example, the shell from 75 km to 76 km had density and composition corresponding 

to 75.5 km.  
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Figure 4.2:  Displayed is the MCNP Geometry of the Earth and its atmosphere. The Earth was modeled as 

a sphere of water, and 100 concentric spheres surrounded it. Each spherical shell contains a 

different atmospheric composition and density as calculated from the 1976 U.S. Standard 

Atmosphere [NOAA, 1976]. 

 

4.2.2. MCNP Input Source Particles 

The MCNP source particles are defined by position, particle type, starting energy, direction of 

flight, and several other less commonly adjusted default parameters. The particle starting 

position, particle type, starting energy, and direction of flight can be set as a single, constant value 

or as a distribution values. Hence, the position of starting particles could be a single point, 

defined across a surface, or defined throughout a volume. The particle type could be a single 
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species or multiple species. Particles can be monoenergetic, defined across a discrete spectrum, or 

defined across a continuous spectrum. The direction of flight can be defined as isotropic, 

monodirectional, or by a function describing the probabilities of different directions of flight 

[Shultis, 2011; Werner, 2017].  

For the input files of interest in this project, separate simulations were run for different GCR 

primary particles ranging from Hydrogen (Z=1) to Iron (Z=26). The starting particles were 

generated uniformly across the inner surface of the 100 kilometer altitude sphere with initial 

direction uniformly distributed from cos(-90°) to cos(90°) where the angle is taken with respect to 

a normal vector pointing to the center of the sphere. For each GCR a unique simulation was run 

for each of 19 discrete energies logarithmically spaced from 1 MeV to 1 TeV. Thus, 26×19 = 494 

unique input files were used for simulations. Additional input files were constructed for further 

runs to verify results and to improve statistics.  

 

4.2.3. Quantities Determined by MCNP Simulations 

While it is possible to track every particle movement in MCNP, the user generally uses one of the 

standard tallies available in the program. A tally refers to counting, i.e. keeping tally, of the 

events of interest. The following table lists the standard MCNP tallies. 
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Tally Mnemonic Description Units 

F1 Surface current particles 

F2 Surface flux particles/cm2 

F4 Track length estimate of cell flux particles/cm2 

F5 Flux at a point or ring detector particles/cm2 

F6 Track length estimate of energy deposition MeV/g 

F7 Track length estimate of fission energy deposition MeV/g 

F8 Pulse height Tally pulses 

 

Table 4.1: Tally quantities available in MCNP [X-5 Monte Carlo Team, 2003]. 

 

The F1, F2, F6, and F8 tallies were of primary interest in this project. Note that these are all 

recorded in the MCNP output file in terms of per starting particle, i.e. each tally is divided by the 

number of starting particles. The F1 tally provides the total number of a species of particle 

crossing a surface, then divides this result by the total number of starting particles. The F2 tally is 

the F1 tally divided by the area of the surface of interest. The F6 tally is used to determine the 

total energy deposited in a cell divided by the total number of starting particles. The F8 tally is 

used to create an energy spectrum of the energy deposited in a cell. The F8 tally can be used to 

model a physical detector [X-5 Monte Carlo Team, 2003; Wilcox, 2014; Hughes, 2014]. 

For each of the simulations carried out for this work, an F2 type tally for surface flux per starting 

particle was used at 19 different altitudes, i.e. 19 of the spherical surfaces in Figure 4.2 were used 

as tallying surfaces. The tallied particles were neutrons, photons, electrons and positrons, positive 

and negative muons, protons, positive and negative pions, deuterons, tritons, helions, alphas, and 

heavy nuclei including lithium (Z=3) to iron (Z=26). Each particle tally was divided into energy 

100 logarithmically spaced energy bins from 1 MeV to 1 TeV. For neutrons and photons an 

additional 100 logarithmically spaced energy bins from 10 eV to 1 MeV were included.  

Note that electrons and positrons were tallied together, as were positive and negative muons, and 

positive and negative pions. These particles were separated later into negative and positive 
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components using results from prior experiments and theory. Positive and negative electron 

fluxes were determined using the charge ratios as a function of energy presented in [Grieder, 

2001] and then multiplying the total electron flux by the appropriate ratio. Figure 4.3 displays 

experimental and theoretical results for the electron to positron ratio at different atmospheric 

depths as provided by [Grieder, 2001]. 

 

 

Figure 4.3: The charge ratio of electrons and positrons as found from different experimental and 

theoretical methods versus atmospheric depth [Grieder, 2001]. 

 

The relative flux of positive and negative muons was determined based on the muon charge ratios 

in different energy regions at different atmospheric depths given in [Grieder, 2001] and displayed 

in Figure 4.4.  
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Figure 4.4: The charge ratio of positive to negative muons in different energy regions versus atmospheric 

depth [Grieder, 2001]. 

 

Although there exists no experimental data of the pion charge ratio in the atmosphere, from the 

chapter 2 discussion on air showers it was seen that the charged pions decay to muons with the 

same charge. This indicates that the pion charge ratio is likely nearly the same as the muon charge 

ratio. Therefore, the charge ratio data for muons shown in Figure 4.4 was also used to separate the 

pion flux into positive and negative portions.   

 

4.2.4. MCNP Physics Options 

MCNP is able to transport many particle types including neutrons, photons, electrons, positrons, 

protons, muons, pions, and heavy ions. Neutrons can be transported to a minimum energy of 0 
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eV, photons to 1 eV, electrons to 10 eV, and most other particles to 1 keV. Because experimental 

cross section data does not exist for every particle at every energy, physics models must be used 

to determine the probabilities of interactions for some cases. The maximum energy to which 

particles can be transported while maintaining reliable results is 1 TeV [Mashnik et al., 2017]. 

Figure 4.5 displays the different models and experimental data MCNP uses for each particle in 

different energy ranges [Waters, 2020]. These energies can be adjusted by the user, causing 

MCNP to neglect particles above or below an energy threshold. For the MCNP input files of this 

work, the maximum energy was raised to allow for the transport of 1 TeV particles.  

The handling of particle collisions is another physics option that can be adjusted in MCNP. By 

default, MCNP does not propagate light ions that result from neutron nuclear collisions, where 

MCNP defines light-ions to be protons, deuterons, tritons, helions, and alphas [Werner, 2017]. 

For the MCNP simulations of this work, light ion recoil from neutron nuclear interactions was 

enabled.  
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Figure 4.5: MCNP collision model used for particles in different energy ranges [Waters, 2020]. 

 

4.2.5. MCNP Statistics 

In MCNP each starting particle history is treated as independent of all others. The distribution of 

each starting particle’s contribution to each tally is assumed to be identical, i.e. if x represents the 

contribution of a single starting particle history to a tally, then all starting particles have the same 

probability density function f(x). Under these assumptions the central limit theorem (CLT) applies 

to the MCNP tally results. The true mean 𝜇 is given by  

            𝜇 = 𝐸(𝑥) = ∫ 𝑥𝑓(𝑥)𝑑𝑥.       4.1 

In practice the true mean is generally unknown and is approximated by the sample mean, defined 

as               
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   𝑥̅ =
1

𝑁
∑ 𝑥𝑖

𝑁
𝑖=1 .     4.2  

Here, 𝑥̅ is the sample mean, N is the number of starting particles, and 𝑥𝑖 is the contribution to the 

tally from the ith history. The variance of the population of 𝑥 values is 𝑉𝑎𝑟(𝑥), and is given by 

           𝑉𝑎𝑟(𝑥) = 𝜎2 = ∫(𝑥 − 𝐸(𝑥))
2

𝑓(𝑥)𝑑𝑥 = 𝐸(𝑥2) − (𝐸(𝑥))2.  4.3  

Here, 𝜎 is the standard deviation of the population of 𝑥 values. As is the case with the expected 

value, the true value of the variance is rarely known and is estimated by                 

                𝑆2 =
∑ (𝑥𝑖−𝑥̅)2𝑁

𝑖=1

𝑁−1
≈ 𝑥2̅̅ ̅ − 𝑥̅2.   4.4 

Here, 𝑆2 is the estimated variance, 𝑆 is the estimated standard deviation, and , 𝑥̅, N, and 𝑥𝑖 are as 

previously defined. The remaining term 𝑥2̅̅ ̅ is defined by 

        𝑥2̅̅ ̅ =
1

𝑁
∑ 𝑥𝑖

2𝑁
𝑖=1 .      4.5 

The true variance of the mean is denoted 𝜎𝑥̅
2 where 𝜎𝑥̅ is the true standard deviation of the mean. 

The true variance of the mean is given by the equation 

                     𝜎𝑥̅
2 =

𝜎2

𝑁
.         4.6  

In practice the true variance of the mean is generally unknown, and an estimate of the variance of 

the mean is used. The estimated variance of the mean is denoted 𝑆𝑥̅
2 and is given by the equation, 

            𝑆𝑥̅
2 =

𝑆2

𝑁
.     4.7 

Hence, the estimated standard deviation of the mean is 𝑆𝑥̅. By the CLT the random variable,  

                   𝑍𝑁 =
𝑥̅−𝜇

𝜎
√𝑁⁄

=
𝑥̅−𝜇

𝜎𝑥̅
,     4.8 
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converges to the standard normal random variable as N goes to infinity. The denominator 

contains the term for the true standard deviation of the mean, but when calculating the probability 

that 𝑥̅ lies within an interval, the estimated standard deviation of the mean is used. Hence, the 

confidence that a tally 𝑥̅ lies within two constant values 𝑎 and 𝑏 is given by, 

Pr[𝑎 < 𝑥̅ < 𝑏] = Pr [
𝑎 − 𝜇

𝜎𝑥̅
<

𝑥̅ − 𝜇

𝜎𝑥̅
<

𝑏 − 𝜇

𝜎𝑥̅
] =

1

√2𝜋
∫ 𝑒

−𝑡2

2⁄  𝑑𝑡 ≈

𝑑

𝑐

 

                Pr [
𝑎−𝜇

𝑆𝑥̅
<

𝑥̅−𝜇

𝑆𝑥̅
<

𝑏−𝜇

𝑆𝑥̅
].        4.9 

Here the constants of integration 𝑐 and 𝑑 represent 
𝑎−𝜇

𝜎𝑥̅
 and 

𝑏−𝜇

𝜎𝑥̅
, respectively. MCNP reports 

uncertainty in terms of the estimated relative error R, defined as, 

  𝑅 =
𝑆𝑥̅

𝑥̅⁄ .        4.10 

The MCNP tally, along with its uncertainty, is reported as,  

  𝑥̅(1 ± 𝑅).       4.11 

This gives a one standard deviation confidence interval, meaning that if the MCNP simulation 

were rerun many times then 68% of the time the tally is expected to fall within the reported 

confidence interval. This does not indicate that a real world experiment of the same type as the 

MCNP simulation would result in a mean value within the interval from 𝑥̅ − 𝑅 to 𝑥̅ + 𝑅 68% of 

the time. 

By the CLT definition, 𝑍𝑁 only behaves as a standard normal random variable as 𝑁 goes to infinity. 

In practice an infinite number of contributions to the tally is impossible, so the following table 

provides general guidelines for how many tallies must be recorded to achieve different values for 

R.  
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𝑛 1 4 16 25 100 400 

𝑅 1 0.5 0.25 0.2 0.1 0.05 

 

Table 4.2: Estimated relative error 𝑅 vs. number of identical tallies 𝑛 for large number of 

starting particle histories 𝑁 [X-5 Monte Carlo Team, 2003]. 

 

The MCNP guidelines for acceptable values of 𝑅 are given in the following table: 

 

Range of R Quality of the Tally 

0.5 to 1 Garbage 

0.2 to 0.5 Unreliable 

0.1 to 0.2 Questionable 

< 0.10 Generally reliable 

 

Table 4.3: Guidelines for Interpreting the Relative Error 𝑅 [X-5 Monte Carlo Team, 2003]. 

 

In the MCNP simulations of this work, the majority of the relative errors were below 0.10, 

putting them within the MCNP “generally reliable” range. However, some energy bins collect 

counts from rare events, and do not receive adequate counts to have reliable statistics. Rare events 

are inevitable in large scale MCNP simulations such as those of this project, but they have 

negligible effect on the average state of the atmospheric radiation environment. Thus, the small 

number of energy bins with “questionable,” “unreliable,” or even “garbage” quality tallies did not 

invalidate the overall results of the simulations. These MCNP reported uncertainties are only 

statistical uncertainties, i.e. they describe only the counting statistics of the tallies recorded by 

MCNP simulations, not the uncertainty of physical reality.  
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4.3. Interpolating the MCNP Results 

For each of the 26 GCR species from hydrogen to iron, a unique MCNP simulation was run for 

each of 19 discrete energies logarithmically spaced from 1 MeV to 1 TeV. Thus, 26×19 = 494 

unique input files were used for simulations. In each of these simulations, the secondary flux 

spectrum per GCR, i.e. Φ𝑀𝐶𝑁𝑃 had units of (
𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝐺𝐶𝑅
) and was tallied for 37 different 

secondary particle species (neutrons, photons, electrons and positrons, positive and negative 

muons, protons, positive and negative pions, deuterons, tritons, helions, alphas, and heavy nuclei 

including lithium to iron) at 19 discrete altitudes. The MCNP simulation geometry and tallies are 

shown in Figure 4.6. 

 

 

Figure 4.6: The geometry and tallies of the MCNP simulations. Each simulation used one monoenergetic 

GCR particle species as source particles and tallied each of the secondary particle species 

crossing spherical surfaces at 19 different altitudes. 
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Although in MCNP simulations a discrete number of monoenergetic GCR particles were 

simulated, in reality the GCR flux spectrum is continuous. The red vertical lines from Chapter 3 

Figure 3.2 display the 19 discrete energy values simulated in MCNP along with the actual 

continuous spectrum. While any continuous phenomenon requires a discrete approximation to 

model, the 19 energy values were insufficient to adequately represent the GCR flux spectrum. In 

order to determine Φ𝑀𝐶𝑁𝑃 due to any GCR energy in the interval from 1 MeV to 1 TeV at each of 

the 19 discrete altitudes, a continuous model was fit to the discrete data. Linear spline 

interpolation was used to fit the 19 GCR energies and their corresponding Φ𝑀𝐶𝑁𝑃, yielding 

functions that were used to determine Φ𝑀𝐶𝑁𝑃 due to any intermediate GCR energy, for a given 

the GCR particle species and altitude. Using for loops in code, this process of fitting the MCNP 

data of Φ𝑀𝐶𝑁𝑃 versus GCR energy with a linear spline interpolation was repeated for each GCR 

particle species and each of the 19 MCNP altitudes used for tallying. One example of results from 

the linear spline interpolation of Φ𝑀𝐶𝑁𝑃 versus GCR energy is displayed in Figure 4.8. Here, the 

MCNP data contained Φ𝑀𝐶𝑁𝑃 of neutrons at 21 kilometers due to GCR protons of 1×105 MeV 

and of 2×105 MeV. Using linear spline interpolation, the neutron Φ𝑀𝐶𝑁𝑃 due to GCR protons of 

1.52×105 MeV was found. 
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Figure 4.7: At an altitude of 21 kilometers the neutron 𝛷𝑀𝐶𝑁𝑃 due to GCR protons of different initial 

energies. 

 

For most GCR species Φ𝑀𝐶𝑁𝑃 was found as described above. However, for the cases in which the 

GCR species and secondary species were the same, e.g. the proton Φ𝑀𝐶𝑁𝑃 due to GCR protons, a 

different approach was taken. The secondary flux spectra per GCR of the same species as the 

GCR particle often contained a significant number of GCR particles that retained almost all of 

their initial energy, resulting in a spike in Φ𝑀𝐶𝑁𝑃 in the energy bin corresponding to the GCR 

energy. This phenomenon of GCR primaries causing a spike in Φ𝑀𝐶𝑁𝑃 is displayed in Figure 4.7. 

Here, both 1×105 MeV GCR protons and of 2×105 MeV GCR protons were simulated in MCNP, 

and the proton Φ𝑀𝐶𝑁𝑃 was tallied at an altitude of 21 kilometers. Note that the proton Φ𝑀𝐶𝑁𝑃 due 

to 1×105 MeV GCR protons has a spike in the energy bin containing 1×105 MeV, indicating that 

many of the GCR protons retain the vast majority of their energy from the top of the atmosphere 

to an altitude of 21 kilometers. The same feature is present in the proton Φ𝑀𝐶𝑁𝑃 due to 2×105 



71 
 

MeV GCR protons. Also shown is the linear spline interpolation for the proton Φ𝑀𝐶𝑁𝑃 due to 

GCR protons with energy between the two GCR energies simulated in MCNP. This linear spline 

interpolation was performed while treating all Φ𝑀𝐶𝑁𝑃 energy bin values identically. However, 

this spectrum does not match the shape of either of the spectra resulting from the MCNP 

simulations. Given GCR energy of 1.52×105 MeV the resulting secondary proton flux spectrum 

should have a spike in flux in the bin containing 1.52×105 MeV.   

 

Figure 4.8:  Secondary proton flux spectra from MCNP and an incorrect interpolated spectrum. 

 

 

To correct the spectral shape, the secondary flux bin containing the GCR energy, as well as the 

three nearest lower energy neighbors, were each interpolated separately from the other secondary 

flux bins. Rather than interpolating the peak based on the secondary bin values from the MCNP 
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produced spectra, the peak was interpolated based on the peak values from the MCNP spectra, 

regardless of which secondary bins contained those peaks. The corrected spectrum is displayed in 

Figure 4.9. 

 

Figure 4.9: The proton 𝛷𝑀𝐶𝑁𝑃 and the corrected interpolated spectra formed by separately 

interpolating the peak and the other secondary bins. 

 

Using the functions acquired by interpolating the Φ𝑀𝐶𝑁𝑃 versus GCR energy data, the 19 MCNP 

simulated GCR energies were expanded to 100 GCR energies, i.e Φ𝑀𝐶𝑁𝑃 was determined at 19 

different altitudes due to 26 different GCR species each of 100 different starting energies. These 

100 GCR energies were a much closer approximation to the continuous GCR flux spectrum than 

were the 19 MCNP simulated energies.  

The Φ𝑀𝐶𝑁𝑃 for each secondary particle species were made at 19 discrete altitudes. However, 

Φ𝑀𝐶𝑁𝑃 at any altitude from 0 km to 100 km is of interest. A continuous model was fit to the 
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discrete data at 19 altitudes to determine Φ𝑀𝐶𝑁𝑃 at any altitude. Cubic spline interpolation was 

used to fit the 19 MCNP simulated altitudes and their corresponding Φ𝑀𝐶𝑁𝑃, yielding functions 

that were used to determine Φ𝑀𝐶𝑁𝑃 at any intermediate altitude due to any of the 26 simulated 

GCR particle species and any of the 100 interpolated GCR energies. The actual altitude for which 

Φ𝑀𝐶𝑁𝑃 was calculated depended upon the user input. For each altitude specified by the user, 

AIREC uses a for loop to fit the Φ𝑀𝐶𝑁𝑃 versus altitude data for every GCR particle and energy. 

Figure 4.8 displays an example interpolation for the total neutron Φ𝑀𝐶𝑁𝑃, i.e. the integrated 

spectrum, resulting from 100 GeV GCR protons versus altitude. A single interpolated neutron 

Φ𝑀𝐶𝑁𝑃 spectrum compared to simulated Φ𝑀𝐶𝑁𝑃 spectra is displayed in Figure 4.9.  

 

Figure 4.10: The neutron 𝛷𝑀𝐶𝑁𝑃 tallied in MCNP simulations along with a cubic spline interpolation of 

the data. 
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Figure 4.11: An interpolated secondary neutron flux spectrum at 22 km compared to MCNP secondary 

neutron spectra tallied at 21 km and 24 km. All displayed spectra resulted from 100 GeV GCR 

protons.  

 

 

4.4. The Galactic Cosmic Ray Flux 

Referring back to the flowchart of Figure 3.3, models for three physical phenomena were 

required: EAS, GCR incident at the top of the Earth’s atmosphere, and the geomagnetic field. The 

MCNP simulations of EAS and the interpolation of the MCNP data returned the secondary 

particle flux that results from a single GCR primary particle of a given species and energy 

(
𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝐺𝐶𝑅
). The International Standards Organization (ISO) and International Geomagnetic 

Reference Field (IGRF) models were used to calculate the GCR incident at the top of the Earth’s 

atmosphere and the geomagnetic field strength, respectively. The ISO GCR model was used to 



75 
 

calculate the GCR flux spectrum as a function of time. The time is relevant, because as shown in 

Chapter 2 Figure 2.4, the GCR flux spectrum varies inversely with solar intensity. Once the GCR 

flux spectrum is determined as a function of time, the global coordinate (latitude, longitude, 

altitude) must be considered. The geomagnetic field strength varies as a function of both the 

coordinate and time. The IGRF model is used to calculate the geomagnetic rigidity for the time 

and coordinates of interest.  

Figure 4.12 displays the GCR proton flux spectrum for June 2010. The figure also shows the 

minimum energy necessary for protons to enter the atmosphere at several different latitudes with 

constant longitude of 0° and constant altitude of 20 km. This minimum energy was calculated by 

converting the vertical cutoff rigidity (VCR) to the corresponding energy. Although the GCR flux 

energy spectrum of Figure 4.10 appears to be continuous, in practice, for AIREC calculations the 

ISO GCR flux spectrum is divided into 100 discrete energy bins. The VCR acts as a high pass 

filter; if the GCR flux in the bin has an energy greater than the energy corresponding to the VCR, 

it contributes to the SSAIRE, otherwise it does not. For example, in Figure 4.12 at a latitude of 

30° only the GCR primary particles with energy greater than 104 MeV contribute to the SSAIRE. 

If only a portion of the bin has particle rigidity greater than the VCR, then only that fraction 

contributes to the SSAIRE. For example, if the VCR is 5.5 GV, and the GCR flux bin ranges 

from 5 GV to 6 GV, then only half of the flux in that bin contributes to the SSAIRE.  
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Figure 4.12: The ISO model GCR proton flux spectrum, and the VCR converted to energy for several 

latitudes with constant longitude of 0° and constant altitude of 20 km. 

 

For each GCR flux spectrum energy region that contributes to the SSAIRE, the GCR flux is 

multiplied by the corresponding MCNP secondary particle flux per GCR to determine the 

magnitude of its contribution 

Φ𝑀𝐶𝑁𝑃 × Φ𝐺𝐶𝑅 = Φ = (
𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝐺𝐶𝑅
) (

𝐺𝐶𝑅

𝑠
) =

𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠

𝑐𝑚2 𝑠
 

The total secondary particle flux is found by adding the secondary particle flux due to each GCR 

particle species in each energy region, 

Φ𝑡𝑜𝑡 = ∑ (∑ Φ𝑀𝐶𝑁𝑃 × Φ𝐺𝐶𝑅𝐺𝐶𝑅 𝐸𝑛𝑒𝑟𝑔𝑦 )𝐺𝐶𝑅 𝑆𝑝𝑒𝑐𝑖𝑒𝑠 . 
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4.5. Uncertainty in Results 

As stated in section 4.2.5 MCNP statistics, the uncertainty in the MCNP tally results is 

uncertainty due to counting statistics, not real world uncertainty. This statistical uncertainty can 

be propagated throughout the interpolation of the MCNP tally results as described in section 4.3, 

i.e. the uncertainty due to each of the MCNP tally values used in interpolation could be used as 

inputs in a function to determine the net statistical uncertainty, but this calculation would not 

provide the desired real-world uncertainty. 

The discrepancy between the statistical uncertainty and the real-world uncertainty results from the 

lack of reported uncertainties in reaction cross sections used in radiation transport codes. In 

MCNP simulations every time a projectile particle interacts with a target particle, MCNP looks 

up the relevant reaction cross sections in order to determine the probabilities of different 

outcomes resulting from the interaction. Each interaction result should have an accompanying 

uncertainty due to the cross section uncertainty. One simulated projectile particle may undergo 

many interactions throughout its history and each interaction result is calculated from a cross 

section that should have an accompanying uncertainty. The uncertainty from each interaction 

should be propagated to determine a total uncertainty for the particle. However, neither MCNP 

nor any other Monte Carlo radiation transport code has data on reaction cross section uncertainty. 

The determination of the uncertainties in cross section values has been a long standing problem in 

the Monte Carlo radiation transport code community. The MCNP cross sections result either from 

experiment or from theory. In the case of experimentally verified cross section values, it is 

feasible that uncertainties for the cross sections could be determined. In theoretical calculations it 

is less clear how the cross section uncertainty could be determined. This large scale problem of 

determining reaction cross section uncertainties is intractable and lies beyond the scope of the 

work of this thesis. 
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Although the cross section uncertainties are unknown, it is believed that the total uncertainty in 

AIREC results is primarily due to the uncertainty in the cross sections rather than the uncertainty 

in MCNP counting statistics. This conclusion was reached by consideration of the reported 

uncertainty in results from atmospheric radiation dosimetry codes [Bottollier-Depois et al., 2012]. 

The EURADOS Report on the comparison of multiple radiation exposure codes found that the 

codes were generally in agreement with the median value of all tested codes to within ±20% 

[Bottollier-Depois et al., 2012]. Although this is a considerable amount of uncertainty, radiation 

dosimetry experimental measurements generally have uncertainties of ±20% to ±30% [Bottollier-

Depois et al., 2012]. 

In light of the EURADOS Report estimate of ±20%, it is reasonable to use this uncertainty for 

AIREC values. However, the AIREC uncertainty should be lower than that of radiation dosimetry 

codes. Radiation dosimetry codes convert radiation flux to dose rate by the use of fluence to dose 

conversion factors. These fluence to dose conversion factors often have a large amount of 

uncertainty in their value, adding additional uncertainty to the radiation dose value. Because 

AIREC returns the secondary particle flux spectrum and not a dose, the additional uncertainty due 

to fluence to dose conversion factors is never introduced. Nevertheless, all AIREC results are 

conservatively assumed to have an uncertainty of ±20%. 

 

4.6. Concluding Remarks 

The MCNP output files resulting from Copeland’s development of CARI-7 were expanded 

through interpolation to include secondary particle fluxes that were not tallied in the original 

simulations. From these interpolations the secondary particle flux per GCR could be calculated at 

any altitude from 0 to 100 kilometers due to any GCR from hydrogen (Z=1) to iron (Z=26) of any 

energy from 1 MeV to 1 TeV. This secondary particle flux per GCR information when combined 
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with the GCR spectrum model described in Chapter 4 gives an accurate description of the 

atmospheric radiation environment absent the geomagnetic field. 
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CHAPTER V 
 

 

VERIFICATION AND VALIDATION OF AIREC 

 

 

 

AIREC is one of the first computer models designed to estimate the secondary particle flux from 

GCR-initiated air showers in the atmosphere. To properly validate the model, it is important to 

compare AIREC results with empirical measurements made in the atmosphere. Unfortunately, 

there is a serious lack of such measurements on which to base such comparisons and in some 

cases, the required experimental data would be nearly impossible to obtain due to practical 

difficulties in operating large radiation detectors and high altitudes for sufficiently long periods of 

time to obtain statistically useful measurements. For example, AIREC can return the secondary 

pion flux spectrum at 70 kilometers above the equator. For January 2020 at 0° N, 0° E, and 70 

km, AIREC calculates the secondary pion flux to be 3.4×10-6 pions (cm2 s)-1, i.e. about 2 pions 

would cross a 1 cm2 detector per week. Experimental verification of this result would require a 

detector capable of discriminating between pions and other charged particles and of measuring 

the pion energy spectrum. A detector capable of making such a measurement would be quite 

large, consisting of multiple independent detectors separated by layers of high density material 

such as lead and perhaps using a powerful magnet operating as a particle velocity selector. Due to 

the low flux, this hypothetical pion detector would require months of measurements to obtain 
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statistically significant results. The detector would require an apparatus to maintain its position 

during those months. The cost and infeasibility of such an experiment make it all but impossible 

to ever carry out.  

An extensive review of the literature revealed atmospheric radiation environment data from a 

modest number of experiments and model simulations that can be compared with AIREC results. 

This data includes only a discrete number of dates and locations in the atmosphere. These results 

from the literature are compared to the corresponding AIREC results in this chapter.  

 

5.1. Experiments  

Neutron ground monitors are used to detect the secondary neutron flux at the surface of the Earth 

as a way to measure primary GCR flux at the top of the atmosphere and as a monitor of space 

weather, i.e. solar activity-induced interactions between the interplanetary and geomagnetic 

fields. The neutron monitor operated in Thule, Greenland has publicly available data of neutron 

flux over time, which is displayed in Figure 5.1, alongside comparable data calculated using 

AIREC. The sinusoidal variation in secondary neutron intensity results from solar modulation of 

the GCR flux. The Thule neutron monitor data variation is a measurement that varies as a direct 

result of the solar modulation of GCR flux. In AIREC the ISO model is used to determine the 

solar effects on the GCR flux. The sunspot number is used as a proxy for solar wind intensity, i.e. 

the sunspot number is used as an input for a model of solar modulation of GCR flux. Thus, the 

AIREC method of calculating the effects of solar modulation and the Thule ground monitor 

measurements are independent of one another, yet both show the same sinusoidal variation in 

neutron flux versus time. The Thule data shows more variation in peak and trough height from 

cycle to cycle than does the AIREC data. The AIREC peaks are generally broader, plateauing 

across time at the maxima. Ultimately, this comparison is demonstrative of the ISO model’s 
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accuracy in tracking the GCR intensity, and gives negligible information about AIREC as a 

whole. The difference between the sunspot and neutron monitor methods for tracking solar 

activity indicates that a future version of AIREC would benefit from having an option to use 

either method.  

 

Figure 5.1:  Experimental data and AIREC calculated data for relative neutron flux versus time at Thule, 

Greenland (76.5° N, 68.7° W, 26 m) [Bartol Institute]. 

 

Experiments to determine a neutron spectrum are difficult, because neutrons do not directly 

ionize matter. Thus, secondary events resulting from neutron nuclear reactions that produce 

charged particles or gammas must be detected, and the original neutron energy is inferred from 

these secondary particles [Krane, 1988]. Neutron spectrum measurements are generally 

conducted using a Bonner sphere spectrometer (BSS). These detectors consist of an array of 

spheres of different diameters, each of which has different amounts of shielding. The varying 
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amount of shielding are used to slow incident neutrons of various energies sufficiently, such that 

they will undergo nuclear interactions, producing secondary particles that can be detected. Thus, 

each sphere is selected to be sensitive to a different energy range of neutrons.  

The pulse height spectrum that results from a neutron spectral experiment using a BSS does not 

match the shape of the actual neutron spectrum. In order to interpret a BSS measurement, there 

must be prior knowledge as to the sensitivity of each Bonner Sphere to neutrons of different 

energies. For a given sphere the count rate versus energy is known as the response function of the 

sphere. The collection of response functions for all of the spheres of the BSS is known as the 

response matrix. Originally, response functions were determined experimentally by exposing 

spheres of various diameters to neutrons of different energies [Bramblett et al., 1960]. Currently, 

response functions are generally determined from Monte Carlo radiation transport simulations. 

Each sphere of a given diameter is exposed to monoenergetic neutron beams in a variety of 

simulations, covering a range of neutron energies [Mares et al., 1991; Goldhagen et al., 2002].  

Once the response functions and pulse height spectrum from the experiment are known, the actual 

incident neutron spectrum is determined by a process known as unfolding. The unfolding process 

requires an initial guess of the neutron spectrum shape. This hypothetical neutron spectrum is 

then used as an input into the response functions, which results in a model pulse height spectrum. 

If this model pulse height spectrum matches the actual pulse height spectrum acquired from the 

experiment, then it is assumed that the hypothetical neutron spectrum matches the actual neutron 

spectrum, and the unfolding process ends. If the model pulse height spectrum does not match the 

actual pulse height spectrum, then the initial guess of the neutron spectrum is adjusted, and the 

process is repeated. This continues until the hypothetical neutron spectrum results in a model 

pulse height spectrum that matches the experimental pulse height spectrum [Goldhagen et al., 

2002; Goldhagen et al., 2002; Perey, 1977; Reginatto, 2010].  
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Thus, any BSS neutron spectrum measurement is highly dependent upon a priori assumptions, 

namely the cross sections used by the Monte Carlo radiation transport code used in determining 

the response functions, the unfolding algorithm used, and the initial guess of the neutron energy 

spectrum. Results from an experiment are therefore not unique. The results of neutron spectral 

measurements are often plotted as lethargy versus energy. Recall from chapter 3 section 3.2 that 

the lethargy is the product of the differential flux (y-value) and the average bin energy (x-value). 

This exaggerates distinctions between features of the spectrum, making the lethargy a useful plot 

for visualization.    

A neutron spectral experiment was conducted at the High Altitude Research Station in 

Jungfraucjoch, Switzerland at the coordinates 46.55° N, 7.98° E, and 3.585 km using a BSS 

[Mares et al., 2020]. These experimental results, together with the corresponding AIREC 

calculations, are displayed as lethargy spectra in Figure 5.2. The Jungfraucjoch experimental 

results have a peak between 1 and 10 MeV and a second, higher peak above 100 MeV. In 

contrast, the AIREC results have a higher peaked region from 1-10 MeV and a second, lower 

peak above 100 MeV. The AIREC peak from 1-10 MeV is much wider and has several local 

minima and maxima throughout this energy region, while the Mares data in this energy range 

contains a single peak that is nearly symmetrical.  

For each spectrum the peak near 1 MeV results from evaporation neutrons [Goldhagen et al., 

2004]. Evaporation neutrons can result following nuclear interactions between energetic hadrons 

and target nuclei. A target nucleus can absorb a projectile particle or a portion of its kinetic 

energy, enter an excited state, then emit another particle (or particles). The process of the nucleus 

emitting particles following excitation is referred to as evaporation, and if the emitted particle is a 

neutron it is referred to as an evaporation neutron [Krane, 1988; Russell, 1990]. The intermediate 

state of the nucleus is referred to as a compound nucleus. This interaction is represented 

symbolically as 
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𝑎 + 𝑋 → 𝐶∗ → 𝑌 + 𝑏. 

Here, 𝑎 is the initial projectile particle, 𝑋 is the target nucleus, 𝐶∗ is the compound nucleus (the 

asterisk indicates an excited state), 𝑌 is the nucleus following de-excitation, and 𝑏 is an 

evaporation particle [Krane, 1988]. Evaporation neutron energies are typically below 20 MeV 

[Russell, 1990], which makes evaporation neutrons a plausible explanation for the peak seen 

around 1 MeV in the neutron spectral data. 

Each of the AIREC and [Mares et al., 2020] neutron spectra contain a peak around 100 MeV. 

This peak is most likely the result of neutrons produced through intranuclear cascades. An 

energetic projectile hadron with sufficient energy can cause spallation of a target nucleus, 

releasing the constituent hadrons of the nucleus as energetic secondary particles [Schraube, et al. 

1997; Russell, 1990]. The hadrons resulting from intranuclear cascades typically have energies 

greater than 20 MeV [Russell, 1990], making intranuclear cascades a plausible explanation for 

the peak seen around 100 MeV in the neutron spectral data. 
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Figure 5.2:  Experimental data and AIREC calculated data for the neutron spectrum at the High Altitude 

Research Station in Jungfraucjoch, Switzerland at the coordinates 46.55° N, 7.98° E, and 

3.585 km in September of 2018 [Mares et al., 2020].  

 

There are several potential causes of the discrepancies between the [Mares et al., 2020] 

experiments and AIREC results. [Mares et al., 2020] used MCNP4 and LAHET Monte Carlo 

radiation transport codes for calculating Bonner sphere response functions [Mares et al., 1998; 

Mares et al., 2020]. The data on from which AIREC was developed resulted from MCNPX 

simulations. The Mares data was unfolded using an in house version of the MSANDB code, and 

different unfolding methods can produce different results [Mares et al., 2020]. The most likely 

source of disagreement is that the Mares measurements were made at an altitude of 3.585 km, but 

these were still ground based measurements. In the MCNP simulations used to develop AIREC, 

the surface of the Earth is treated as a uniform sphere of water at an altitude of 0 km. Hence, 

3.585 km in AIREC is in the air well away from the Earth’s surface. The Mares data likely 

includes back scatter radiation from the ground that is not present in the AIREC data. The [Mares 
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et al., 2020] paper also describes the difficulty with backscattered neutrons due to snow at the 

site. Figure 5.3 includes a normalized AIREC neutron spectrum for the same latitude and 

longitude but at ground level. Because the surface of the Earth in the MCNP simulations used to 

develop AIREC was water, this provides a good comparison to the Mares data where the ground 

was covered in snow.  

 

Figure 5.3:  Experimental data and AIREC calculated data for the neutron spectrum at the High Altitude 

Research Station in Jungfraucjoch, Switzerland [Mares et al., 2020]. Also included is AIREC 

data at ground level. 

 

This data raises the question as to why the neutron spectrum peak around 100 MeV is relatively 

higher than the 1 MeV peak near the ground. Figure 5.4 displays the total reaction cross sections 

versus energy for neutrons incident on nitrogen-14 and oxygen-16. The total reaction cross 

section of a 1 MeV nitrogen on nitrogen-14 is 2.34 barns [Chadwick and Young, 2011] and on 

oxygen-16 is 8.15 barns [Hale et al., 2011]. The total reaction cross section of a 100 MeV 
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nitrogen on nitrogen-14 is 0.55 barns [Chadwick and Young, 2011] and on oxygen-16 is 0.64 

barns [Hale et al., 2011]. The much lower cross sections of higher energy neutrons result in less 

absorption and deflection of these neutrons as an EAS propagates towards the surface of the 

Earth. Figure 5.5 displays unnormalized AIREC neutron lethargy spectra from 3.585 km, the 

height of the [Mares et al., 2020] experiment, down to 0 km. Note that the 1 MeV neutron peak 

decreases more rapidly than the 100 MeV peak does, as expected given the reaction cross 

sections. This results in the observed shift in relative peak heights. 

 

 

Figure 5.4:  Total reaction cross sections for neutrons on nitrogen-14 [Chadwick and Young, 2011] and 

oxygen-16 [Hale et al., 2011]. 
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Figure 5.5:  Unnormalized AIREC neutron lethargy spectra from 3.585 km to 0 km at latitude 46.55° N, 

longitude 7.98° E, and date September of 2018.   

 

A neutron spectral experiment using a Bonner sphere spectrometer was conducted at the summit 

of the mountain Zugspitze, located along the southern border of Germany. The summit is located 

at the coordinates 47.4° N, 11° E, and 2.963 km [Schraube et al., 1997]. The measured neutron 

spectrum, the results of a simulation of the experiment conducted using the Monte Carlo code 

FLUKA, and the corresponding AIREC results are displayed in Figure 5.6. All three spectra have 

an evaporation neutron peak around 1 MeV, and an intranuclear cascade peak above 100 MeV, as 

was seen in the AIREC [Mares et al., 2020] comparison. Here, the experimental evaporation peak 

has a lower lethargy than does the intranuclear cascade peak. The experimental curve is smooth 

across all energies. In contrast, the AIREC results have a higher evaporation neutron peak and a 

lower intranuclear cascade peak. The FLUKA curve likewise has a higher evaporation neutron 

peak near 1 MeV and a smaller intranuclear cascade peak at an energy just above 100 MeV. The 

FLUKA curve has more variation throughout. The AIREC curve is in closer agreement with the 
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FLUKA curve than it is the experimental results, although the AIREC curve is smoother than the 

FLUKA curve, excepting the plateaued region from 1-10 MeV. 

 

 

Figure 5.6:  Experimental data, FLUKA simulated data, and AIREC calculated data for the neutron 

spectrum at the summit of the mountain Zugspitze (47.42° N, 10.9854° E, 2.963 km) in 1997 

[Schraube et al., 1997]. 

 

The discrepancies between the AIREC results and those of the [Schraube et al., 1997] experiment 

are similar to those present between the AIREC results and the [Mares et al., 2020] experiment. 

The response functions for the [Schraube et al., 1997] BSS were determined using HADRON 

code. Although this differs from MCNPX, which was used to develop AIREC, [Schraube et al., 

1997] compared the HADRON results to MCNP results and found them to be in agreement. Two 

different unfolding codes were used on the [Schraube et al., 1997] data, the SAND II code and the 

BON95 code. Considerable changes in air pressure were detected throughout the experiment, 
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which affected the count rate, although post experiment corrections to the data to account for this 

variation were made. As with the [Mares et al., 2020] experiment, the AIREC neutron spectrum 

shape more closely resembles the shape of the [Schraube et al., 1997] neutron spectrum nearer to 

the ground. Interestingly, the FLUKA simulation of the Schraube experiment likewise has a 

higher peak at 1 MeV and a lower peak near 100 MeV.  

A neutron spectral study was conducted during the AIR ER-2 flights that took place in June 1997 

at a latitude of 54° N, longitude of 117° W, and an altitude of 20 kilometers. The detection system 

used was a multisphere, i.e. Bonner sphere, neutron spectrometer [Goldhagen et al., 2004]. The 

results of the experiment are displayed in Figure 5.7, along with the results from AIREC using the 

dates and coordinates of the experiment as inputs. Note that both the [Goldhagen et al., 2004] 

experiment and the AIREC have an evaporation neutron peak around 1 MeV, and an intranuclear 

cascade peak above 100 MeV, as was seen in the AIREC [Mares et al., 2020] comparison. Both 

curves contain several local peaks in the peaked region from 1-10 MeV.  
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Figure 5.7:  Experimental data and AIREC calculated data for the neutron lethargy spectrum at the 

coordinates 54° N, 117° W, and 20 km in June of 1997 [Goldhagen et al., 2004]. 

 

The extraordinary agreement between the AIREC calculated code and the [Goldhagen et al., 

2004] experiment is in part due to common assumptions held by both approaches. The BSS 

response functions used by [Goldhagen et al., 2004] were calculated in MCNPX, the same 

version of MCNP used in developing AIREC. [Goldhagen et al., 2004] made stronger 

assumptions about the shape of the neutron spectrum than did either [Mares et al., 2020] or 

[Schraube et al., 1997]. The result of a FLUKA simulation were used as the initial guess for 

unfolding the data of the [Goldhagen et al., 2004] data [Clem et al., 2004]. This FLUKA neutron 

spectrum had finer features present in its peaks than the smoother peaks seen in the [Mares et al., 

2020] and [Schraube et al., 1997] data, and this led to such features being present in the 

[Goldhagen et al., 2004] data. The [Goldhagen et al., 2004] data was taken aboard a flight at 20 

km, removing backscatter present in ground based measurements. This is also approximately the 
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altitude of the Pfotzer maximum, and the higher count rate in this region provides better statistics 

for the AIREC spectral results.  

 

5.2. Model Simulations 

One such data set resulted from simulations using the Monte Carlo radiation transport code 

CORSIKA. The secondary electron spectrum was calculated at various altitudes above Stillwater, 

OK (36.1° N, 97° W) [Lindy et al., 2018] and are displayed in Figure 5.8 along with the 

comparable spectra as calculated in AIREC. The curves are largely in agreement in terms of 

overall shape. However, the CORSIKA calculated spectra are generally of higher flux than the 

comparable AIREC spectra.  
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Figure 5.8:  The secondary electron flux above Stillwater, OK (36.1° N, 97° W) at several altitudes as 

calculated using CORSIKA and AIREC [Lindy et al. 2018]. 

 

The percent difference between each AIREC and CORSIKA spectrum is displayed in Figure 5.9. 

There is no obvious trend in the percent difference versus the secondary electron energy. There 

are several potential reasons for discrepancies between the CORSIKA and AIREC data. AIREC 

was developed using the results of MCNPX simulations, and data from these simulations was 

interpolated to determined novel results. [Lindy et al. 2018] considered only a few discrete 

locations, and a novel CORSIKA simulation was used for each. CORSIKA was developed 

specifically to model extensive air showers (EAS) in the Earth’s atmosphere, while MCNPX has 

broader applications. These CORSIKA simulations only used GCR primary protons and no 
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higher Z elements. The maximum GCR energy simulated in the AIREC MCNPX simulations was 

1 TeV, while the CORSIKA simulations included GCR protons with energies up to 10 PeV 

[Lindy et al. 2018]. CORSIKA was developed with these higher energy particles in mind, while 

MCNP is generally not considered to be reliable in transporting particles with energy beyond 1 

TeV [Mashnik et al., 2017]. This in part explains the consistently higher CORSIKA secondary 

electron fluxes.  

 

Figure 5.9:  The percent difference between electron spectra at several altitudes above Stillwater, OK as 

calculated using CORSIKA and AIREC [Lindy et al. 2018]. 

 

Another set of comparison data available for a limited number of parameters is the secondary 

particle flux versus altitude calculated by [Ferrari et al., 2001]. FLUKA simulations were 
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conducted to determine the flux versus altitude for protons (Figures 5.10 and 5.11), electrons 

(Figures 5.12 and 5.13), photons (Figures 5.14 and 5.15), muons (Figures 5.16 and 5.17), pions 

(Figures 5.18 and 5.19), and neutrons (Figures 5.20 and 5.21). The flux versus altitude was 

determined for geomagnetic rigidity of 0.4 GV during solar minimum and solar maximum and for 

geomagnetic rigidity of 17.6 GV during solar minimum [Ferrari et al., 2001]. Each figure also 

displays a corresponding AIREC produced spectrum. 

The AIREC and [Ferrari et al., 2001] spectra are largely in agreement in terms of general shape of 

the flux versus altitude curves. Given differences in GCR models used, Monte Carlo transport 

codes used, the cross section libraries for each Monte Carlo transport code, and the statistical 

fluctuation inherent in the Monte Carlo method, the amount of disagreement between the models 

is to be expected. The [Ferrari et al., 2001] fluxes are consistently higher than the corresponding 

AIREC data during solar minimum for both geomagnetic cutoffs and consistently lower than the 

corresponding AIREC data during solar maximum. The [Ferrari et al., 2001] shows much greater 

variation due to changes between solar minimum and maximum than does the AIREC data. 

[Ferrari et al., 2001] used neutron ground monitors to calculate solar cycle, while AIREC used the 

ISO model, which uses sunspot numbers. The [Ferrari et al., 2001] fluxes contain more outlier 

data points than do the AIREC fluxes. Particularly, the pion flux data from the FLUKA 

simulations displays large amounts of variation. Such variation, particularly in the lower flux 

pions, is generally indicative of an insufficient number of starting particles in the Monte Carlo 

radiation transport simulations, leading to poor counting statistics. Given the publication date of 

the [Ferrari et al., 2001] data, time and hardware constraints may have limited the number of 

starting particles that were run. As there is no experimental data with which to compare these two 

models, there is no way to know which is closer to reality, although there is no reason to expect 

the variation seen in the FLUKA generated pion flux or the outlier data in the electron and muon 

fluxes. 
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Figure 5.10: Comparison of AIREC and [Ferrari et al., 2001] proton flux versus altitude. 

 

Figure 5.11: Percent difference between AIREC and [Ferrari et al., 2001] proton fluxes. 
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Figure 5.12: Comparison of AIREC and [Ferrari et al., 2001] electron flux versus altitude. 

 

Figure 5.13: Percent difference between AIREC and [Ferrari et al., 2001] electron fluxes. 
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Figure 5.14: Comparison of AIREC and [Ferrari et al., 2001] photon flux versus altitude. 

 

Figure 5.15: Percent difference between AIREC and [Ferrari et al., 2001] photon fluxes. 
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Figure 5.16: Comparison of AIREC and [Ferrari et al., 2001] muon flux versus altitude. 

 

Figure 5.17: Percent difference between AIREC and [Ferrari et al., 2001] muon fluxes. 
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Figure 5.18: Comparison of AIREC and [Ferrari et al., 2001] pion flux versus altitude. 

 

Figure 5.19: Percent difference between AIREC and [Ferrari et al., 2001] pion fluxes. 



102 
 

 

Figure: 5.20: Comparison of AIREC and [Ferrari et al., 2001] neutron flux versus altitude. 

 

Figure: 5.21: Percent difference between AIREC and [Ferrari et al., 2001] neutron fluxes. 
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5.3. Conclusions 

For the experiments and simulations shown in this chapter, AIREC was seen to largely be in 

agreement. However, there were significant areas of disagreement, particularly at altitudes below 

10 km, as shown by comparisons to the data from [Lindy et al. 2018], [Schraube et al., 1997], and 

[Mares et al., 2020]. Disagreement was also found when neutron ground monitor data was used to 

calculate the solar effects on GCR rather than a sunspot model as AIREC uses. These 

disagreements were demonstrated by the comparisons to the data from [Ferrari et al., 2001] and 

[Bartol Institute]. The secondary fluxes calculated using neutron monitor solar cycle models 

demonstrated a stronger dependence on the variation in the solar cycle. This also presents an 

opportunity for future work to include an option in AIREC to use a neutron monitor based solar 

cycle model. In neutron measurements, assumptions about cross sections, response functions, and 

unfolding algorithms can cause significant variation in results, and there is no agreed upon unique 

neutron spectrum that results from BSS measurements. The lack of additional data available for 

comparison demonstrates the impetus for developing AIREC. The lack of data also makes 

thorough verification of AIREC impossible, as the vast majority of possible AIREC results have 

no comparable data available. 
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CHAPTER VI 
 

 

APPLICATIONS OF AIREC TO RADIATION DOSIMETRY EXPERIMENTS 

 

 

 

This chapter includes examples of how an output secondary flux spectrum produced by AIREC 

can be used to lend insight into the physical mechanisms of radiation interactions taking place in 

an experimental setting. In particular, AIREC generated spectra can be used as source particle 

inputs in MCNP simulations. These AIREC spectra and simulations yield insight into 

experimental results that would not have otherwise been possible. Simulations of experiments 

that took place at the Los Alamos Neutron Science Center (LANSCE) and aboard the Deep Space 

Test Bed (DSTB) flight are discussed in the following sections.  

 

6.1. The ATED Experiment at LANSCE 

Experiments were conducted at the Los Alamos Neutron Science Center (LANSCE) to test the 

response of an active tissue equivalent dosimeter (ATED). Tissue equivalent detectors like ATED 

have been used for aircraft and spacecraft dosimetry for many years. The sensitive region of 

ATED is comparable to a human cell, so experiments using ATED lend insight into how radiation 
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deposition in small volumes of tissue [Hayes, 2020]. The LANSCE ATED experiments were 

conducted to better understand the ATED response, which in turn improves understanding of 

radiation dosimetry. One application of ATED is as a dosimeter for personnel aboard an aircraft. 

Because the LANSCE facility has a neutron beam with a spectrum that resembles the spectrum 

atmospheric neutrons but orders of magnitude more intense, it was used as a proxy to test the 

ATED response to atmospheric neutrons.  

 

6.1.1. LANSCE Facility and Neutron Energy Spectrum 

The LANSCE facility produces spallation neutrons from an 800 MeV pulsed proton beam 

incident on a tungsten target. The proton-tungsten collisions also result in other species of 

particles each with a spectrum of energies. The product particles are passed through sweep 

magnets, which filters out the charged particles, leaving only uncharged gammas and neutrons 

[Gersey et al., 2003; Gersey et al., 2007]. Of these neutral particles, the neutrons dominate in 

terms of contribution to the ATED signal. Several buildings at the LANSCE facility can be used 

to conduct experiments along different neutron flight paths, and the neutron spectra differ along 

different flight paths. The ICE House Flight Path 30L flight path consists of neutrons with an 

energy spectrum that is similar in shape to that of the energy spectrum of atmospheric neutrons 

but five to six orders of magnitude greater than the secondary neutron flux at an altitude of 12 

kilometers [Gersey, 2003; Gersey, 2007; Nowicki et al., 2017]. Figure 6.1 shows a diagram of the 

production of neutrons at the LANSCE ICE House. The neutrons along the ICE House Flight 

Path 30L were measured during past experiments at LANSCE via fission chamber time of flight 

(TOF) measurements in a range from 1 to 800 MeV. The results of such a TOF spectral 

measurement were provided by LANSCE scientists for this work and are shown in figure 6.2 



106 
 

[LANL, 2018]. The 1 MeV lower energy range of neutrons represents a limitation of the 

experiment. Neutrons with sub MeV neutrons are actually present in the beam. 

 

 

Figure 6.1: This diagram details the production of neutrons along the ICE House Flight Path 30L beamline 

at LANSCE [Hayes, 2020].  
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Figure 6.2: The figure displays the ICE House Flight Path 30L beamline neutron spectrum as measured 

from TOF measurements at the LANSCE facility [LANL, 2018].  
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6.1.2. Description of the ATED and the ATED Experiment Performed at LANSCE.  

 

 

Figure 6.3: A schematic of the ATED detector [Hayes, 2020]. 

 

ATED was placed in the ICE House Flight Path 30L neutron beam as shown in Figure 6.1. A 

measured lineal energy spectrum is displayed in Figure 6.4 [Hayes, 2020]. Lineal energy is the 

energy deposited in the medium divided by the mean chord length of the interior of the sphere. 

Lineal energy has units keV/µm and is given by the equation, 

𝑦 =
𝜖

𝑙̅ .     (6.1) 

Here, 𝑦 is the lineal energy, 𝜖 is the energy deposited in the volume of interest, and 𝑙 ̅is the mean 

chord length of the volume of interest [Rossi, 1996; Booz, 1983]. The sensitive volume of ATED 

is a sphere, hence the mean chord length is given by 

𝑙 ̅ =
2

3
𝑑 .    (6.2) 
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Here, d is the diameter of the sphere. The lineal energy spectrum y-axis is in terms of the product 

yd(y), where d(y) is the dose probability density. The area under the yd(y) curve, i.e. the integral 

of yd(y), is directly proportional to absorbed dose [Booz, 1983; Hayes, 2020]. The right edge of 

the spectrum is known as the proton edge and corresponds to the maximum lineal energy that a 

proton can deposit in the active volume of the ATED [Hayes, 2020]. 

 

Figure 6.4: The lineal energy spectrum as measured by ATED from exposure to the LANSCE ICE House 

Flight Path 30L neutron beam [Hayes, 2020].  

 

Additional exposures of the ATED were made with shielding materials placed between the 

ATED and the incident neutron beam. These shielding materials included 5.34 g/cm2 of 

aluminum, 5.38 g/cm2 of high density polyethylene (HDPE), and a simulated air craft wall, which 

consisted of 5.3 g/cm2 of aluminum plus 3.2 g/cm2 of HDPE [Hayes, 2020]. The absorbed doses 
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resulting from each shielding configuration normalized to that of the nominal (unshielded) beam 

are displayed in Table 6.1. 

 

Material Absorbed Dose Relative to Nominal Beam 

Nominal Beam 1 

5.34 g/cm2 Al 0.772 ± 0.049 

5.38 g/cm2 HDPE 0.470 ± 0.030 

5.3 g/cm2 Al + 3.2 g/cm2 HDPE 0.636 ± 0.041 

 

Table 6.1: The relative absorbed doses resulting from exposing the ATED to the LANSCE ICE House 30L 

neutron beam given different shielding configurations. 

 

6.1.3. Simulating the Experiment in MCNP   

The ATED LANSCE experiment was simulated using MCNP 6.2. A schematic of the simplified 

ATED geometry used in MCNP simulations is displayed in Figure 6.5. The aluminum of the 

outer ATED cylindrical had density of 2.7 g/cm3. The inner acrylic sphere had density of 1.19 

g/cm3. The tissue equivalent gas inside the sphere and between the sphere and the aluminum 

cylinder had mass composition of 0.101 hydrogen, 0.472 carbon, 0.388 oxygen, and 0.0312 

nitrogen and density 3.44×10-5 g/cm3. Incident neutrons originated 10 cm from the center of the 

sphere and were generated on a disc source of area equal to the cross sectional area of the acrylic 

sphere. Dry air filled the space between the source neutrons and ATED [Hayes, 2020]. The time 

of flight measured neutron spectrum of Figure 6.2 was used for the MCNP source particle 

distribution function.  

The MCNP simulation was used to determine a spectrum of counts versus energy deposited, i.e. a 

calibrated pulse height distribution, which experimentally was produced by a multichannel 

analyzer. More details on using MCNP to simulate detector response can be found in the 
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literature [Ali, 2014; Ali et al., 2014; Taylor et al., 2015; Booz et al., 1983; Werner, 2017; 

Wilcox, 2014; X-5 Monte Carlo Team, 2003].  

 

 

Figure 6.5: The simplified geometry of the ATED used in MCNP simulations of the ATED LANSCE 

experiment. 

 

6.1.4. Preliminary Comparison of Experimental and Simulated Results 

When simulated in MCNP the LANSCE incident neutron spectrum resulted in the ATED signal 

labeled LANSCE in Figure 6.4. Also displayed is the ATED signal measured during the 

experiment, which is labeled ATED.  
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Figure 6.6: Displayed is the ATED signal calculated from MCNP simulations using the LANSCE time of 

flight measured neutron spectrum as an input (LANSCE) compared to the experimental data 

(ATED).  

 

Although the shapes of the experimental and measured lineal energy spectra are similar, the 

simulated spectrum is shifted to considerably lower lineal energy. The right edge of the peak of 

the spectrum represents the maximum lineal energy that a proton can deposit in the sensitive 

region of the detector and is referred to as the proton edge. Ideally, the proton edge calculated 

from the simulation would more closely align with the measured proton edge. 

 

6.1.5. MCNP Additional Incident Neutron Spectra 

Because the LANSCE provided neutron spectrum did not include sub MeV neutrons, additional 

incident neutron spectra that included lower energy neutrons were used as input spectra for 
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MCNP simulations. These additional neutron spectra included a spectrum that resulted from 

MCNP simulations of the LANSCE facility [Sutton et al., 2000]. Because the ICE HOUSE flight 

path 30L neutron spectrum is approximately the same shape as that of atmospheric secondary 

neutrons, one of the spectra used was a measurement of atmospheric neutrons using Bonner 

sphere neutron spectrometers [Goldhagen et al., 2004]. Lastly, one of the input neutron spectra 

was calculated using AIREC. These spectra, along with the original neutron spectrum provided at 

the LANSCE facility are displayed in Figure 6.5.  

 

Figure 6.7: Displayed are the neutron spectrum provided at the LANSCE facility (LANSCE), measured by 

[Goldhagen et al., 2004], calculated by AIREC, and calculated from MCNP simulations of the 

LANSCE facility [Sutton et al., 2000]. 
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6.1.6. Comparison of Experimental and Simulated Results 

The ATED lineal energy spectra resulting from using the different incident neutron spectra of 

Figure 6.5 as inputs in MCNP simulations are displayed in Figure 6.6. Also shown is the 

spectrum from the ATED experiment. 

 

Figure 6.8: Displayed is the ATED signal resulting from experiment and from using the input 

neutron spectra of Figure 6.5 in MCNP simulations of ATED.  

 

 

The MCNP simulations offer insights into the underlying physics that are not available from the 

experiment. The exclusion of the sub 1 MeV neutrons in the LANSCE spectrum shifted the lineal 

energy spectrum recorded by the simulated ATED to lower lineal energies. The [Goldhagen et al., 

2004], AIREC, and [Sutton et al., 2000] input spectra all included sub 1 MeV neutrons in their 

spectra, and each of these input spectra resulted in simulated lineal energy spectra that better 
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matched experimental results. The curves are in particularly good agreement along the proton 

edge, i.e. the edge to the right of the peak of the spectrum. The agreement between these 

particular MCNP and experimental results provides evidence of agreement between the two 

methods more generally, and gives confidence in the results of future simulations.  

Because neutrons generated by a spallation source result in a broad energy spectrum, it is not 

possible to isolate specific energies of neutrons to perform dosimetry response experiments. 

Therefore, another insight from simulations unavailable from the experiment is the dose 

contribution that would result from each of the energy regions of the broad neutron spectrum. The 

AIREC neutron spectrum of Figure 6.7 was divided by energy decade, i.e. 10-5 to 10-4 MeV, 10-4 

to 10-3 MeV, …, 105 to 106 MeV. Each decade was used as the source particles for a separate 

MCNP simulation, and the dose was tallied. Each calculated dose due to a neutron energy decade 

was weighted by the fraction of the total neutron spectrum the neutrons in that decade comprised. 

Doses were then normalized such that the total dose equaled one, resulting in the fraction of the 

total dose from incident neutrons of each energy decade. These results are displayed in Figure 

6.7.    
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Figure 6.9: The fraction of the dose due to incident neutrons in different energy decades. 

 

From the results shown in Figure 6.9, it was determined that only about 0.1% of the absorbed 

dose is due to neutrons with energy below 10-2 MeV, despite the fact that these neutrons account 

for over 25% of the incident neutrons. This indicates that the incident neutrons with energies 

below 10-2 MeV can generally be ignored in simulations pertaining to radiation dosimetry at 

aviation altitudes. Neutrons with energies from 10-2 to 1 MeV account for nearly 15% of the dose. 

These neutrons were excluded from the LANSCE provided neutron energy spectrum, but their 

contribution to dose is too high to ignore in any dosimetry experiment or simulation.  

The results of the experimental exposures to the LANSCE ICE House 30L neutron beam behind 

different shielding materials and the corresponding results of MCNP simulations are displayed in 

Table 6.2.   
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Material Absorbed Dose Relative to 

Nominal Beam, Experiment 

Absorbed Dose Relative to 

Nominal Beam, Simulation 

Nominal Beam 1 1 

5.34 g/cm2 Al 0.772 ± 0.049 0.776 ± 0.155 

5.38 g/cm2 HDPE 0.470 ± 0.030 0.507 ± 0.101 

5.3 g/cm2 Al + 3.2 g/cm2 

HDPE 

0.636 ± 0.041 0.481 ± 0.096 

 

Table 6.2: The relative absorbed doses resulting from exposing the ATED to the LANSCE ICE House 30L 

neutron beam given different shielding configurations as well as the corresponding MCNP 

simulations. 

 

The experimental and simulated results for ATED exposures behind different shielding are in 

close agreement for the 5.34 g/cm2 Al and 5.38 g/cm2 HDPE shielding configurations. However, 

the experimental data indicates a higher relative dose for the 5.3 g/cm2 Al + 3.2 g/cm2 HDPE 

shielding than does the corresponding MCNP data. There are several possible causes for the 

discrepancy between results. One potential cause of the disagreement is the uncertainty of the 

experimental beam spectrum and constituent particles. An AIREC calculated neutron spectrum 

was used in MCNP simulations, and the degree to which this differed from the LANSCE beam is 

unknown. Photons were present in the LANSCE beam, but prior testing has demonstrated that 

they contribute less than 2% of the total dose [Gersey, 2021]. As a result of their minimal 

contribution, photons were not included as source particles in MCNP simulations.  

 

6.2. The Deep Space Test Bed Experiment. 

6.2.1. Description of the Deep Space Test Bed Experiment. 

In the Deep Space Test Bed (DSTB) experiment, a gondola designed to carry multiple 

instruments on high altitude balloon flights, was developed [Adams et al., 2007]. One DSTB 

experiment was conducted on June 8, 2005 in Ft. Sumner, New Mexico (34.5° N, 104.2° W). The 
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goal of this experiment was to expose radiation detectors to the ionizing radiation present in the 

atmosphere and determine their effectiveness as dosimeters. Multiple detectors were flown 

aboard a balloon flight for 12 hours, and the majority of this time was spent at an altitude of 

~120,000 ft. The detectors on the flight included three Liulin-4 Mobile Dosimetry Unit (MDU) 

portable silicon spectrometers exposed under different quantities of shielding: no shielding, 5 

g/cm2 aluminum, and a shielding carousel that rotated shielding materials throughout the flight 

[Benton, 2005].   

 

6.2.2. Description of the Liulin-4 Mobile Dosimetry Unit 

The Liulin-4 MDU was designed and manufactured by the Solar/Terrestrial Influences 

Laboratory in Sophia, Bulgaria. The active volume of the Liulin-4 MDU is a 2 cm2 by 300 µm 

thick silicon chip. The silicon chip was housed between an aluminum case containing electronics 

and a 5 g/cm2 aluminum shielding cap [Benton, 2005].  

 

6.2.3. MCNP Materials and Geometry 

Three separate MCNP simulations were run for each particle species, one with the Liulin-4 MDU 

behind no shielding, one with the Liulin-4 MDU behind a 1-meter inner radius shielding sphere 

containing 2.65 g/cm2 of aluminum plus 1.5 g/cm2 polyethylene, and one with the Liulin-4 MDU 

behind a shielding sphere containing 5.3 g/cm2 of aluminum plus 3.0 g/cm2 polyethylene, which 

approximates an aircraft wall. In the simulations with no shielding, the surrounding air density 

was 6.7266×10-6 g/cm3, which corresponds to the air density at 120,000 ft [NOAA, 1976]. In the 

simulations with the aluminum and polyethylene shielding spheres, the interior air was at STP. 

The Liulin-4 MDU was modeled as a 300 m thick, 2 cm2 slab of silicon with an aluminum base 
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of 10 g/cm2 representing the electronics, and a 0.1 cm aluminum covering on top. Starting 

particles were generated uniformly on an outer spherical surface with an angle in the range from -

90° to 90° with respect to an interior normal vector. The MCNP input geometry is shown in 

Figure 6.10.  

 

 

Figure 6.10: The Liulin-4 MDU geometric model for MCNP simulations of the DSTB flight. 

 

 

Also simulated was a NASA Space Shuttle Tissue Equivalent Proportional Counter (TEPC) 

[Gersey et al., 2007]. The geometry of the Shuttle TEPC is displayed in Figure 6.11 and a 

simplified geometry of this TEPC was used in MCNP simulations. The same three shielding 

scenarios used in simulating the Liulin-4 MDU were used to simulate the Shuttle TEPC. 



120 
 

 

Figure 6.11: Diagram of the Shuttle TEPC [Gersey, 2020]. 

 

 

6.2.4. MCNP Incident Secondary Particle Spectra 

AIREC was used to calculate the secondary flux spectra for the geographic coordinates and date 

of the DSTB flight for neutrons, photons, electrons and positrons, muons, charged pions, protons, 

deuterons, tritons, helions, and alphas, and these spectra are displayed in Figure 6.12. Each of 

these calculated spectra were used in separate simulations. This allowed for the determination of 

the contribution to the total absorbed dose due to each particle species individually as well as the 
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total dose due to all secondary particle species. Sharp increases in flux in the proton and alpha 

particle spectra are observed between 103 MeV and 104 MeV. The peak represents the lowest 

energy GCR primary particles that can pass through the geomagnetic field and initiate EAS, 

while lower energy GCR are deflected away. Any protons or alpha particles with energies below 

the corresponding peak are secondary particles.  

 

 

Figure 6.12: The AIREC calculated secondary flux spectra used in MCNP simulations of the DSTB 

experiment. 

 

6.2.5. Comparison of Experiment to MCNP Simulated Results 

Table 6.3 displays the average dose rates that resulted from the DSTB Liulin-4 MDU 

measurements and simulations. The MCNP simulation results agree with the DSTB experimental 
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measurements within the range of the simulation and experimental uncertainties. Notably, it can 

be seen that additional shielding results in a higher absorbed dose rate, contrary to a naive a priori 

expectation. The increase in dose rate with additional shielding is due to the fact that many high 

energy secondary particles that are unshielded have low interaction probabilities with the Liulin-4 

MDU Si detector. Addition of shielding increases the likelihood of some interaction taking place 

between the incident secondary particles near the Liulin-4 MDU, producing additional particles at 

lower average energies. These lower energy particles are more likely to interact with the Liulin-4 

MDU. Furthermore, the interaction cross sections between neutron and silicon are relatively small 

[Weili and Watanabe, 2011], resulting in a small neutron dose rate registered by the unshielded 

Liulin-4 MDU. However, neutrons can produce secondary charged particles through nuclear 

interactions with the shielding material, and these secondary charged particles are much more 

likely to be detected than are the neutrons.   

 

Data Type Dose Rate (μGy/hr) 

Experiment, unshielded 2.28 ± 0.78 

Experiment, 5 g/cm2 Al   2.55 ± 0.86 

Experiment, shielding carousel 3.27 ± 1.07 

MCNP, unshielded 2.06 ± 0.50 

MCNP, 2.65 g/cm2 Al + 1.5 g/cm2 Poly 2.52 ± 0.61 

MCNP, 5.3 g/cm2 Al + 3.0 g/cm2 Poly 3.03 ± 0.73 

 

Table 6.3:  The average dose rates (μGy/hr) resulting from the DSTB Liulin-4 MDU measurements along 

with the comparable MCNP simulation results.  

 

 

The MCNP simulations provide insight that is not available from the experiment. MCNP can tally 

the dose for each particle species, revealing the which secondary particles are responsible for 

what fraction of the absorbed dose. The relevant secondary particle species and their contribution 

to the total absorbed dose rate as determined from MCNP simulations is diplayed for the 
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unshielded Liulin-4 MDU, the Liulin-4 MDU with 2.65 g/cm2 Al plus 1.5 g/cm2 Polyethylene 

shielding, and the Liulin-4 MDU with 5.3 g/cm2 Al + 3.0 g/cm2 Polyethylene shielding in Tables 

6.4, 6.5, and 6.6, respectively. 

The four particle species that contributed the most to absorbed dose were neutrons, protons, 

electrons/positrons, and photons. The general trend of these particles in the different shielding 

configurations is described here. The total neutron dose rate increases by more than an order of 

magnitude from the unshielded Liulin-4 MDU simulation to the simulation of the Liulin-4 MDU 

with 5.3 g/cm2 Al + 3.0 g/cm2 Polyethylene shielding. Unshielded neutrons have a low interaction 

probability with the silicon of the Liulin-4 MDU, but the added shielding provides opportunities 

for the neutrons to interact and produce charged particles that are much more likely to contribute 

to the dose. The proton dose rate increased with increased shielding in the simulations. The 

incident protons are slowed by the shielding, increasing the linear energy transfer (LET) of the 

protons. The increased LET leads to more dose deposited in the detector. Both the 2.65 g/cm2 Al 

+ 1.5 g/cm2 Polyethylene and 5.3 g/cm2 Al + 3.0 g/cm2 Polyethylene shields resulted in a 

decrease the electron dose rate compared to the nominal beam, but interestingly, the electrons 

dose rate was lower with less shielding. When electrons are slowed in the shielding material they 

release Bremsstrahlung photons, and the silicon detector is less sensitive to photons than to 

electrons, decreasing dose rate. With increased shielding as in the case of 5.3 g/cm2 Al + 3.0 

g/cm2 Polyethylene shielding, the Bremsstrahlung photons produced by the initial shielding of the 

electrons have more opportunities to interact with the shielding material to produce additional 

electrons and positrons, thus increasing the dose rate as compared to the 2.65 g/cm2 Al + 1.5 

g/cm2 Polyethylene shielding scenario. The photon dose rate increases with the added shielding, 

as the additional shielding material allows more opportunities for the photons to undergo 

Compton scattering, photoelectric effect, and pair production interactions, producing electrons 
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and pair production positrons. The silicon detector is more sensitive to these charged particles 

than to the photons, increasing the dose rate. 

     

Particle Species Dose Rate (μGy/hr) Percentage of Total 

Neutrons 0.032 1.54% 

Protons 1.07 52.13% 

Electrons 0.643 31.29% 

Negative Muons 0.011 0.53% 

Positive Muons 0.014 0.69% 

Photons 0.188 9.13% 

Positive Pions 2.82×10-4 0.01% 

Negative Pions 2.11×10-4 0.01% 

Deuterons 0.030 1.44% 

Tritons 0.002 0.13% 

Helions 0.002 0.09% 

Alphas 0.062 3.01% 

 

Table 6.4: MCNP simulated Liulin-4 MDU with no shielding 

 

 

Particle Species Dose Rate (μGy/hr) Percentage of Total 

Neutrons 0.151 5.98% 

Protons 1.416 56.11% 

Electrons 0.505 20.00% 

Negative Muons 0.011 0.44% 

Positive Muons 0.015 0.58% 

Photons 0.317 12.57% 

Positive Pions 4.190×10-4 0.02% 

Negative Pions 3.015×10-4 0.01% 

Deuterons 0.012 0.47% 

Tritons 0.001 0.05% 

Helions 0.002 0.09% 

Alphas 0.093 3.70% 

 

Table 6.5: MCNP simulated Liulin-4 MDU with 2.65 g/cm2 Al + 1.5 g/cm2 Polyethylene shielding. 
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Particle Species Dose Rate (μGy/hr) Percentage of Total 

Neutrons 0.448 14.78% 

Protons 1.533 50.53% 

Electrons 0.531 17.52% 

Negative Muons 0.011 0.36% 

Positive Muons 0.015 0.49% 

Photons 0.373 12.30% 

Positive Pions 4.86×10-4 0.02% 

Negative Pions 3.43×10-4 0.01% 

Deuterons 0.008 0.27% 

Tritons 0.002 0.05% 

Helions 0.003 0.08% 

Alphas 0.109 3.59% 

 

Table 6.6: MCNP simulated Liulin-4 MDU with 5.3 g/cm2 Al + 3.0 g/cm2 Polyethylene shielding. 

 

Figures 6.13, 6.14, and 6.15 display energy deposition frequency spectra for protons, neutrons, 

electrons, and photons for each of the three Liulin-4 MDU shielding scenarios. These figures give 

a visual representation of the data presented in Tables 6.4, 6.5, and 6.6. Additionally, the data in 

the tables is integrated, while Figures 6.13, 6.14, and 6.15 display spectra. In each case the 

protons dominate the contribution, but just as seen in Tables 6.4-6.6, the relative contributions 

from photons and neutrons increase when shielding is added.  
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Figure 6.13: MCNP simulated energy deposition spectrum for the unshielded Liulin-4 MDU. 

 

 

Figure 6.14: MCNP simulated energy deposition spectrum for the Liulin-4 MDU with 2.65 g/cm2 Al + 1.5 

g/cm2 Polyethylene shielding. 
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Figure 6.15: MCNP simulated energy deposition spectrum for the Liulin-4 MDU with 5.3 g/cm2 Al + 3 

g/cm2 Polyethylene shielding. 

 

The results of the Shuttle TEPC simulations are displayed in Figures 6.14, 6.15, 6.16 and Tables 

6.7, 6.8, and 6.9. Each figure displays a yd(y) versus lineal energy curve, similar to the curve 

shown for the ATED simulations in Figure 6.6. For Figure 6.6, neutrons were the only source 

present, while for Figures 6.14, 6.15, and 6.16 the protons, electrons, and photons curves are also 

shown. As mentioned when discussing the ATED experiment at LANSCE, the area under the 

yd(y) versus lineal energy curve is proportional to absorbed dose.  

Additional shielding increased the absorbed dose tallied by the simulated Shuttle TEPC when 

compared to the unshielded case. Shielding shifts the energy spectrum of the incident particles to 

lower energies where interaction cross sections are higher, making interactions more likely. The 

shielding also increased the percentage contribution due to neutrons and photons as compared to 
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the unshielded case. The neutrons and photons can produce charged particles in the shielding that 

are more easily detected by the Shuttle TEPC.  

 

Figure 6.16: The lineal energy spectra due to secondary protons, neutrons, electrons, and photons as 

recorded in simulations of an unshielded TEPC aboard a DSTB balloon flight. 
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Figure 6.17: The lineal energy spectra due to secondary protons, neutrons, electrons, and photons as 

recorded in simulations of a TEPC behind 2.65 g/cm2 Al + 1.5 g/cm2 Polyethylene shielding 

aboard a DSTB balloon flight.  

 

Figure 6.18: The lineal energy spectra due to secondary protons, neutrons, electrons, and photons as 

recorded in simulations of a TEPC behind 5.3 g/cm2 Al + 3.0 g/cm2 Polyethylene shielding 

aboard a DSTB balloon flight. 
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In real-world measurements made using the Shuttle TEPC, lineal energy readings below 1 

keV/µm are indistinguishable from background noise in the instrument, so only lineal energies 

above this are considered. Tables 6.7, 6.8, and 6.9 display the contribution to the total dose due to 

each particle, but only contributions greater than or equal to 1 keV/µm were included in these 

calculations.  

 

Particle Species Percentage of Total 

Neutrons 3.96% 

Protons 50.06% 

Electrons 26.05% 

Negative muons 0.22% 

Positive muons 0.28% 

Negative pions 0.01% 

Positive pions 0.01% 

Photons 10.25% 

Deuterons 2.23% 

Tritons 0.14% 

Helions 0.19% 

Alphas 6.60% 

 

Table 6.7: Dose contribution from each particle species as determined from MCNP simulations of the 

Shuttle TEPC with no shielding. 

 

Particle Species Percentage of Total 

Neutrons 8.31% 

Protons 55.09% 

Electrons 16.28% 

Negative muons 0.17% 

Positive muons 0.23% 

Negative pions 0.01% 

Positive pions 0.01% 

Photons 12.77% 

Deuterons 0.75% 

Tritons 0.06% 

Helions 0.15% 

Alphas 6.17% 

 

Table 6.8: Dose contribution from each particle species as determined from MCNP simulations of the 

Shuttle TEPC with 2.65 g/cm2 Al + 1.5 g/cm2 Polyethylene shielding. 
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Particle Species Percentage of Total 

Neutrons 8.27% 

Protons 57.90% 

Electrons 12.88% 

Negative muons 0.15% 

Positive muons 0.20% 

Negative pions 0.01% 

Positive pions 0.01% 

Photons 13.68% 

Deuterons 0.47% 

Tritons 0.06% 

Helions 0.15% 

Alphas 6.20% 

 

Table 6.9: Dose contribution from each particle species as determined from MCNP simulations of the 

Shuttle TEPC with 5.3 g/cm2 Al + 3.0 g/cm2 Polyethylene shielding. 

 

6.3. Conclusions 

The ability to use AIREC to calculate the secondary particle flux that detectors are subject to in 

the atmosphere provides previously unavailable insights into the physics of these experiments. 

Monte Carlo radiation transport simulations of these experiments provide details about which 

particle species are of primary concern. This insight can be used to solve practical problems such 

as when it is appropriate to use shielding. The DSTB flight simulations demonstrate that even a 

significant amount of shielding can actually increase the dose compared to an unshielded 

detector. It might be expected that the neutron dose rate would increase with added shielding, but 

the proton dose rate increased as well.  

The combination of AIREC spectra and MCNP simulations proved effective for experiments in 

both the controlled environment of the LANSCE facility and in an uncontrolled environment 

during the DSTB experiments. This combination likewise proved effective for two completely 

different detectors, the ATED and the Liulin-4 MDU. This provides optimism for use in future 

analysis of atmospheric radiation detection experiments.
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CHAPTER VII 
 

 

CONCLUSIONS 

 

 

 

7.1. Scope of This Work 

The goal of this research to develop a tool that returns the secondary particle flux given 

coordinates on the globe, a date, and particle(s) of interest was satisfied with the development of 

AIREC. AIREC is the most complete model of the SSAIRE that has been developed to date. The 

ability to calculate secondary flux spectra also allows for higher fidelity modeling of atmospheric 

radiation detection experiments than previously was possible. As shown in chapter 6, AIREC 

calculated spectra can be used as inputs in Monte Carlo radiation transport codes, and the 

response of a detector can be accurately simulated. Not only can experimental results be 

reproduced, but additional insights can also be gained. For example, the contribution to the 

detector signal due to each species of particle can be determined. Such information is useful when 

determining whether to shield radiation, as different types of radiation are more easily shielded by 

different materials. In some cases, the chapter 6 data showed that added shielding actually 

increases the dose, so in those cases it may be better not to shield at all. Understanding the 

SSAIRE will only become more relevant as suborbital flights become more common and more
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technologies involve electronics in the atmosphere where they are exposed to elevated radiation 

levels.   

Because AIREC can be used to determine the secondary particle flux for any location and date, it 

has broad applicability. In chapter 6 a few examples were given in which AIREC was used to 

better understand the results of radiation detection experiments. However, AIREC could be used 

to better understand a wide variety of fields including avionics, lightning initiation, cosmic ray 

effects on climate change, and more.  

 

7.2. Future Work 

7.2.1. Further Development of AIREC 

The only GCR model currently available in AIREC is the ISO model. The ISO model calculates 

the solar modulation of GCR using the observed sunspot number as an input. Other GCR models, 

such as the Badhwar O’Neil model, have also been developed. The Badhwar O’Neil GCR model 

uses neutron ground monitor data to determine the solar modulation of GCR. Having the choice 

between two different GCR models that employ two different methods for tracking the solar 

modulation of GCR is a feature that should be added to AIREC. Of the future developments of 

AIREC discussed in this section, the addition of the Badhwar O’Neil GCR model is the foremost 

priority, and it can be incorporated into AIREC without running additional MCNP simulations.  

Throughout this research, areas for improvement of AIREC were discovered. In the MCNPX 

simulations that provided the data used to develop AIREC, the highest energy GCR simulated 

were 1 TeV. Although >1 TeV GCR are rare, they can produce interesting events. MCNP is not 

well suited for >1 TeV energy particle transport, but a code such as FLUKA is more geared 
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towards the transport of these high energy particles. Future versions could include data for the 

transport of >1 TeV GCR primary particles.  

Similarly, GCR primary particles with atomic number greater than 26 were not included in 

AIREC calculations. As is the case with greater than 1 TeV GCR, greater than 26 atomic number 

GCR have minimal contribution to the SSAIRE, but they can produce rare events worthy of 

study. Further simulations could be conducted to model the EAS produced by these higher atomic 

number GCR, and these results could be included in future versions of AIREC.  

Solar particle events (SPE) can produce high energy particles, primarily consisting of protons, 

and it is possible for particles resulting from SPE to have a greater flux in a region of the 

atmosphere than the flux of GCR. This results in more secondary particles due to SPE than due to 

GCR. Such high energy and high flux SPE are relatively rare, and there is no model available for 

predicting when such SPE will occur. However, historical data could be analyzed to approximate 

either the spectrum of incident solar particles or the secondary flux that resulted from each SPE. 

The SPE produced secondary particles would be added to the GCR produced secondary particles 

for the time and location in which the SPE occurred.  

Only fully ionized nuclei were considered as GCR primary particles. While these do account for 

the vast majority of air showers, there are both gamma ray and electron/positron initiated EAS. 

Recall from chapter 2 that the three components of an EAS, the hadronic, muonic, and 

electromagnetic components, can be treated as independent from one another. When EAS are 

initiated by GCR primary gamma rays, only an electromagnetic component is present. These 

gamma ray initiated showers account for well under 1% of all showers, and they are often 

indistinguishable from the electromagnetic component of hadron initiated EAS in experiments 

[Greider, 2010]. Electron and positron initiated showers are likewise minimally contributing to 

the SSAIRE as a whole and generally cannot be distinguished from the electromagnetic 
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component of hadron initiated showers. Although the electromagnetic component of the GCR 

primary particles produce much smaller EAS than do fully ionized nuclei, their inclusion would 

give a more complete description of the SSAIRE, and they could be incorporated into future 

versions of AIREC. 

AIREC can be used to calculate secondary particle spectra at any altitude up to 100 km. The 1976 

US Standard Atmosphere model was referenced in constructing the MCNP simulations that were 

used in developing AIREC. The 1976 US Standard Atmosphere includes atmospheric data for 

altitudes up to 1,000 km [NOAA, 1976]. Novel MCNP simulations could be run to generate data 

for altitudes over 100 km, and these results could be used to raise the AIREC altitude ceiling.  

Comparisons of AIREC results to experimental results in chapter 5 revealed inconsistencies at 

low altitudes. In the original MCNPX simulations that provided the data on which AIREC was 

built, the Earth was modeled as a sphere of water. In most experiments that take place on the 

ground, the surface is soil, concrete, or some other solid material. The degree to which the surface 

material affects secondary particle back scatter has not yet been determined. Further simulations 

could be conducted in MCNP with different ground materials to determine how the secondary 

flux spectrum changes with material changes. A surface material option for inputs at low altitudes 

could be added to AIREC to account for these ground material changes.  

The day versus night variation in secondary particle flux, i.e. the diurnal variation, is a 

phenomenon that is known to occur, but it is not well understood at a fundamental level. There is 

no current consensus model for the calculation of diurnal variation, making the implementation of 

the diurnal effect into AIREC less straight forward than the previously mentioned additions. 

However, past experimental data could be analyzed and further experiments could be conducted 

to determine the amount of diurnal variation on a regional basis, and this variation could be 

incorporated in future versions of AIREC.  
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7.2.2. Further Use of AIREC in Analyzing the SSAIRE 

One of the difficulties in validating AIREC is the lack of experimental and computer model data 

with which to make a comparison. Future work needs to be done in validating results as 

additional atmospheric radiation detection experiments are conducted and more models are 

developed.  

In chapter 6, two examples of the novel use of AIREC were explored. One of these examples was 

using AIREC spectra as inputs into MCNP simulations to model the silicon based radiation 

detectors aboard the Deep Space Test Bed (DSTB) balloon flight. Further uses of AIREC in this 

capacity are already underway. Past experiments exposing silicon based radiation detectors to 

atmospheric ionizing radiation were conducted aboard NASA ER-2 flights [Benton, 2004]. The 

NASA ER-2 aircraft are designed for altitudes of 20,000 feet to 70,000 feet, and data was 

collected at several different altitudes during the experiments conducted by [Benton, 2004]. The 

availability of data across a variety of altitudes allows for further points of verification of AIREC. 
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