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Title of Study: STATISTICAL ANALYSIS AND CHANNEL MODELING IN NEXT GEN-
ERATION WIRELESS COMMUNICATION SYSTEMS

Major Field: ELECTRICAL ENGINEERING

Abstract: In this thesis, statistical analysis and channel modeling in next generation wire-
less communication systems is presented in detail. The primary focus of this thesis is on
the statistical modeling of interference temperature (IT) in cognitive radio systems, and em-
pirical study of wireless channel characterization of unmanned aerial vehicle (UAV)-assisted
communications at ultra-wideband (UWB) and at millimeter wave (mmWave) frequencies.

Firstly, in the cognitive radio system, a novel idea to statistically model the dynamic inter-
ference threshold (IT) from user traffic demand is presented in detail. It is shown that the
cognitive radio system with dynamic IT will have high capacity performance with less outage
probability over a system that does not utilize dynamic IT. The detailed theoretical analysis
with expressions for mean capacity and outage probability in general operation region, and
in high power region are derived and subsequently, validated with the simulations results. In
addition, the effect of secondary user interference on primary user is also examined in this
part.

In the second part, wireless channel characterisation for unmanned aerial vehicle-to-wearables
(UAV2W) at UWB frequency is analysed, and studied empirically in an indoor warehouse
environment. The frequency and distance dependent path gain analysis at different band-
widths for a corresponding carrier frequency with time dispersion characteristics is presented
in detail. Furthermore, from statistical modeling, it was shown that the Log-normal distri-
bution is the best fit distribution model to characterize fading in these UAV2W systems.

Finally, a novel emulation method for UAV motion by a robotic arm is presented to study the
mmWave channel characteristics (Doppler spreading and path loss) at 28 GHz. In addition
to that, empirical study is carried out to analyze the propeller modulation effect caused by
the propellers in UAVs with an actual UAV setup. These important statistical analysis,
and channel modeling discussed in this thesis are very critical in designing, analysing, and
in implementation of fifth generation (5G) and beyond 5G (B5G) communication for the
future. This thesis is a stepping stone in that direction.
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CHAPTER I

INTRODUCTION

Since its inception in the early 1980s, wireless communication systems have seen a lot of tech-
nological advancements and development over time. From the very early popular wireless
technology of Advanced Mobile Phone System (AMPS), Global System of Mobile Commu-
nication (GSM) or Code Division Multiple Access (CDMA) to Wideband Code Division
Multiple Access (third generation) systems, from third generation (3G) to fourth generation
or LTE (Long Term Evolution), and from fourth generation (4G) to presently considered
fifth generation (5G) or beyond 5G (B5G) networks, the technological development is still
going on. This is mainly because of the increase in the user proliferation and devices with
the ever increasing demand of high data speed for data obsessive applications and services.
Although, this wireless technology evolution has been revolutionary in terms of data speed, it
never caught up with the high data demands over the years. Now, even more data obsessive
applications, such as mobile games or augmented reality applications etc. are coming into
picture, in addition to the rise in devices owned by users, which will certainly put a lot of
stress on the available wireless spectrum. Additionally, the inefficient use of radio resources
in wireless communication systems aggravates this problem even further.

To overcome such challenges, not only do we need high bandwidth and high frequency
systems, such as ultra-wideband (UWB) or millimeter wave (mmWave), but also the efficient
utilization and optimization of spectrum is a must. Moreover, in recent times, the advance-
ments in Unmanned Aerial Vehicle (UAV) assisted communication is playing a vital role in
future 5G and B5G technologies. This thesis covers this in-depth study of next generation
UAV-assisted wireless communication systems at UWB and at mmWave frequency band,
and also focuses on the theoretical study of optimizing the spectrum usage in cognitive radio
network (CRN) by studying and statistical modeling the dynamic interference temperature
(IT) in CRN. This statistical modeling of dynamic IT, and its advantages over fixed IT
systems is shown in Chapter II.

The use of UWB in UAV-assisted communication with wearable antennas is also referred
to as ultra wide-band unmanned aerial vehicle to wearable (UAV2W) communication systems
in this work, which is studied in an indoor warehouse environment. The mmWave on the
other hand is studied by utilizing a novel emulation framework with the aid of a robotic arm
in an anechoic chamber type environment. The mentioned scope of this thesis is also shown in
Fig. 1. The understanding of the performance of these UAV-assisted next generation wireless
networks at ultra-wide band (UWB) and at mmWave frequencies is very critical in successful
design, analysis, and in implementation for future wireless communication systems. In this
chapter, an overview of wireless technology evolution, an overview of cognitive radios, UAV-
assisted UWB wearable technology and UAV-assisted mmWave technologies will be discussed

1



Next generation wireless communication systems

Spectrum sharing
systems

Non UAV assisted
communication

UAV assisted
communication

Cognitive radio network

Dynamic spectrum access Ultra wide-band

millimeter wave

Ultra wide-band

millimeter wave

Figure 1: A brief overview of the next generation wireless communication systems. The ones
that are considered in this thesis are shown in a box.

briefly in the coming sections.

1.1 Evolution of Wireless Technology

The evolution of wireless technology started in the 1980s with the advent of AMPS, also
referred to as first generation (1G) systems. It was revolutionary technology at that time
which allowed multiple user connections to a base station (BS), and also allowed hand-off
between multiple BSs. This was later replaced by second generation (2G), 3G, 4G, and now
with 5G. One interesting point to observe with this evolution or change in wireless technology
is that this happens in increments of decades (Fig. 2). The initial wireless communication
technology in the 1980s supported only voice, which then in 2G started to support text
messages and data in the 1990s. It then further evolved to support high data rates in excess
of megabits per second with other services such as text and voice in 3G. Now, with the
advent of fourth generation (4G) or LTE networks, it is now possible to even live stream
high-definition videos, play real-time games, and access other multimedia content with better
quality of service (QoS).

This technology evolution over decades from 1980 to 2020 can be visualized in Fig. 2.
One can also easily observe the exponential increase in the data rates from mere 2.4 Kilobits
per second (Kbps) to 9.6 Kbps, and then to ∼100 Megabits per second (Mbps) in LTE, and
to be more than 1 gigabits per second (Gbps) in the proposed 5G technologies. However,
with the increase in the data speed, there is also the exponential growth of smart devices
and users that has far exceeded the supported capacity of the present wireless technology.
Therefore, to cater to this ever increasing user demand and access, 5G and B5G systems
are now being considered. These systems will use UWB frequencies (3.1-10.6 GHz), and

2



1G

1980 20201990 2000

2.4-9.6 Kbps

~270 Kbps

AMPS

GSM, TDMA

2G

3G

UMTS,WCDMA

~14.4 Mbps

4G

LTE

~100 Mbps

2010

5G

>1 Gbps

Figure 2: Evolution of wireless technology over time.

mmWave frequencies that range from 30 GHz to 300 GHz. Utilizing such a high frequency
and high bandwidth technology improves the overall data rate by a factor of 1000.

Recently, UAVs have also been shown to assist these next generation technologies (UWB
and mmWave) to increase connectivity with high data speeds. Therefore, study of UAV-
assisted next generation technologies is a very important step in its realization for everyday
use. Also, the optimization of the available wireless spectrum is very important to realize
the efficient utilization of the available radio resources. This optimization of radio resources,
especially in CRNs has become a topic of focus in academia and in industry for some time. In
this thesis, the empirical study of these UAV-assisted next generation wireless technologies,
and theoretical statistical modeling of cognitive radio systems is presented in detail. Before
moving on to the overview of these next generation wireless communication technologies, a
brief overview of a wireless communication system is presented in the next section.

1.2 Cognitive Radio Systems

Cognitive radios are radio devices that can be dynamically configured and programmed to
use the available wireless resources in an optimal way. The main idea behind using CRs is
to improve the spectrum efficiency and enhance network performance. CR was first defined
and originally coined by Mitola [1] in a seminar at KTH (the Royal Institute of Technology
in Stockholm) and later on, in his research paper in 1999 [2]. He defined CR’s as, “a really
smart radio that would be self, RF (radio frequency) and user aware, and would include lan-
guage technology and machine vision along with a lot of high-fidelity knowledge of the radio
environments”. The other well known definition came from Simon Haykin [3,4]. He described
it as, “cognitive radio is an intelligent wireless communication system that is aware of its
surrounding environment (outside world), and uses the methodology of understanding-by-
building to learn from the environment and adapt its internal states to statistical variations
in the incoming RF stimuli by making corresponding changes in certain operating param-
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eters (e.g., transmit-power, carrier-frequency, and modulation strategy) in real-time, with
two primary objectives in mind: 1) highly reliable communications whenever and wherever
needed and 2) efficient utilization of the radio spectrum”. The important terminology to
notice from Haykin’s definition are awareness, intelligence, learning, adaptivity, reliability,
and efficiency [4]. All these terms are associated with the CR principles, sometimes referred
to as the spectrum sharing principles. The shared spectrum access model of CR highlights
the concepts of primary user (PU) and secondary user (SU). PUs are defined as the licensed
users of the spectrum whereas the SUs are the unlicensed users which have the capability to
access the licensed spectrum opportunistically.

Figure 3: Spectrum overlay and spectrum underlay access methods.

The opportunistic spectrum access by a SU is done mainly by two ways (Fig. 3),

• Spectrum overlay : This is a very conservative spectrum access approach, where the
SU accesses the frequency spectrum, if and only if it is free or not being used by any
PU. This method requires sensing of the white spaces available in the spectrum before
accessing it.

• Spectrum underlay : In this access method, the SU and PU can access the spectrum
concurrently, provided that the SU transmit power does not interfere with the PU
transmissions. The transmit power threshold enforced by PU makes sure that the QoS
is not affected at PU-Rx. This threshold is also known as interference temperature
(IT) [5–7], which plays an important role at SU for transmit power adaptations.
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In this thesis, the underlay network is assumed where the SUs adapt their transmit
power to maintain the required IT constraint. To maintain IT, SU will either adapt its
peak or average transmit power [8–11]. Traditionally, the interference power threshold or
IT for SUs is kept constant, however, some studies, such as [12] have thoroughly analyzed
the concept of interference probability in a relay assisted CRN, assuming imperfect channel
state information (CSI). Further, the well-known main requirement of CRN is to maintain
QoS of PUs (legacy users), while aiming at increasing spectral efficiency of the whole system
by allowing SUs to access the spectrum opportunistically. However, fixed IT constraint
is considered a strict requirement for satisfying this QoS of PUs. Therefore, this idea of
studying dynamic IT [13] in CRN was considered in this thesis, and is discussed in great
detail in Chapter II.

1.3 Unmanned Aerial Vehicles in Wireless Communication Systems

Besides optimizing the available spectrum for efficient usage, UAVs, also referred to as drones,
are now considered to be one of the main contributing factors for the next generation of UAV-
assisted wireless communication systems. With the exponential growth in the consumer
UAVs, it is a very promising business prospect for all the network operators as it brings
extra revenue when these UAVs are connected to their network. It also opens up another
opportunity for these cellular operators where a UAV can itself be used as a base station
(flying base station), which gives an advantage of better coverage, spectral efficiency and
high user quality of experience (QoE). The growth in drone fleet is expected to double in
2022 to 2.4 million compared to 2014 (1.1 million) [14]. Standardization bodies such as Third
Generation Partnership Project (3GPP) are looking into the are looking into the aspect of
using UAVs in cellular networks [15–17]. 3GPP refers to this as aerial user equipment (UE)
by having UAVs serve as another UE. Academia, on the other hand, is not only looking at
it as a UE but also as BSs or relays. In addition, Electronic Communications Committee
(ECC) within the European Conference of Postal and Telecommunications Administrations
(CEPT) in Europe is also looking into the aspects of spectrum regulations in UAVs [18]. The
International Telecommunication Union Telecommunication Standardization Sector (ITU-T)
is working on defining capabilities of UAVs in the service and application support layer for
integration of UAVs in IMT-2020 networks with high security protocols [19]. The European
Telecommunications Standards Institute (ETSI) technical report (TR) 103 373 is defining
the UAV-specific use cases and deliberating on the spectrum rules that may be required
to enable the UAV based communication [20], and finally, the Institute of Electrical and
Electronics Engineers (IEEE) had a drones Working Group in 2015. The aim is to develop
a standard for consumer drones while putting emphasis on privacy and security concerns
[21,22].

The main advantages of UAVs are that they are very easy to operate remotely or au-
tonomously, and hence, can be easy deployed anywhere. UAVs also have higher maneuver-
ability, lower operating and maintenance costs, and are highly capable of providing a highly
reliable and cost effective mode of communication [23–27]. UAVs have been deployed as a
flying BS to provide ubiquitous wireless communication access, and as an alternative sup-
port for 5G and B5G cellular mobile communication. Furthermore, UAVs can be used as
mobile relays to provide wireless connectivity among partitioned UEs that lack any direct
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Figure 4: UAV-assisted wireless communication system.

line of sight (LOS) communication between the BS and UE. This can be visualized in Fig. 4,
where user-2, and user-5 do not have LOS between them as there is no communication link
between BS-1 and BS-2, and user-2 is connected to BS-1,and user-5 is connected to BS-2.
However, with air-to-air communication link between UAV-1 and UAV-2, user-2 and user-5
can communicate with each other. Other than using UAVs as a flying BS or relay, UAVs
have found application in areas such as aerial data collectors, aerial caching, and aerial power
source etc. Multiple UAVs can also coordinate, and self organize to form different network
architectures such as flying adhoc networks (FANETs), internet of drones etc.

1.4 Challenges with UAV-assisted Wireless Communication Systems

There are many new challenges associated with a UAV-assisted next-generation wireless
communication system, especially if it has to serve as a flying BS. Some of these challenges
are, a) placement optimization- this problem becomes a 3D-placement optimization problem,
where the objective can be maximizing system capacity or minimizing interference from
these flying BSs to the cellular network [28,29], b) Power efficiency- This is one of the most
challenging problem with UAVs, the limited power. The only way to conserve power is to
have efficient scheduling algorithms, or to minimize the transmit power of these aerial BSs
[30–32]. There are now studies in optimal scheduling of beacons, and minimizing transmit
power but a real proof of concept is still missing. Apart from reducing energy, recharging
of UAVs is another idea to increase their short lifetime. However, it is a very complex issue
as recharging or replacing points need to be properly designed especially in crowded urban
areas [33, 34], c) Security- Due to its unmanned nature, the security with UAVs as flying
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BS becomes more important than ever. Cases of eavesdropping, jamming, denial of services
(DoS), spoofing and hijacking can be very real with these type of platforms. Thus, there is
a big need of research and application for secure wireless communication protocols in these
UAV-assisted wireless communication networks.

Last, but not the least, as we move towards high frequencies in the radio frequency
spectrum, the need to have a realistic channel model in UAV-assisted communication become
more crucial. Presently, UAV-assisted communication has become more reliable with tested
channel models in sub-6 GHz channel but not much has been done for frequency beyond
that. Most of the research with UWB and mmWave is picking up for the UAV-assisted
communication but most of it relies either on simulations based on ray tracing software and
lacks any empirical data. This is one of the challenges being addressed in this thesis. Fig.
5 shows these unique challenges, with UAV types, and the standardization efforts going on
with the UAV-assisted next generation wireless communication.

At present, mainly simulation based studies are being used to study UAV-assisted com-
munication at UWB and mmWave band. One of the main reasons behind this dependence
on simulation software is the constraint in flying the UAV itself because of the regulations
imposed by Federal Aviation Administration (FAA) [35]. These rules include that the UAVs
have to maintain a visual line of sight from the pilot at all times, the maximum flight height
has to be 400 feet (122 meters) above ground, maximum speed is set at 100 mph (161 Km/h),
while the maximum weight has to be 55 pounds (25 Kg). In addition to that, only daylight
operations are permitted with strict flying restrictions near areas such as airports, hospitals,
public areas etc., and for certain operations, a licensed pilot is required.

In this thesis, after the theoretical studies of cognitive radio networks, empirical study of
UAV-assisted wireless communication systems is covered in detail.First, the unmanned aerial
vehicle-to-wearables (UAV2W) at UWB frequencies are examined, and then the emulation
of UAV motion to study mmWave channel characteristics at 28 GHz is examined in detail,
and finally, the propeller modulation effect in UAVs is also considered to fill the lacunae
caused by the lack of field data. In the coming sections, first the UAV-assisted UWB and
then the UAV-assisted mmWave technology will be discussed briefly.

1.5 Ultra-wideband Technology for Unmanned Aerial Vehicle-to-Wearables
System

UWB is a very popular radio technology that works at a frequency bandwidth of more than
500 MHz. The main reasons behind its popularity are the low-power consumption and high
bandwidth with low probability of interception [36–39]. The low power consumption and
short wavelength make the UWB a best possible candidate for the body-centric wireless net-
work [40,41] in health-care applications [37,38]. The Federal Communication Commission’s
(FCC) power requirement of -41.3 dBm/MHz or 75 nanowatts/MHz classifies UWB as an
unintentional radiator which allows it to lie near the noise floor for a narrowband receiver,
and thereby allows it to coexist with current wireless technologies, such as WiFi with min-
imal or no interference at all. In summary, the main advantages of UWB can be listed as
follows,

• Low power consumption with high data rate. The received power in UWB lies very
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Figure 5: A top view of the UAV-assisted next generation wireless communication systems.

close to the noise floor [36–39,42].

• Control over duty cycle makes the battery last longer.

• Low probability of detection as it is close to the noise floor and any attempt of jamming
or eavesdropping will make the signal noisy [43].

• Small wavelength with low power makes it a perfect fit for body-centric wireless network
[37,38].

Because of all these advantages, one of the major applications of UWB is in the body area
networks or with UAV to wearable devices. Fig. 6 shows an example of a UAV to wearable
system used for health monitoring applications. These systems are referred to as unmanned
aerial vehicle-to-wearables (UAV2W) systems in this thesis [42].
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In this empirical study, the operating-frequency range that is considered is from 3.1 GHz
to 10.6 GHz with different sub-bandwidths at corresponding different central frequencies.
In Chapter III, this in-depth empirical study and modelling of the distance and frequency
dependent path loss factors at different bandwidths, and time dispersion characteristics of
UAV2W system at UWB frequency is examined in detail.

1.6 Millimeter Wave Technology for Unmanned Aerial Vehicle Assisted
Communication

After studying UAV2W at UWB frequency, the next topic of this thesis is to examine UAV-
assisted mmWave communication systems, especially channel characteristics such as Doppler
spread and path-loss, and also the propeller modulation effect at 28 GHz. In 2015, FCC
released millimeter wave frequencies for licensed and unlicensed use. The newly licensed
frequencies are 28 GHz, 37 GHz, and 39 GHz, while the unlicensed bands are 64∼71 GHz
[44]. Access to these mmWave frequencies allows multi gigabit wireless communication
which will enable 5G and B5G communications. In addition to the high data rates, small
antenna size, and circuits at millimeter wavelength provide reliable, highly directional and
secure communication links against any eavesdropping and jamming. However, mmWave
communication suffers highly from the propagation attenuation, shadowing effect (blocking),
beam misalignment, and Doppler shift [45–48]. Doppler spread becomes more critical when
there is movement of transmitter or receiver or both with respect to each other. In addition
to that, as the wavelength is very small (millimeters), these Doppler effects become more
prominent.

It is also well known that in a given mobile and multipath environment, each multipath
component (MPC) will experience a different Doppler shift according to the motion, which
leads to the spectral broadening at the receiver. This spectral broadening causes erroneous
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Figure 7: Top view of the measurement study setup. The transmitter is placed on the end
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signal reception or communication failure for a communication network. Therefore, model-
ing physical UAV motion as close as possible to an actual UAV motion is very important in
understanding the design constraints, and performance of a mmWave based UAV commu-
nication system. Techniques to analyze and combat the Doppler effects have been studied
extensively, which as mentioned previously are based on simulations that ignore the actual
UAV motion, and UAV dynamics under real atmospheric conditions (wind gusts) [23,26,49].

Thus, to properly analyze and study the mmWave channel characteristics, such as Doppler
and path-loss, emulating actual UAV motion under wind gusts is very much required. In this
thesis, the close to the real UAV motion is emulated by a robotic arm in an anechoic chamber
with wind gusts modelled by the famous Dryden wind model. The measurement study setup
for such a case is shown in Fig. 7. The complete analysis and statistical characteristics of
mmWave wireless communication channel is discussed in detail in Chapter IV.

Moreover, the propeller modulation caused by the propellers in the UAV is also inves-
tigated in this chapter. This modulated waveform at the receiver is basically an amplitude
modulated wave because of the propeller. In this work, propeller modulation with a real UAV
(hexcopter) is studied for the first time at 28 GHz. The correlation between propeller speed
and its corresponding frequency component is also investigated in great length. A set of
experiments with UAVs at different heights, and with different permutations of propeller-on
and -off between Tx and Rx is conducted in detail.
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1.7 Contributions

The overall contributions of this thesis can be summarized as follows,

• Statistical modeling of dynamic interference threshold and its effect on network ca-
pacity and outage probability in CR is presented in detail. The derived theoretical
expressions are verified with simulation results, and the overall advantages of dynamic
IT over fixed IT is also examined.

• Analysis of SU interference on PU network and subsequent performance analysis is
provided.

• Extensive measurement study and statistical modelling of radio characteristics in a
UAV2W system in an indoor warehouse environment is presented in detail. These chan-
nel characteristics and modeling have the biggest application the health care domain,
and in generic UAV-assisted wireless communication systems at UWB frequencies.

• Measurement study and modelling of mmWave channel characteristics in UAVs by
emulating real life UAV motion by using a robotic arm is detailed. This is one of
the novel studies that does not rely on simulation software, but emulates actual UAV
motion by a robotic arm. The frequency under consideration is 28 GHz and the
environment under consideration is an anechoic chamber. Channel characteristics such
as Doppler spread and path-loss are investigated in this emulation based empirical
study.

• Propeller modulation is studied in detail with two real UAVs that have mmWave horn
antennas attached to them. One of the two UAVs acts as Tx, while the other behaves
as a Rx. Different scenarios with different heights, and with different permutations of
propeller-on and -off are considered in this thesis.

1.8 Organization

The thesis is organized as follows, Chapter II discusses the details on the study of dynamic
IT in cognitve radio systems. Chapter III details the measurement study and statistical
modelling of radio characteristics in UAV2W system in an indoor environment at UWB
frequency, while Chapter IV examines the mmWave channel characteristics (Doppler and
path-loss) by conducting a measurement study in an anechoic chamber with the actual UAV
Motion performed by a robotic arm. The propeller modulation effect with real UAV is
also investigated in this Chapter IV. Finally, the conclusions are drawn and future work is
described in Chapter V.
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CHAPTER II

INTERFERENCE TEMPERATURE IN COGNITIVE RADIO NETWORK

2.1 Introduction

In this chapter, we will look into the optimization of the available radio spectrum problem
in a cognitive radio network, and delve into the modeling of interference temperature that
controls the way the licensed spectrum is accessed. In the later part of this chapter, we
will analyze the effect of secondary user interference on the primary user network. In the
last decade, measurement studies on the actual spectrum usage has highlighted that a large
portion of the licensed spectrum that is auctioned by the FCC is less utilized than the
unlicensed ones. These studies also reflect the inefficient and inflexible spectrum usage that
is leading to the spectrum scarcity for the end users [50–52]. This spectrum scarcity as
mentioned in Chapter 1 is because of the rapid proliferation of new end users, devices and
the high data demands from the users. To overcome this challenge of crowded spectrum,
cognitive radio theory was introduced, where radios that are using unlicensed spectrum can
exploit the available licensed spectrum opportunistically, and thereby utilise the spectrum
optimally [1–3,53,54]. This type of optimal access leads to a better network performance in
terms of overall capacity and in less outage probability.

In cognitive radio network (CRN), the users of the radio spectrum are divided into two
categories- licensed and unlicensed users. Depending on the network configuration, the unli-
censed users, also known as secondary users (SUs) are allowed to access the spectrum of the
licensed users or the primary users (PUs) either when it is not in use by a PU or concurrently
with PU transmissions, if and only if the SU does not degrade the quality of service (QoS) of
PU transmission. To maintain this QoS, there is a certain interference power threshold that
PU-Rx can tolerate and this threshold is known as interference temperature (IT) [8,55–57].
The spectrum sharing network with concurrent access of the available spectrum is known
as underlay cognitive network, while the network that allows spectrum access only during
idle time is known as an overlay cognitive network [3, 4]. The network configuration under
consideration in this chapter is the underlay network configuration.

In the underlay network configuration, the SUs adapt their peak or average transmit
power [8–11] to maintain the IT threshold. In [58], Kang et al. have studied and derived
the optimal power strategies for SU to maximize outage and ergodic capacity under both
(peak and average power) constraints. Similarly, in [59], Srinivasa et al. considered peak
and average power adaptation to maximize the SU signal to noise ratio (SNR) and capacity.
However, peak power adaptation protects and guarantees instantaneous interference preven-
tion at PU, and in many cases, the PU QoS would be limited by the instantaneous signal
to interference plus noise ratio (SINR) at the receiver. Therefore, peak power adaptation
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is considered in this chapter, however, it is important to note that the insights from peak
power adaptation will still be valid even if average power adaptation is considered.

This type of power adaptation scheme requires the knowledge of channel state information
(CSI) at SU-Tx, so that the SU can adapt its transmit power accordingly. Recent research
studies have shown that this can be achieved either by utilizing feedback channels with
acknowledgment/non-acknowledgement (ACK/ NACK) packet information or by detecting
the transition of modulation and coding schemes (MCS) [60–64]. In our considered network,
this job is accomplished by a central entity known as CBS (central base station), which
periodically senses the CSI information of PUs and SUs in a CRN. This type of CRN with
CBS is also known as a centralized CRN system [60, 63, 64]. Apart from sensing CSI, CBS
also senses the primary network activity, and controls the SUs via dedicated sensing and
control channels. However, in reality, the CSI knowledge is not perfect [65], but since one of
the main aims of this chapter is to statistically highlight the advantages of dynamic IT over
fixed IT, perfect CSI knowledge at SU-Tx can be safely assumed.

In short, statistical analysis of dynamic IT in CRN, and its performance compared to
static IT and the case of SU interference on PU will be examined in detail in this chapter.
With the dynamic IT settings, the IT for SU can be relaxed during the less traffic time or
ideal time in the PU network, which in turn will allow the SU to opportunistically increase
its transmit power, and thereby improve the overall network performance of the CRN. The
system model for this case is discussed in the next section.

Figure 8: System model with N -SUs and a PU link.

2.2 System Model

In this section, the system under consideration is discussed in detail. The system model is
shown in Fig. 8, which consists of a PU network and N -SUs in an underlay network config-
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uration in which the available primary user spectrum is shared with N -SUs. Furthermore,
it is assumed that the orthogonal frequency division multiple access (OFDMA) method is
employed in the CRN that allows every PU to access orthogonal spectrum bands from the
available bandwidth, and for each allocated PU orthogonal frequency band, the SUs will
operate in separate sub-bands of it. This will result in no interference among SUs, but will
cumulatively cause interference at the PU-Rx, whose spectrum is shared by these SUs. The
various channel gains assuming point-to-point flat Rayleigh fading channels are given as,
g1
sp = ||h1

sp||2, g1
ps = ||h1

ps||2, g1
ss = ||h1

ss||2, and g1
pp = ||h1

pp||2, where g represents the channel
power gain, h represents the channel transfer function or channel response (Rayleigh), and
subscript p represents PU while subscript s represents SU. Also, the superscripts 1, . . . , n
present the SU or PU index number, for example g1

ss is the channel between the SUTx
1

and SURx
1 . Rayleigh fading model is the commonly used channel model in these types of

theoretical studies. Other small-scale channel fading models such as Nakagami and Rician
could be definitely considered, however, the insights and observations obtained from this
study would remain the same. Moreover, we denote the exponentially distributed proba-
bility density functions (PDFs) of these random variables as fgsp(x), fgps(x), fgss(x) and
fgpp(x). These PDFs are governed by corresponding rate parameters, which depend on the
mean of the exponential distribution as E(gsp) = 1/λsp, E(gps) = 1/λps, E(gss) = 1/λss and
E(gpp) = 1/λpp.

It is worth noting that the mean values of channel power parameters in small-scale fading
models incorporate the effect of large-scale fading such as path-loss and shadowing under
the assumption that there are immobile users, i.e., path-loss and shadowing will be constant
[66, 67]. Consequently, a low mean parameter would imply a larger distance between a PU-
Rx and a SU-Tx than a high mean value; the mean value here refers to the received signal
mean power over a distance. As an example, from Fig. 8, since SU-1 is nearer to PU-Rx
than SU-3, it will have a higher mean value (E(gsp

1)) than the SU-3. Therefore, selection of
these rate parameters will take care of the distance dependency in itself. Apart from that,
it is also assumed that the channels are flat in our model. Since the main motivation is to
show the network performance gain in utilizing dynamic IT over fixed IT, traffic scheduling
and access control are not considered. Moreover, a CRN with a single PU with single SU is
considered for the analysis, which can be further extrapolated to multiple SUs with a single
PU case, or multiple PU case with different number of SUs.

As mentioned in the earlier section, the centralized CRN [60, 63, 64] has a CBS that
controls the CRN operation by sensing the PU activity periodically via sensing channels,
and sets the dynamic IT for SUs via control channels. It is also important to highlight here
that the CSI knowledge cannot be obtained perfectly in a practical wireless network, but with
this centralized CRN, the CBS is assumed to have near to perfect CSI by periodic updates.
This may lead to extra overheads in the network but for functionality of a centralized CRN,
a near to perfect CSI is assumed to be true. In addition, the thermal additive white Gaussian
noise (AWGN) in the network is assumed to have circularly symmetric complex Gaussian
distribution with zero mean and variance as σ2, i.e., CN (0, σ2). Finally, to improve the
readability of this Chapter, the most frequently used symbols are described in Table 1.
In the next section, we will look into the modeling part of IT from a network capacity
perspective.
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Table 1: Notations.

Symbol Description
c Capacity
γp SINR at PU-Rx
γs SINR at SU-Rx
α Continuous random variable for PU-Rx

SINR
αk Discrete random variable for PU-Rx SINR,

where k = 1, 2, . . . ,∞
ψ Interference plus noise
λp Poisson rate parameter
λxx Channel rate parameter (exponential rate)

with subscript x can be s or p implying SU
or PU

σ2 AWGN variance
Prx Received power at PU-Rx
p Peak transmit power
x Dummy variable

2.3 Interference Temperature Modeling from Capacity distribution

In this section, we will now derive the interference power threshold from the variable traffic
demand distribution considering a CRN system as described in the previous section1. First
of all, it is well known that the data traffic distribution or the variable capacity distribu-
tion is discrete in nature, and therefore has been modelled by different available discrete
distributions [68–72]. However, among those discrete distributions, Poisson distribution is
a very strong candidate as it has been widely used in telecommunication since the advent
of computer networks, and with proper selection of parameters, it can be made to fit most
network traffic models [73, 74]. Also, since the traffic capacity demand changes over time,
and the occurrences of the traffic demand events are independent from each other, the appli-
cability of Poisson distribution to a network traffic model is further strengthened. Moreover,
in different scenarios and conditions, Poisson distribution has been shown to match, and
model the traffic data in a network [69,70,75,76].

Ideally, one can use any of the available continuous or discrete distributions, but consider-
ing the close applicability of discrete distributions and usage for capacity demand modeling,
Poisson distribution is the best candidate to represent the PU capacity demand [68–72]. Be-
sides that, the insights provided in this study by modelling capacity demand by any of the
available distributions will remain the same. The traffic/capacity demand assuming Poisson
distribution with rate parameter λp is given as,

Pc(xk) =
λxkp
xk!

e−λp , ∀ λp > 0, xk ∈ {0, 1, 2, 3, . . . ,∞}. (2.3.1)

1Note that the interference power threshold and interference temperature (IT) are used interchangeably
throughout this chapter.
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In Poisson distribution, this λp is the mean of the distribution, which in our case rep-
resents the mean capacity value. This Poisson distributed capacity demand will be used to
find the corresponding SINR distribution, and afterwards from that SINR distribution, IT
distribution will be determined. These statistical random variable transformations are done
in steps by applying the well known cumulative distribution function (CDF) method [77,78].
To begin with, the relationship between instantaneous capacity and SINR is given as,

c = log(1 + γp), ∀ γp ≥ 0,

where γp represents the instantaneous SINR at PU-Rx2and c represents the instantaneous
capacity in (nats/s)/Hz. Using transformation of random variables, the probability mass
function (PMF) of SINR at PU-Rx is given as,

P (γp) = P (c)
∣∣
γp=ec−1

=
e−λpλckp
ck!

∣∣∣∣∣
c=log(1+γp)

. (2.3.2)

This transformed discrete distribution can be easily changed to a continuous distribution
with the aid of Dirac-delta function [79] as,

fγp(x) =
∑
xk∈R

e−λpλ
log(xk+1)
p

log(xk + 1)!
δ(x− xk). ∀ x ≥ 0, (2.3.3)

where δ(x) is a Dirac-delta function. This transformation from discrete to continuous random
variable will save a lot of effort in computations that involve mixed random variable distribu-
tions (continuous and discrete distributions) to derive the network performance expressions.
However, this simple discrete random transformation needs more careful inspection.

The SINR at the PU-Rx is given as the ratio of the received signal power from PU-Tx to
the interference plus noise power, that is γp = PRx

PU/ψ, where ψ represents the interference
plus noise power. Therefore, ψ can be written as,

ψ =
gppp

γp
,∀ γp = {0, 1, 2, . . . ,∞} ∈ R, (2.3.4)

where p is the peak transmit power. The peak transmit power of SU and PU is assumed to
be the same.For γp = 0 in (2.3.4), ψ would be undefined, which will lead to an undefined data
distribution. Therefore, to overcome this challenge, we can either begin by truncating the PU
capacity distribution from Poisson to zero-truncated Poisson distribution [80–82], or we can
truncate the distribution of SINR (γp) itself, which will have the range of γp = {1, 2, . . . ,∞},
that is γp ∈ R+. Fig. 9 shows a case of truncating capacity distribution from general Poisson
distribution to a zero-truncated Poisson distribution. One can observe the increase in the
probabilities of all the samples after truncation with the shape remaining unchanged, for
example at xk = 2, λp = 2, the probability is P (x) = 0.2707 and at the same parameters
in zero-truncated Poisson distribution the probability is P (x) = 0.313. The increase in the
probability is due to the shrinking of the sample space.

2SINR is usually denoted by γ, but in this chapter, γp and γs are used to easily distinguish between the
SINR at PU-Rx and SINR at SU-Rx respectively.
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Figure 9: Comparison of normal Poisson distribution (left) with zero truncated Poisson
distribution (right) for different rate parameter of λp = 0.5, 1, 2. Here the line plot is used
for better visualization.

In this scenario, we will proceed with the SINR truncation method. Since, fγp(x) = 1 for
x ≥ 0 and fγp(x) = 0 for x < 0, thus, we can write fγp(x) for the case of x ≥ 0 as,

fγp(x)
∣∣
x≥0

= fγp(x)
∣∣
x=0

+ fγp(x)
∣∣
x>0

,

fγp(x)
∣∣
x>0

= 1− e−λpx.
(2.3.5)

Therefore, the SINR distribution with support region of γp ∈ R+ after normalizing (2.3.3)
by (2.3.5) will be,

fγp(x) =
∑
xk∈R+

e−λpλ
log(1+xk)
p

(1− e−λp) log(1 + xk)!
δ(x− xk), x > 0. (2.3.6)

Fig. 10 compares the PDF and CDF generated from the above theoretical SINR expres-
sion with simulations results3, and it can be observed that both simulations and theoretical
results match very well. Once the SINR distribution at PU is known, the interference plus
noise distribution is then found as,

ψ =
gppp

γp
=

(
gpp
γp

)
p. (2.3.7)

This expression is basically a ratio of two random variables.
On careful observation, the numerator of this equation has a random variable gpp, which

is exponentially distributed channel power, while the denominator γp is the SINR (random

3In simulations, the primarily utilized MATLAB functions are: “poissrnd” for generating random num-
bers from Poisson distribution, “ecdf” for empirical cumulative distribution function and “histogram” for
generating probabilistic plots for the simulation data.
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Figure 10: Simulation and theoretical PDF and CDF of SINR for λp = 6.

variable), whose distribution is derived in (2.3.6) using statistical transformations from Pois-
son distribution (capacity). The correlation between these two random variables is zero,
hence, they are both independent. The only dependency between these random variables is
ψ, which can be dynamically adjusted. In other words, the PU is allowed to transmit the
data at maximum power p, so as to have high PU network capacity, while the SINR derived
from the capacity is made dependent on the wireless channel conditions (gpp) through IT (ψ).
This in turn forces the SU to adapt its transmit power accordingly. Thus, setting a dynamic
IT, will allow the CRN to change the transmit power of SU-Tx allowing it to increase during
the relaxed IT threshold period.

Let
PRxPU
γp

= β
α

, using the CDF method for ratio of two random variables [78,79], the PDF

is then given as,

fψ(x) =

∫ ∞
0

α · fPrx,γp(xα, α)dα, (2.3.8)

Since, β and α are two independent random variables,

fψ(x) =

∫ ∞
0

α · fPrx(xα) fγp(α) dα, ∀ α > 0. (2.3.9)

As the channel is assumed to be Rayleigh distributed, therefore, the channel power dis-
tribution will then be a scaled exponential distribution,

fPrx(x) =
λpp
p
e−λppx/p, (2.3.10)

where λpp is the channel rate parameter between PU-Tx and PU-Rx, while p is the peak PU
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transmit power. Substituting (2.3.10) and (2.3.6) in (2.3.9),

fψ(x) =

∫ ∞
0

α

(
λpp
p
e−λppαx/p

)(∑
αk∈R+

e−λp

1− e−λp
λ

log(1+αk)
p

log(1 + αk)!
δ(α− αk)

)
dα,

fψ(x) =
λpp
p

∑
αk∈R+

e−λpλ
log(1+αk)
p

(1− e−λp) log(1 + αk)!

∫ ∞
0

αe−
λppαkx

p δ(α− αk)dα.
(2.3.11)

Using the property of delta function,
∫ α+ε

α−ε f(t)δ(t − α)dt = f(α), ε > 0, the PDF
expressions reduces to,

fψ(x) =
λpp
p

∑
αk∈R+

e−λpλ
log(1+αk)
p

(1− e−λp) log(1 + αk)!
αke

−λppαkx/p. (2.3.12)

Now, the CDF of interference plus noise is found by integrating this PDF as,

Fψ(x) =

∫ x

0

λpp
p

∑
αk∈R+

e−λpλ
log(1+αk)
p αke

−λppαkx/p

(1− e−λp) log(1 + αk)!
dx,

=
λpp
p

e−λp

1− e−λp
∑
αk∈R+

λ
log(1+αk)
p αk

log(1 + αk)!

∫ x

0

e−λppαkx/pdx.

(2.3.13)

On further evaluation, the final CDF expression comes out to be,

Fψ(x) =
∑
αk∈R+

e−λpλ
log(1+αk)
p

(1− e−λp) log(1 + αk)!

[
1− e−λppαkx/p

]
. (2.3.14)

Fig. 11 shows the comparison between the simulation and theoretical results for the
PDF derived in (2.3.12) at different values of λp. Since, the noise is assumed to be Gaussian
distribution with zero mean and variance of σ2, i.e., CN (0, σ2), the interference plus noise
can be considered as total interference threshold or IT with a constant noise variance σ2

included in it. In simpler terms, ψ can be regarded as total interference threshold. The
proof that (2.3.12) is a valid PDF is given in Appendix 5.3. So far the first step of deriving
the dynamic distribution of IT for PU-Rx from the variable network traffic demand (Poisson
distributed) has been found, the next step is to evaluate the SU network performance metrics
by deriving, and analyzing outage probability and mean capacity distributions, which will
be the topic in the next section.

2.4 Outage Probability and Mean Capacity in General Region

In this section, we will derive the outage probability and mean capacity of SU assuming
peak power adaptation at SU-Tx. The SU transmit power with peak power adaptation [11]
is given as,

P Tx
SU = min

(
ψ

gsp
, p

)
, (2.4.1)
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where p is the peak transmit power, gsp is the channel between SU-Tx to PU-Rx and ψ is the
total IT. To make the mathematical notation’s simpler, we will use Ptx and Prx for transmit
and receiver power at SU, rather than P Tx

SU and PRx
SU . Therefore, the SINR at SU-Rx is,

γs =
Ptxgss

pgps + σ2
=

Prx
pgps + σ2

, (2.4.2)

where gss is the channel power gain between SU-Tx and SU-Rx, while gps is the channel
power gain between PU-Tx and SU-Rx, and p is the peak power at PU. Thus, the mean
capacity expression for SU will be,

C̄ = B

∫ ∞
0

log(1 + x) fγs(x)dx, (2.4.3)

where fγs(x) is the PDF of SINR at SU-Rx, and B is the bandwidth. Using integration by
parts [8, 83], the expression can be written as,

C̄ =

∫ ∞
0

1− Fγs(x)

1 + x
dx, (2.4.4)

where B is assumed to be 1 Hz and Fγs(x) is the CDF of SINR or the outage probability.
Therefore, to evaluate the mean capacity, we need to find the outage probability at SU.
Following the same step-by-step statistical transformation approach as before, we will first
derive γs from Ptx, and then derive the outage probability Fγs and finally the capacity C.

To find Ptx as given in (2.4.1), let t = ψ
gsp

= u
v
. Then, the CDF of t will be given as,

FT (x) = Pr

(
u

v
< x

)
= Pr

(
u < vx, v > 0

)
=

∫ ∞
0

∫ vx

0

fψ,gsp(uv)du dv. (2.4.5)
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Since, ψ and gsp are independent random variables, therefore,

FT (x) =

∫ ∞
0

∫ vx

0

fψ(u)dufgsp(v)dv =

∫ ∞
0

Fψ(vx)fgsp(v)dv. (2.4.6)

where fgsp(v) is the PDF of the exponential channel power gain, and Fψ(x) is given in
(2.3.14). On substituting these terms in the above equation,

FT (x) =

∫ ∞
0

∑
αk∈R+

e−λpλ
log(1+αk)
p

[
1− e

−λppαkvx
p

]
(1− e−λp) log(1 + αk)!

λspe
−λspvdv,

FT (x) =
λspe

−λp

1− e−λp
∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!

[ ∫ ∞
0

e−λspvdv −
∫ ∞

0

e−
(
λppαkx

p
+λsp

)
vdv

]
.

(2.4.7)

On further evaluation, this expression finally reduces to,

FT (x) =
e−λp

1− e−λp
∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!

(
ηαkx

ηαkx+ p

)
, (2.4.8)

where η = λpp
λsp

. The PDF of t = ψ
gsp

from its CDF will be,

fT (x) =
e−λp

1− e−λp
∑
αk∈R+

λlog(1+αk)

log(1 + αk)!

[
ηαkp

(ηαkx+ p)2

]
. (2.4.9)

Thus, the distribution of Ptx as a minimum function of the constant p and random
variable t is as follows,

Ptx = min

(
ψ

gsp
, p

)
= min (t, p),

FPtx(x) = FT (x) + Fp(x)− FT (x)Fp(x) = FT (x) [1−H(x− p)] +H(x− p),

where the constant p is expressed as a random variable with CDF as a Heaviside function
H(x− p), and PDF as a Dirac delta function δ(x− p) [8,79,84]. Correspondingly, the PDF
would be given as,

fPtx(x) = fT (x)[1−H(x− p)] + δ(x− p)− FT (x)δ(x− p), (2.4.10)

where FT (x) and fT (x) are given in (2.4.8) and (2.4.9).
From this given Ptx distribution, the next step is to determine the received power at

SU-Rx, that is, Prx = Ptxgss. This expression is a product of two random variables, one
of which is exponential random variable gss, and the other one is Ptx. Let Prx = Ptxgss be
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written as Prx = v1v2 where v1 = gss and v2 = Ptx. Therefore,

FPrx(x) = Pr(v1v2 ≤ x) =

∫ ∞
0

∫ x
v2

0

fgss

(
v1 ≤

x

v2

)
fPtx(v2)dv2,

=

∫ ∞
0

Fgss(x/v2)fPtx(v2)dv2,

=

∫ ∞
0

[1− e−λssx/v2 ] fPtx(v2)dv2,

= 1−
∫ ∞

0

e−λssx/v2 fPtx(v2)dv2.

(2.4.11)

On substituting (2.4.8), (2.4.9) and (2.4.10) in (2.4.11),

FPrx(x) = 1−
∫ ∞

0

e−λssx/v2
[
ft(v2)[1−H(v2 − p)] + δ(v2 − p)− Ft(v2)δ(v2 − p)

]
dv2,

= 1−
∫ ∞

0

e−λssx/v2e−λp

(1− e−λp)

∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!

[
ηαkp

(ηαkv2 + p)2

]
dv2

+

∫ ∞
p

e
−λssx

v2 e−λp

(1− e−λp)

∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!

[
ηαkp

(ηαkv2 + p)2

]
dv2 − e−

λssx
p

+

∫ ∞
0

e−λssx/v2FPtx(v2)δ(v2 − p)dv2,

(2.4.12)

which finally reduces down to,

FPrx(x) = 1− e−λssx/p +
e−λp

1− e−λp
∑
αk∈R+

λlog(1+αk)

log(1 + αk)!

ηαkλssx

p

× e
ηαkλssx

p Γ

(
0,
λss(ηαk + 1)x

p

)
,

(2.4.13)

where Γ(a, x) is an incomplete Gamma function [85] that is defined as,

Γ(a, x) =

∫ ∞
a

ta−1e−tdt, ∀ a > 0, x ≥ 0.

Finally, from this distribution of Prx, the distribution of SINR at SU-Rx will be the ratio
of two independent random variables Prx and pgps + σ2, which can be easily found out by
using the same CDF method. That is,

γs =
Prx

pgps + σ2
. (2.4.14)

Let Prx
pgps+σ2 = u

v
, therefore,
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Fγs(x) = Pr

(
u

v
≤ x

)
=

∫ ∞
σ2

∫ vx

0

fPrx(u ≤ vx)fv(v) du dv,

=

∫ ∞
σ2

(∫ vx

0

fPrx(u ≤ vx) du

)
fv(v)dv,

=

∫ ∞
σ2

FPrx(vx) fv(v)dv.

(2.4.15)

Since, v = pgps + σ2 is a scaled and shifted exponential distribution, while FPrx(vx) was
found in (2.4.13). Therefore,

Fγs(x) =

∫ ∞
σ2

[
1− e−

λssx
p +

e−λp

1− e−λp
∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!

ηαkλssvx

p
e
ηαkλssvx

p

× Γ

(
0,
λss(ηαk + 1)vx

p

)]
λps
p
e−

λps
p

(v−σ2)dv,

=

∫ ∞
σ2

λps
p
e−

λps
p

(v−σ2)dv −
∫ ∞
σ2

λps
p
e−

λssx
p × e−

λps
p

(v−σ2)dv +

∫ ∞
σ2

e−λp

1− e−λp

×
∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!

ηαkλssvx

p
e
ηαkλssvx

p Γ

(
0,
λss(ηαk + 1)vx

p

)
λps
p
e−

λps
p

(v−σ2)dv,

(2.4.16)

which can be expressed as,
Fγs(z) = I1 − I2 − I3. (2.4.17)

Evaluating these integrals individually,

I1 =

∫ ∞
σ2

λps
p
e−

λps
p

(v−σ2)dv = 1. (2.4.18)

Here I1 is the PDF that is integrated over its full range resulting in the value being 1. I2

on the other hand is evaluated as,

I2 =

∫ ∞
σ2

e−λssx/p
λps
p
e−

λps
p

(v−σ2)dv =
λpse

λpsσ2

p

∫ ∞
σ2

e−
λssx+λps

p
vdv, (2.4.19)

which on further evaluation yields,

I2 =
λps

λps + λssx
e−

λssσ
2x

p . (2.4.20)

Lastly, evaluating I3,

I3 =
e−λpλps

(e−λp − 1)p
e
λps
p
σ2
∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!

ηαkλssx

p

∫ ∞
σ2

ve
ηαkλssvx

p e−
λps
p
v

× Γ

(
0,
λss(ηαk + 1)vx

p

)
dv,

(2.4.21)
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Which on further evaluation yields,

I3 =
∑
αk∈R+

ηλpsλssαkxe
−λp(e−λp − 1)−1

(λps − ηαkλssx)2(λps + λssx)

λ
log(1+αk)
p

log(1 + αk)!

[
(λps − ηαkλssx)e−λssσ

2x/p

× (λps + λssx)

{
eηαkλssσ

2x/p

(
1 +

(λps − ηαkλss)σ2

p

)
Γ

(
0,

(ηαk + 1)λssσ
2x

p

)
− eλpsσ2/pΓ

(
0,

(λps + λssx)σ2

p

)}]
.

(2.4.22)

Therefore, on substituting I1, I2 and I3, Fγs(x) or the outage probability will be given as
in (2.4.24), and the proof that it is valid distribution is given in Appendix 5.3. Furthermore,
substituting (2.4.24) in the mean capacity expression that is given as,

C̄ =

∫ ∞
0

1− Fγs(x)

1 + x
dx. (2.4.23)

will result in (2.4.25).

Fγs(x) = 1− λpse
−λssσ

2x
p

λps + λssx
+
∑
αk∈R+

ηλpsλssαkxe
−λp(1− e−λp)−1

(λps − ηαkλssx)2(λps + λssx)

λ
log(1+αk)
p

log(1 + αk)!

·
[
(λps − ηαkλssx)e−λssσ

2x/p + (λps + λssx)

{
e
xηαkλssσ

2

p

(
1 +

(λps − ηαkλss)σ2

p

)
× Γ

(
0,

(ηαk + 1)λssσ
2x

p

)
− eλpsσ2/pΓ

(
0,

(λps + λssx)σ2

p

)}]
(2.4.24)

Unfortunately, there is no closed form solution for the second integral (I4) of (2.4.25),
which therefore needs to be evaluated numerically. Thus far, we have derived the outage
probability and mean capacity of a SU in a CRN network irrespective of their operable
region. However, there can be a case where the peak power p is very high, so that during the
peak power adaptation at SU-Tx, the final transmit power (P Tx

SU ) will always be ψ
gsp

. This

region is also known as high power region [11], and it will be analyzed in the next section
for deeper insights.

2.5 Outage Probability and Mean Capacity in High Power Region

In high power region, p >> ψ
gsp

at SU-Tx, therefore, SU transmit power assuming peak

power adaptation will then be given as,
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C̄ =

∫ ∞
0

λpse
−λssσ

2x
p

(λps + λssx)(1 + x)
dx−

∫ ∞
0

∑
αk∈R+

(
ηλpsλssαkxe

−λp(1 + x)−1

(λps − ηαkλssx)2(λps + λssx)

× λ
log(1+αk)
p

(1− e−λp) log(1 + αk)!

[
(λps − ηαkλssx)e−λssσ

2x/pdx+ (λps + λssx)

×
{
eηαkλssσ

2x/p

(
1 +

(λps − ηαkλss)σ2

p

)
Γ

(
0,

(ηαk + 1)λssσ
2x

p

)
− eλpsσ2/pΓ

(
0,

(λps + λssx)σ2

p

)}])
dx

C̄ =
λps

λss − λps

[
eλpsσ

2/pΓ

(
0,
λpsσ

2

p

)
− eλssσ2/pΓ

(
0,
λssσ

2

p

)]
+ I4

(2.4.25)

P Tx
SU = min

(
ψ

gsp
, p

)
=

ψ

gsp
= t, (2.5.1)

which reduces the probability distribution of Ptx to t(x) as given in (2.4.10). Therefore, the
CDF of Prx as t = u

v
is as follows,

FPrx(x) =

∫ ∞
0

Fgss(x/v)fPtx(v)dv,

=

∫ ∞
0

[1− e−
λssx
v ]

e−λp

1− e−λp
∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!

[
ηαkp

(ηαkx+ p)2

]
dv,

(2.5.2)

which simplifies down to

FPrx(x) = 1− e−λp

1− e−λp
∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!

[
1− ηαkλss

p
xeλssηαkx/p · Γ

(
0,
λssηαkx

p

)]
. (2.5.3)

Thus, the outage probability will be,

Fγs(x) =

∫ ∞
σ2

FPrx(vx)fv(v)dv,

=

∫ ∞
σ2

[
1− e−λp

1− e−λp
∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!

(
1− ηαkλssvx

p
eλssηαkvx/p

× Γ

(
0,
λssηαkxv

p

))]
λps
p
e−

λps
p

(v−σ2)dv,

(2.5.4)
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Fγs(x) = 1− e−λp

1− e−λp
∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!
− e−λp

1− e−λp
∑
αk∈R+

λ
log(1+αk)
p ηαkλssx

log(1 + αk)!

× 1

(λps − ηαkλssx)2

[
λps − ηαkλssx+ λpse

λpsσ2/pΓ

(
0,
λpsσ

2

p

)]
,

(2.5.5)

which on further evaluation reduces to,

Fγs(x) =
∑
αk∈R+

λ
log(1+αk)
p ηαkλssx

log(1 + αk)!

1

(λps − ηαkλssx)2

[
λps − ηαkλssx− λpseλpsσ

2/p

× Γ

(
0,
λpsσ

2

p

)
+ λpse

ηαkλssxσ
2/p

(
1 +

(λps − ηαkλssx)σ2

p

)
Γ

(
0,
ηαkλssxσ

2

p

)]
.

(2.5.6)

Finally, to determine the mean capacity, we will substitute (2.5.6) in (2.4.23). Unfortu-
nately, this expression also does not have a closed form solution and has to be evaluated
numerically. In the next section, we will validate and discuss all these derived expressions
with simulation results in detail.

2.6 Results and Discussion

In this section, we will compare the analytical expression derived in the previous sections
by comparing them with Monte Carlo Simulations in MATLAB®, and numerical evalua-
tions in MATHEMATICA®. Furthermore, instantaneous and mean capacity, and outage
probability of a dynamic IT based CRN, are compared with a fixed IT based CRN to show
the advantages of setting a dynamic IT over fixed IT. The different distance dependent rate
parameters used in the simulation were selected for illustrative purposes, but depending
upon different scenarios (environment and distance), different values can be used. Never-
theless, the selection of parameters is inconsequential to the insights provided by choosing
any set of rate parameters. For Rayleigh fading channels, the mean values were selected as
E(gsp) = 1/λsp = 2, E(gps) = 1/λps = 3.3, E(gss) = 1/λss = 5 and E(gpp) = 1/λpp = 4,
while the peak power was chosen depending on the analysis and case in hand. Also, the
noise power was set to be σ2 = 1. These different parameters are also summarized in Table
2.

First, we start with the simulation of the outage probability expression given in expression
(2.4.24). In this case, the capacity demand (Poisson distribution) at PU is fixed at λp = 2,
while peak power is kept at −10, 0 and +10 dB. Fig. 12 shows the result of comparison
between the simulation and theoretical expression that are in very close agreement with each
other. Intuitively, high transmit power will better accommodate the capacity/data traffic
demand than the low transmit power, which is reflected in the outage probability plot of
Fig. 12 with less outage values. As an example, one can observe that at every SINR value
in Fig. 12, the outage probability is higher for low peak power value as compared to higher
peak power value. Next, we fix the peak transmit power at 10 dB and analyze the effect of
changing capacity/data traffic demand of PU on outage probability. The changing capacity
demand is reflected in the Poisson rate parameter and the values selected in this scenario
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Table 2: Different simulation parameters.

Parameter Value

E[gsp] 2

E[gps] 3.3

E[gss] 5

E[gpp] 4

σ2 1

p -10,0,10 dB (depending on the given case)

λp 1,2...,6 (depending on the given case)
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Figure 12: Simulation and theoretical outage probability in general region of SU at different
peak power values of p = −10, 0,+10 dB.

for λp = 2, 3 and 4. It can be intuitively inferred that a high capacity demand from a
PU should set the dynamic IT very tight, thereby restricting the transmit power for SU.
Correspondingly, a low capacity demand from a PU should relax the IT, allowing the SU
to opportunistically increase its transmit power. This phenomenon can be easily seen from
Fig. 13, where for any SINR value, the outage in case of λp = 4 is more than λp = 3, and
that is even more than the case of λp = 2. In case of high power region, the expression given
in (2.5.6) will yield similar inferable results.

Moving forward, first the effect of varying λp (capacity parameter) at fixed SU transmit
power levels, and then the effect of changing peak power at various fixed λp will be evaluated
and analyzed for the mean capacity expression generated for SU in (2.4.25). For the first
case, we select three peak power levels of p = 5, 10, 15 dB, while λp is varied from 1 to 5.
As one may expect, high peak transmit power will allow the SU to have higher capacity
as compared to low peak transmit power, however, as the λp increases (high PU capacity
demand), the dynamic IT that will be set by CBS for SU will become tighter. This tight IT
will therefore limit the SU transmit power, ultimately resulting in a lower mean capacity.
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Figure 13: Simulation and theoretical outage probability in general power region of SU at
λp = 2, 3, 4

.

This interesting phenomenon can be easily observed in Fig. 14 in which the simulation and
theoretical result plots are compared with each other.
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Figure 14: Simulation and theoretical mean capacity of SU at p = 5, 10, 15 dB, while varying
the λp from 1 to 5.

In the next step, the peak power is varied from 5 to 10 dB and the mean capacity is
evaluated at three different values of λp as 2, 3 and 4. As expected, increasing peak power of
SUs at relaxed dynamic IT (small λp) will increase the SU mean capacity more than at low
SU peak power with high λp. This mechanism is due to the dynamic setting of IT, which is

28



governed by the PU capacity changes (capacity demand). Fig. 15 shows the resulting plots,
where the network dynamics (traffic data demand) is reflected in the setting of dynamic IT
and which in turn gets reflected in the mean capacity. The same is also inferred in the high
power region for which the mean capacity expressions are evaluated numerically.
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Figure 15: Simulation and theoretical mean capacity of SU at different values of λp = 2, 3, 4
while varying the peak power from 5 to 10 dB.

Fig. 16 and Fig. 17 show the corresponding mean capacity plots for SU in the high power
region.
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Figure 16: Simulation and theoretical mean capacity of SU at different values of λp = 2, 3, 4
while varying the peak power from −10 to 10 dB in high power region.
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Figure 17: Simulation and theoretical mean capacity of SU at p = 5, 10, 15 dB, while varying
λp from 1 to 5 in high power region.

Finally, we will simulate and compare the case of using dynamic IT with the fixed IT
values set at −10 and −5 dB values for mean and instantaneous capacity performance, with
outage probability. One important point to note here is that these set values for fixed IT
are pre-chosen to be very tight, and represent the worst case scenario. In this case, the peak
power is fixed at 10 dB, and λp is varied from 1 to 6 to generate the dynamic IT, and thereby
the mean capacity.
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Figure 18: Comparison of mean capacity performance with dynamic IT and fixed IT of
ψ = −10 and −5 dB.
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Fig. 18 shows the resulting plot of such a case, and it can be observed that the mean
capacity achieved by a SU with dynamic IT is higher than that with the fixed IT one as it
takes care of the capacity variation of PU. In other words, a smaller value of λp will relax
the IT, thereby allowing SU to have high transmit power and therefore, high mean capacity.
On the other hand, a high value of λp will reflect a tight IT value for SU, thus limiting the
SU transmit power which finally results in low mean capacity.

In the second case, we will compare the simulated instantaneous capacity performance
with dynamic IT, and with the fixed IT values set at −10 and −5 dB. Fig. 19 shows the
result for 30 time flops, and it can be clearly observed that setting dynamic IT leads to
better instantaneous network capacity than the fixed IT case with the same reasoning as in
the previous case. In the last case, we will compare the simulated outage probability of SU
with respect to dynamic IT and fixed IT kept at −10 and −5 dB with λp set at 1. Please
note that the effect of varying λp on outage probability is already shown in Fig. 13. As
expected with the setting of dynamic IT, the outage probability would be less than the fixed
IT case at any given SINR value, which can be easily observed from Fig. 20.
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Figure 19: Comparison of instantaneous capacity performance with dynamic IT and fixed
IT of ψ = −10 and −5 dB.

Also, one can observe that the outage probability in case of stricter IT, which is kept
at -10 dB, is more than the case with fixed IT of -5 dB. Therefore, the positive effects of
setting IT as a dynamic value can be easily seen on the outage probability, and on the mean
and instantaneous capacity of SU. In the next section, we will dwell into the other part this
chapter where we will analyze and examine the secondary user interference on PU network.
This is very important in the sense that the IT is actually set by the PU and this dynamic
IT discussed till now has to consider this interference to set that value accordingly.
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Figure 20: Comparison of outage probability with dynamic IT with fixed IT kept at ψ = −10
and −5 dB.

2.7 Impact of Secondary User Interference on Primary Network in Cognitive
Radio Systems

The impact of SU interference on primary network is an important aspect to consider as
it is the PU that sets the IT. Therefore, to asses the performance and other quality of
service (QoS) parameters, closed form expression need to be derived and validated. In this
section, we will focus on the mathematical foundation to derive these necessary performance
expressions. This theoretical analysis is done by first considering interference from a single
SU and then extended to the case of interference from multiple SUs on primary network. In
short, in this section,

• PDF and CDF expressions for noise plus interference, signal to noise and interference
ratio (SINR) will be derived for both cases of interference from a single SU and multiple
SUs on PU network.

• Closed form mean SINR expression, mean capacity and outage probability expressions
are derived.

• The expression generated above are validated with simulation results to show the
accuracy of the theoretical expressions.

2.7.1 Theoretical Analysis

The considered cognitive radio network is shown in Fig. 21. It consists of n-SUs (SU
network) and k-PUs with a secondary base station (SBS) and a primary base station (PBS).
Since we are analyzing the effect of SU on PU network, channel gain between PU and SBS
is not considered, and also we don’t need to include the interference among PUs because
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Figure 21: Underlay cognitive network with n-SUs sharing the spectrum with PU network
of k-PUs. The channel power gain between any SU-i (ith user) and PBS is denoted by αi,
between any SU-i (ith user) and SBS by βi and between ith-PU and PBS by γi.

of assumed orthogonal resource allocation between them. In addition, since the channel
fading is assumed to be Rayleigh distributed, the channel power gains follow an exponential
distribution. We will consider the peak power adaptation as before for this scenario also
[10,11]. Therefore, the secondary transmit power as defined earlier is given by:

P tx = min
{
p,
q

α

}
(2.7.1)

For theoretical analysis and tractability purpose, it is assumed that there are n-SUs
that form the underlay cognitive network with primary user, where n = {1, 2, 3 . . . , n}.
Furthermore, the thermal additive white Gaussian noise (AWGN) in the network is assumed
to have circularly symmetric complex Gaussian distribution with zero mean and variance as
σ2, i.e., CN (0, σ2). Hence, the interference observed at primary receiver because of a single
SU and multiple SUs with peak power adaptation will be given as:

Isingle = αPsec = min{αp, q},

Imulti = min

{
n∑
i=1

αip, q

}
.

(2.7.2)

Eq. (2.7.2) represents a minimum of a random variable and a constant4. From the theory
of mixed random variables [77–79], a constant, c, can be modelled as a random variable with
PDF equal to δ(x− c) and CDF equal to H(x− c), where H(x) is a Heaviside function and
δ(x) is a Dirac Delta function. So with interference from a single SU, the CDF and PDF of
minimum of two independent random variables is then given by:

FI(x) = Fαp0(x) + Fq(x)− Fαp0(x)Fq(x),

FI(x) = 1− e−
λx
p (1−H(x− q)).

(2.7.3)

4For illustration purposes, the value’s of peak power p and interference temperature q are chosen to be
in linear scale. However, the expressions derived in this paper hold for any value of p and q for any scale.
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On including noise CN (0, σ2), the CDF of noise plus interference will be then,

FIN(x) = 1− e−
λ(x−σ2)

p (1−H(x− σ2 − q)). (2.7.4)

Correspondingly, the PDF of interference and noise is given by differentiating this CDF
with respect to noise and interference variable x,

fIN(x) =
λ

p
e−

λ(x−σ2)
p

(
1−H(x− σ2 − q)

+
p

λ
δ(x− σ2 − q)

)
, ∀ σ2 ≤ x ≤ ∞.

(2.7.5)

For the case of interference from multiple SUs, the distribution of of interference given in
Eq. (2.7.2) will follow Gamma distribution5, fγ̄(x, κ, θ), where κ and θ represent the shape
and rate parameter. The PDF and CDF of Gamma distribution is given as

fγ̄(x) =
n∑
i=1

αip = γ̄

(
x, n,

λ2

p

)
= γ̄

(
x, n, λ̄

)
,

=
λ̄nxn−1

Γ(n, 0)
e−λ̄x, ∀

{
x ≥ 0, n > 0, λ̄ > 0

}
,

Fγ̄(x) = 1−
Γ
(
n, λ̄x

)
Γ(n, 0)

, ∀
{
x ≥ 0, n > 0, λ̄ > 0

}
,

(2.7.6)

where n is the total number of SUs in the underlay network, λ̄ = λ2/p is the scaled rate
parameter between SU and PBS and Γ(a, x) is an incomplete gamma function defined as:

Γ(a, x) =

∫ ∞
a

ta−1e−tdt, ∀ a > 0, x ≥ 0.

Following the same mathematical approach that was used in single SU case, the distri-
bution of noise plus interference in multiple SUs case is then derived as:

Fm
NI(x) = 1−

Γ
(
n, λ̄(x− σ2)

)
Γ(n, 0)

+H(x− σ2 − q)
Γ
(
n, λ̄(x− σ2)

)
Γ(n, 0)

,

fmNI(x) =
Γ
(
n, λ̄(x− σ2)

)
Γ(n, 0)

δ(x− σ2 − q) + λ̄n

× (x− σ2)n−1

Γ(n, 0)
e−λ̄(x−σ2)[1−H(x− σ2 − q)],

(2.7.7)

where σ2 is the CN (0, σ2). Fig. 22 and Fig. 23 plots the CDF and PDF for the theoretical
expression (Eq. (2.7.7) ) with the simulation result of p > q and q < p for different SU
densities of n = 1, 2, 3.

5 The distribution of sum of independent exponential random variables with the same rate parameters
follows Gamma distribution. Also, to distinguish between the channel γ between PU and PBS, the Gamma
distribution is denoted as γ̄ in this study.
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Figure 22: PDF and CDF of noise and interference for different number of SUs (n = 1, 2, 3),
when p > q, where p = 4, q = 2 and σ2 = 1 with support region from σ2 ≤ x ≤ ∞.

Figure 23: PDF and CDF of noise and interference for different number of SUs (n = 1, 2, 3)
when p < q, where p = 2 q = 4 and σ2 = 1 with support region from σ2 ≤ x ≤ ∞.

2.7.2 Instantaneous SINR of PBS

The instantaneous SINR at PBS considering the system model (Fig. 21) is given by:

SINR =
γp

σ2 + I
, (2.7.8)

where I is the interference from SUs given by Eq. (2.7.2). The distribution of numerator
is a scaled exponential distribution and the distribution of denominator is already derived
in the previous section (Eq. (2.7.5) and Eq. (2.7.7)). Therefore, the PDF of ratio of two
independent random variables [86] i.e. z = x/y, where x = γp and y = σ2 + I will be given
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as

fz(z) =

∫ ∞
σ2

y · fx,y(yz, y)dy =

∫ ∞
σ2

y · fx(yz)fy(y)dy, ∀ y ≥ 0. (2.7.9)

For the interference from a single SU user, the SINR distribution will be as follows:

fz(z) =

∫ ∞
σ2

y · λ1e
−λ1yz
p

p

λ2

p
e−

λ2(y−σ2)
p

{
1−H(y − σ2 − q) +

p

λ2

δ(y − σ2 − q)
}
dy

=
λ1λ2

p2
e
λ2σ

2

p

{∫ ∞
σ2

y · e
−y(λ1z+λ2)

p dy −
∫ ∞
σ2+q

y e
−y(λ1z+λ2)

p dy

+
p

λ2

(σ2 + q)e
−(σ2+q)(λ1z+λ2)

p

}
.

By using integration by parts and on further simplification, the PDF is reduced to:

fz(z) =
λ1λ2

Λp

{
e

−σ2λ1z
p

(
σ2 +

p

Λ

)
+ e−

σ2λ1z+qΛ
p

(
(σ2 + q)λ1z

λ2

− p

Λ

)}
, (2.7.10)

where Λ is the scaled and shifted random variable version 6 of z given by Λ = λ1 + λ2z .
Under the scenario of λ1 = λ2 = 1, with AWGN as CN (0, σ2 = 1), the PDF can be further
simplified to

fz(z) =
1

p(z + 1)

{
e

−z
p

(
1 +

p

z + 1

)
+ e−

z+q(z+1)
p

(
(1 + q)z − p

z + 1

)}
. (2.7.11)

Following the same analytical framework used for the single SU case, the distribution
with interference from multiple SUs will be:

fmz (z) =

∫ ∞
σ2

yλ̄1e
−λ̄1yz

{
fγ̄(y − σ2, n, λ̄) + δ(y − σ2 − q)(1− Fγ̄(y − σ2, n, λ̄))

− fγ̄(y − σ2, n, λ̄)H(y − σ2 − q)
}
dy.

(2.7.12)

which on further evaluation and simplification reduces to

fmz (z) = λ̄1λ̄
ne−σ

2λ̄1zΘ−1−n

[
n+

(
σ2Θ

[
1− Γ(n, qΘ)

Γ(n, 0)

])
− Γ(n+ 1, qΘ)

Γ(n, 0)

]

+ λ̄1(σ2 + q)
Γ(n, qλ̄)

Γ(n, 0)
e−λ̄1(σ2+q)z,

(2.7.13)

where Θ is the scaled and shifted random variable version7 of z given by Θ = λ̄+ λ̄1z. Fig.
24 shows the plot of the derived theoretical expression with simulation data for the two cases
of p < q and p > q with different SU densities (n = 1, 2, 3).

6λ1 is the channel rate parameter between PU and PBS, whereas λ2 is the channel rate parameter between
SU and PBS.

7Here λ̄ = λ2/p is the scaled rate parameter of SUs and λ̄1 = λ1/p is the scaled rate parameter for PU.
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Figure 24: PDF of SINR for two cases of p < q and p > q for different number of SUs
(n = 1, 2, 3).

In the following sections, we will look into the crucial performance metrics (outage proba-
bility and capacity) of underlay cognitive network. The mentioned approach can be extended
to the case of interference from multiple SUs given that the important SINR expression Eq.
(2.7.13) for multiple SUs is already been derived. However, given the space limitations, the
derivations considering multiple SUs are not detailed herein in coming sections. Nonetheless,
the fundamental case of interference from single SU case has been presented in detail.

2.7.3 Mean SINR of PBS

The mean SINR, therefore, is given as µ =
∫∞

0
zfz(z)dz where the PDF of SINR fz(z) was

derived in Eq. (2.7.11). Thus,

µ =

∫ ∞
0

z
{ 1

p(z + 1)

{
e

−z
p

(
1 +

p

z + 1

)
+ e−( z+q(z+1)

p )
(

(1 + q)z − p

z + 1

)}
dz,

=

∫ ∞
0

(
ze

−z
p

p(z + 1)

)
dz +

∫ ∞
0

(
ze

−z
p

(z + 1)2

)
dz +

∫ ∞
0

(
z2(1 + q)e−( z+q(z+1)

p )

p(z + 1)

)
dz

−
∫ ∞

0

(
ze−( z+q(z+1)

p )

(z + 1)2

)
dz.

which on further simplification reduces to

µ = e
1
p

{
Γ

(
0,

1

p

)
− Γ

(
0,

1 + q

p

)}
+
pe

−q
p

1 + q
. (2.7.14)

Fig. 25 shows that the change in mean SINR while varying the interference temperature
q for a constant peak transmit power p. The higher transmit power (for both PU and SU)
with lower interference temperature gives better mean SINR than lower transmit power (for
both PU and SU) with high IT constraint.
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Figure 25: Mean SINR vs Interference Temperature, q, for p = 2 and p = 4.

2.7.4 Outage Probability of Primary Network

The outage probability as described earlier is the probability when the instantaneous SINR
drops below a given threshold. Mathematically, this is given as: Pr(γ ≤ ψ) = Fz(ψ), which
is nothing but the CDF of SINR. Therefore,

Fz(ψ) =

∫ ψ

0

fz(z)dz,

=

∫ ψ

0

(
e

−z
p

p(z + 1)

)
dz +

∫ ψ

0

(
e

−z
p

(z + 1)2

)
dz +

∫ ψ

0

(
z(1 + q)e−( z+q(z+1)

p )

p(z + 1)

)
dz

−
∫ ψ

0

(
e−( z+q(z+1)

p )

(z + 1)2

)
dz.

which on further integration and simplification reduces to

Fz(ψ) = 1− e
−ψ
p

ψ + 1

(
1 + ψe

−q(ψ+1)
p

)
It can be directly inferred from Fig. 26 that if q > p, the outage probability is higher

than in the case of p > q. In addition to this inference, it can be also observed that the
theoretical expressions derived are in sync with the simulation results, i.e., increase the
spectral efficiency of the network.

2.7.5 Instantaneous Capacity of Primary Network

The PDF of instantaneous capacity can be readily found from the PDF of instantaneous
SINR by using transformation of random variables method [77,78]. This can be obtained by
using:

fx(x) = fz(z)
∣∣∣dz
dx

∣∣∣
z=ex−1

,
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Figure 26: Outage probability of PU for p < q, where p = 2 and q = 4 and for p > q, where
p = 4 and q = 2.

where fz(z) is derived in Eq. (2.7.11) for the case of interference from single SU on primary
network. It can be seen from Fig. 27 that there is a point where the instantaneous capacity
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Figure 27: Instantaneous PDF of Capacity for p < q, where p = 2 and q = 4 and for p > q,
where p = 4 and q = 2.

for p < q goes below p > q. It proves the point that the interference temperature should not
be kept constant rather should be dynamic in nature to exploit full potential of the network,
which has been statistically modeled in the first port of this chapter.

2.7.6 Mean Capacity of Primary Network

The average capacity from the PDF of instantaneous SINR (fz(z)) is given as:

C̄ =

∫ ∞
0

log(1 + z)fz(z)dz.
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Substituting Eq. (2.7.11) in the above expression and on further evaluation.

C̄ =
e

1
p

p

[
Γ

(
0,
z + 1

p

)
− Γ

(
0,

(q + 1)(z + 1)

p

)
(p+ q + 1)

]
−

× e
1−(q+1)(z+1)

p

z + 1

{
e
q(z+1)
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At z =∞, Γ(0, z)→ 0 and also, e
1−(q+1)(z+1)

p

z+1
→ 0.

Therefore, the final mean capacity expression will be evaluated at z = 0:
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Fig. 28 shows the plot of this theoretical expression with simulation results for two cases
of transmit power p = 2 and p = 4. Intuitively, high transmit power p = 4 will result in high
capacity for the network than the low transmit power of p = 2 but when the interference
temperature is relaxed, the interference caused due to secondary user on primary will also
increase that in turn will reduce the overall capacity.
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Figure 28: Theoretical and simulation result plots for capacity at p = 2 and p = 4 with
varying interference temperature: q.

At this point, we have modeled the dynamic IT in CRN , and shown it’s benefits and also
shown the effect of SU interference on PU. Now, we will conclude this chapter on spectrum
optimization with CRN in the next section.
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2.8 Conclusions

The overall conclusions and contributions from this chapter of statistical modeling of inter-
ference temperature and its effect on network performance of a cognitive radio network are
as follows,

1. The dynamic IT based CRN has better network performance in terms of high instan-
taneous and mean capacity, with low outage probability as compared to the CRN with
a fixed IT.

2. Theoretical PDF and CDF expressions for SINR from variable Poisson distributed
capacity demand of a PU is determined and validated with the simulation results.

3. Theoretical PDF and CDF of dynamic interference power threshold are derived and
checked with simulations.

4. Theoretical derivations of outage probability and mean capacity of SU in general op-
erating region, and in high power region are found and validated with simulations.

5. Performance analysis of primary user network considering interference from the SU
network.

In the next chapter, we will step toward the high frequency in the radio spectrum and
will discuss the utility of UAV in UAV-assisted next-generation wireless communication
systems. In particular, in next chapter, an empirical study is ocnducted where the the
UAV2W wireless channel at UWB is studied and modeled in an indoor warehouse type
environment for different wireless channel characteristics.
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CHAPTER III

UWB-UAV2W CHANNEL MODELING

3.1 Introduction

In the previous chapter, we looked into the case of efficient utilization of radio spectrum by
setting the IT value as a dynamic variable that takes care of the network traffic in a cognitive
radio networks. The results showed higher network capacity and lower outage probability
as compared to a traditional network utilizing static IT. The optimization of a spectrum
can work for some time but eventually, need to find higher bandwidth and higher frequency
will supersede the results generated by optimization of spectrum resources. Therefore, in
this chapter, we will examine such high bandwidth and high frequency next generation
technology, that is ultra-wideband (UWB). In recent years, UWB technology has attracted
a lot of attention not only from the academia but also from the industry as well. In UWB
technology, the bandwidth is greater than or equal to 500 MHz and works between 3.1 GHz-
10.6 GHz. The main reasons behind its popularity is the low-power consumption and high
bandwidth with low probability of interception [36–39].

This low power consumption and short wavelength makes the UWB as a best possible
candidate for the body-centric wireless network [40, 41] in health-care applications [37, 38].
The Federal Communication Commission’s (FCC) power requirement of -41.3 dBm/MHz or
75 nanowatts/MHz classifies UWB as an unintentional radiators which allows it to lie below
the noise floor for a narrowband receiver and thereby can easily coexist with current wireless
technologies like WiFi with minimal or no interference. In summary, the main advantages
of UWB can be listed as follows,

• Low power consumption with high data rate. The received power in UWB lies very
close to the noise floor, [36–39,42].

• Control over duty cycle makes the battery last longer.

• Low probability of detection as it is close to the noise floor and any attempt of jamming
or eavesdropping will make the signal noisy, [43].

• Small wavelength with low power makes it a perfect fit for body-centric wireless net-
work, [37,38].

On the other hand, unmanned aerial vehicles (UAVs) are being now used for remote
healthcare deliveries especially to far flung areas that lack connectivity. UAVs are also
considered to be the next frontier in technology advancement especially in the retail, defense
and health care sectors [87–89]. In retail, UAVs are being utilized to do warehouse operations
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such as inventory management, stock counting by RF tagging or by using computer vision.
The main advantage of utilizing UAVs for such operations is that it is far more time efficient
than human and forklift trucks [90, 91]. Although the pick and drop of items capability is
still limited but in future that would not be a limitation anymore given the advancements
in UAV technology, internet of things (IoT), and machine learning (ML) over the years.
In healthcare, UAVs are also being used for emergency medical deliveries where time is of
utmost importance, such as during cardiac arrests, [87, 87–89, 92]. One of the upcoming
themes for UAVs is to directly monitor the health of a patient by utilizing wearable patch
devices, [42,87,92–94]. The study in this chapter explores the UWB technology with UAVs
further for health monitoring applications. This type of set-up involving UAV and wearable
antenna/antenna’s is also known as unmanned aerial vehicle-to wearable (UAV2W) systems,
[42].

Lately, in literature there are bundle of UWB radio channel characteristics campaigns
for on-body and off-body scenarios. In [39,95–100], on-body UWB radio channel character-
ization and modeling were investigated in detail. However, most of the research on off-body
radio channel has a controlled environment, where antennas are placed in standalone posi-
tion. In [101,102], UWB radio channel modeling for UAV is presented without a real human
subject. The closest research to our work is presented in [36,37], where the off- and on-body
channel characterization were performed. The main difference with these work is that we
have considered the UWB radio channel between a UAV and a human subject in our work.
Another application of UAV is is the remote health-care in crowded or far-flung areas with
no accessibility [87], or in the case of emergency like cardiac arrest [92], where UAVs can
be used to send life saving drugs. The other important application is the direct health care
monitoring from a UAV to the wearable device that is attached to a patient body, such
a system was shown in the introduction chapter. These type of system is referred as un-
manned aerial vehicle-to-wearable (UAV2W) systems in this chapter [42]. The rest of the
chapter is as follows, Section II discusses about the measurement setup and data acquisition
part, Section III covers the radio channel characterization, Section IV looks at the statistical
modeling part and finally, Section V presents the conclusion.

3.2 Measurement Setup and Data Acquisition

There are generally two methods to measure the channel response in a wireless communica-
tion, either time correlator based or frequency sweep based. In our work, we have utilized
the later one. Fig. 29 shows the measurement setup, where the transmitter (Tx) antenna
was patched on a UAV while the wearable receiver (Rx) antenna was patched on a human
subject. Both Rx antenna and Tx antenna were connected to the vector network analyzer
(VNA) on port 1 and port 2 respectively. The transmit power was set at -40 dB to make
the UWB power exist near the noise floor at such frequencies. One important observation
here is that the noise floor changes with the bandwidth and the relationship between noise
floor and bandwidth is given as,

Noise floor (dBm) = 10 log10(kT ) + 10 log10(B) +NF, (3.2.1)

where k is the Boltzmann’s constant, T is the temperature of receiver system in Kelvins,
NF is the noise figure of receiver and B is the given bandwidth. Therefore, for this type
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Figure 29: The UAV2W experiment setup with data acquisition and processing component

of setup, given the FCC regulations with the human subject involved, the transmit power
of -40 dB was considered to be sufficient. Furthermore, no power amplifier was used in
transmission path as is generally the case that does not involve human subject to take care
of these regulations that include a human subject.

The VNA was further set up with the sweep time of 100 ms (milliseconds) to generate
1601 continuous wave tones that were uniformly distributed over the frequency range of
3.1-10.6 GHz; this frequency range is widely accepted for UWB related measurements. The
VNA was then calibrated to remove the cable effects, which in indoor and small distances
is manageable as compared to outdoor environment and over long distance in UWB. The
measurement data or scattering data (S12 parameter) thus collected will be the channel
transfer function in frequency domain. The S12 parameters were acquired and processed by
Python and MATLAB scripts on a laptop. The data analysis was done on this recorded
data set to find the UWB distance dependent and frequency dependent path loss factors and
time dispersion parameters like root mean square time, maximum excess time that will be
discussed in next section. The list of equipment with their individual specifications used in
the measurement process are listed in Table 3.

Table 3: The measurement equipment with the specifications.

Equipment Specifications

Vector Network Analyzer Agilent 8722ES (50 MHz-40 GHz)

Calibration kit Agilent 85032F

UAV 3 DR IRIS + Quadcopter

RF coaxial cables Weight 2 lbs

2 Antenna sensors OctaneBW-3000 (3 GHz-11 GHz)

The UWB antenna patch (Octane BW-3000-10000-EG [103]) used on a human subject
is an Omni-directional wideband antenna with 5.5 dBi gain at 3 GHz, 8.2 dBi gain at 6
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GHz and 6.3 dBi gain at 9 GHz. It is lightweight (2 ounces) and small in dimensions
(4.5′′ × 4.25′′ × 0.4′′) with voltage standing wave ratio (VSWR) less than 2:1. On the other
hand, the UAV (IRIS+ quadcopter) has the maximum speed of 25 mph with 3 DR link
communication [104]. The Octave antenna and IRIS+ quadcopter used in this study are
shown in Fig. 30.

Figure 30: Octane antenna and IRIS+ quadcopter

On the human subject, 9 different body locations are selected for this measurement
campaign. These 9 different body locations where the UWB antenna (Rx) was patched is
shown in Fig. 31. On the other hand, the transmitter antenna was fixed on the UAV that
was hovering at a fixed height from the ground. The human subject (receiver) moves 0.5
meter from one point to another on the ground (8 points in total) covering a diagonal range
of 8.0 meter to 4.5 meters towards the UAV. The complete sketch plan with the 8 marked
points on the ground, and with the farthest and nearest diagonal distance between an UAV
and the human subject is shown in Fig. 32

At each distance point, a total of 10 snapshots of the data (S12) were recorded which
were later on averaged to get a better redundant value. The time domain response from
these frequency response measurements was computed by taking the Inverse Fast Fourier
Transform (IFFT), which will then be discussed in detail in the next section. Fig. 33 shows
the actual indoor warehouse environment where this measurement campaign was carried out.
In the next section, we will dwell more into the data analysis part from the scattering data
collection to characterize the UWB-UAV2W radio channel.
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Figure 31: The UWB antenna patch locations on human body for line-of-sight (LOS) mea-
surements in the indoor warehouse scenario

Figure 32: The sketch plan of the measurement setup for UWB off-body characterization
with 8 points marked on the ground.

3.3 UWB-UAV2W Radio Channel Characterization

In this section, first analysis for the path gain modeling at different bandwidth corresponding
to several frequency carriers will be done, and then the time dispersion analysis for UAV2W
systems will be discussed in detail from the S12 data collected as mentioned in the previ-
ous section. In short, different bandwidth configurations corresponding to different carrier
frequency will be analyzed for channel characterization.
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Figure 33: Indoor warehouse environment for the campaign

3.3.1 Path Gain Analysis

Path gain analysis generally finds the rate of change in path gain with distance. However,
at UWB frequencies, the path gain is not only dependent on distance but also on the fre-
quency [105,106]. The detailed path gain calculation for a UWB system is provided in these
exceptional work of [105–107]. The distance dependent path gain1 is well known to follow a
log-distance model. Linear curve fitting will yield the path loss exponent or rate at which the
path gain changes with log-distance. However, as mentioned earlier, at the UWB frequen-
cies, the path loss is not just distance dependent but also frequency dependent. So, both
frequency dependent as well as distance dependent path loss exponent need to be determined
at UWB frequencies.

The total path gain as a function of distance and frequency, PG(f, d), assuming that the
distance dependent path gain and frequency dependent path gain are independent [106–108]
is given as,

PG(f, d) = PG(f) · PG(d). (3.3.1)

The distance dependent path gain, PG(d) is modeled with the power law relationship while
the frequency dependent path gain, PG(f) is modelled as, PG(f)∝ f−k, where k denotes
the frequency dependent path loss factor. Therefore the total path gain is given as [105],

PGdB(f, d) = PGdB(fc, d0)− 10n log10

(
d

d0

)
− 20k log10

(
f

fc

)
+Xσ(d), (3.3.2)

where d is the distance between Tx and Rx, f is the carrier frequency under consideration,
PGdB(fc, d0) is the mean of PGdB(fc, d0) at a reference distance d0 = 1 m, and at the
reference frequency fc = 1 GHz. Also, n is the distance dependent path loss exponent, k is

1Path gain is described as the ratio of received power to the transmitted power while path loss is is the
inverse of path gain that is (PLdB=-PGdB).
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the frequency dependent exponent and Xσ(d) is the shadowing factor which is assumed to
be Gaussian distributed with zero mean (in dB) and a variance of σ2 (in dB).

Moreover, in order to analyze the distance dependent and frequency dependent path loss
exponent over different frequency bands, the UWB spectrum (3.1-10.6 GHz) can be divided
into different bandwidths with different set of frequency carriers associated with it [107].
Table 4 shows the different frequency carrier set with the different bandwidths of 0.75, 1.5,
3.0, 3.75, 7.5 GHz.

Table 4: Frequency bandwidth with different carrier frequency.

BW (GHz) Carrier frequency (fc) GHz

0.75 3.47, 4.22, 4.97, 5.72, 6.47, 7.22, 7.97, 8.72, 9.47

1.5 3.85, 5.35, 6.85, 8.35, 9.85

3 4.60, 6.85, 9.10

3.75 4.97, 8.72

7.5 6.85

Thus, for each bandwidth, there will be different path loss exponent corresponding to the
various frequency carriers at that bandwidth, for example at 3.0 GHz bandwidth there will
be three path loss exponents corresponding to the three carrier frequencies of 4.6, 6.85 and
9.1 GHz. Now, to calculate the distance dependent S12 parameter, we need to average it over
all the frequency tones, and similarly to determine the frequency dependent S12 parameter,
we need to average it over all the distances. Using mean square error method, the S12 at a
distance d and f is given as:

S12dB(d) = 10 log10

(
1

M

M∑
j=1

1

N

[ N∑
i=1

|H(ti, fj, d)|2
])
,

S12dB(f) = 20 log10

(
1

L

L∑
p=1

1

N

[ N∑
i=1

|H(ti, f, dp)|2
])
,

(3.3.3)

where N = 10 are the 10 snapshots at each frequency tone, M = 1601 are the 1601 frequency
tones (frequency sweep points from 3.1 GHz to 10.6 GHz), L are the 8 distance points, and
H(ti, fj, dp) is the channel transfer function at a certain frequency tone, distance, and a time
snapshot. For analytical simplicity, the total distance dependent path loss exponent and
frequency dependent path loss exponent for a human body is found by averaging the path
loss factor (distance and frequency dependent) between the 9 individual body position and
the UAV. Fig. 34 shows one such case of estimating distance dependent path loss exponent
by linear regression for UWB radio channel between forehead and the UAV.

The distance dependent path loss factor n and frequency dependent path loss factor k
thus determined for different carrier frequency corresponding to different bandwidths is listed
in Table 5. The average value of n varied from 0.1 to 1.1. The general notion for the value
of n is that it should be around 2 but since the indoor warehouse environment has metallic
surface all around it that thus making the environment perfect for the coherent addition of
multipath components at receiver. This in turn results in a small path loss factor values.
Similar findings have also been reported in the previous research studies [107,109].
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Figure 34: Linear fitting to determine the distance dependent path loss factor (n) between
Forehead location of the human subject and UAV.

Table 5: Distance dependent path loss factor (n) and frequency path loss factor (k) for
different bandwidths corresponding to various carrier frequencies (fc) for UAV2W systems.

Factor BW (GHz) Carrier frequency (fc)

n

7.5 0.71

3.75 0.66 0.64

3 0.71 0.80 0.53

1.5 0.48 0.82 0.45 0.85 0.22

0.75 0.94 0.17 0.66 0.88 0.10 0.86 1.1 0.59 0.29 0.16

k

7.5 0.79

3.75 0.26 0.28

3 -0.2 1.71 -0.13

1.5 -1.3 1.90 1.82 0.59 -0.06

0.75 0.19 -1.92 2.35 0.05 3.25 0.87 1.98 -0.48 0 1.74

In contrast, the frequency dependent path loss component has a maximum value of 3.25
and minimum value of -1.92. This shows the frequency dependence of the UWB channel
which separates it from the other normal channel models. One may question over the negative
k value but on careful observation of Fig. 35 that plots the path gain over the entire spectrum
of the UWB channel between Forehead and UAV. It can be observed that the overall trend
for the value of k is positive, but for select bandwidths in the spectrum, the value will be
negative as shown in the zoomed part of the figure. This is due to the antenna effects such as
VSWR, which is frequency dependent (see [103] for detailed antenna specifications). Figs.
36 and 37 show such two cases of positive and negative k at different carrier frequencies
corresponding to a given bandwidth in more detail.
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Figure 35: Frequency dependent path gain between Forehead and UAV.
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Figure 36: Linear fitting to determine k between Waist and UAV at bandwidth of 7.5 GHz
and carrier frequency of 6.85 GHz.

Therefore, in UWB systems, not only the distance dependent path loss factor but also the
frequency dependent path loss factor play a very important role in channel modeling that
intrinsically depends on the selected bandwidth and the corresponding carrier frequency.
This is a very crucial property to be considered while designing UAV2W systems or UWB
systems in general. Now, in the next part, we will look into the time dispersion properties
of UAV2W systems.
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Figure 37: Linear fitting to determine k between Waist and UAV at bandwidth of 0.75 GHz
and carrier frequency of 4.22 GHz.

3.3.2 Time Dispersion Analysis

Time dispersion parameters using the VNA method can be found using discrete time impulse
responses. In this method, the multipath delay axis is described by bins that are equally
spaced and the resolution of these time bins are determined by the measurement bandwidth.
In our setup, the bandwidth was 7.5 GHz (3.1-10.6 GHz), therefore the bin width is 133.3 ps.
All the multipath components within a bin are represented by a single multipath component
delay. The relative delay between the first arriving path to the maximum resolvable path is
known as maximum excess delay. The maximum resolvable path is given by N∆τ , where
N = 1601 is the maximum resolvable path and ∆τ is the bin width. Hence, the maximum
excess delay in our scenario is 213.47 ns, which can be easily seen in Fig. 38.

The measured channel modelled as a time-invariant channel impulse response [105, 107]
is given as,

h(τ) =
N−1∑
i=0

αi(τ)ejφ(τ)δ(τ − τi), (3.3.4)

where αi(τ), φ(τ), τi are the amplitude, phase and excess delay of the i-th multipath com-
ponent. From the recorded frequency domain VNA channel response, H(fi, dl), the time
domain response can be found by performing inverse Fourier transform (IFFT) which will
yield h(τ, dl). Therefore, the power delay profile (PDP) after the IFFT operation is given
as,

P (τ, dl) = |h(τ, dl)|2. (3.3.5)

The time dispersion parameters such as root mean square delay, mean excess delay, and
maximum excess delay depend on this PDP whose threshold in our analysis was set at -15
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Figure 38: PDP at the distance of 8 m between Forehead and UAV.

dB. The mean excess delay is the first moment of power delay profile and is given as,

τ̄ =

∑N−1
i=0 τiP (τi)∑N−1
i=0 P (τi)

. (3.3.6)

Whereas the root mean square (RMS) delay spread is the second moment of PDP,

σt =
√

(τ 2 − τ̄ 2), (3.3.7)

where τ 2 is computed as,

τ 2 =

∑N−1
i=0 τ 2P (τi)∑N−1
i=0 P (τi)

. (3.3.8)

Table 6 presents the average value for time dispersion parameters in the LOS warehouse
environment2. The average value of RMS, mean excess delay and maximum excess delay
for our measurement campaign was 55.37 ns, 57.50 ns and 41.07 ns. Although the typical
values ranges from 20 ns to 40 ns but it highly depends on the measurement environment,
and the set PDP threshold [107]. In our analysis, this threshold was kept at -15 dB. Fig. 39
shows the comparison of maximum excess, mean excess and RMS delay in the case of LOS
scenario for the case of Forehead. It can be intuitively observed that as the distance between
Tx and Rx increase, so does the RMS, maximum excess and mean excess delays. Till now,
we examined the path gain and time dispersion properties for UAV2W systems at UWB
frequency. The other part is to model the fading in such systems at UWB frequency. In
the next section, we will examine this fading and statistically model the fading for UAV2W
systems at UWB frequencies.

2Note that no non-LOS measurements has been considered in this study.
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Table 6: Delay analysis for 9 body locations in case of LOS scenario.

Position RMS delay Mean excess delay Maximum excess delay

(ns) (ns) (ns)

Ear 52.82 50.60 23.13

Forehead 46.26 42.77 22.80

Chest 57.17 59.19 27.05

Right Arm 58.83 63.05 24.75

Right Wrist 57.07 62.83 55.63

Waist 60.67 71.1 111.25

Right Thigh 55.31 55.64 39.56

Right Lower Shin 56.37 58.45 40.54

Abdomen 53.83 53.85 24.95

Average 55.37 57.50 41.07

5.4 6.2 7.2 8.2 9.1
10
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30

40

50

60 Mean excess delay

RMS delay spread

Max excess delay

Figure 39: Mean excess, maximum excess and RMS delay comparisons with different log
distances for antenna located at forehead and PDP threshold set at -15 dB.

3.3.3 Statistical Modeling of Channel Fading

There has been lot of UWB measurement campaigns, where the large scale fading statistics
are categorized into one of the fading distributions such as, Rayleigh, Weibull or Log-normal
etc. In our study, as a commonly used model selection test, second order Akaike information
criterion (AIC) is used to determine the best fit distribution among these popular distribu-
tions [110,111]. The reason that the second order was chosen is to take care of the different
number of parameters in these distributions. For instance, Rayleigh and Exponential are
single parameter (rate) distributions, while Weibull has two parameters (shape and scale).
Mathematically, this second order AIC is given as [37],

AICc = −2 lnL+ 2k +
2k(k + 1)

n− k − 1
, (3.3.9)
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where L is the maximized likelihood, k is the number of parameters estimated for that
distribution, and n is the number of samples of the experiment. The relative corrected AIC
is given as [37],

∆ = AICc −min(AICc), (3.3.10)

which implies that zero value will indicate the best fit.
The goodness of fit is compared for Normal, Weibull, Log-normal, Rayleigh, Nakagami,

Rician, Gamma, and Exponential distributions to find the best fit as shown in Table 7.

Table 7: Comparison of different distributions adopting AIC for nine off-body positions in
the indoor environment.

Position Normal Weibull Log-normal Rayleigh Nakagami Rician Gamma Exponential

Forehead 10.67 225.97 0.43 5730.87 5.73 10.66 2.47 7935.29

Heart 0.24 46.42 11.34 4501.36 0.91 0.23 5.31 6687.54

Right Wrist 53.22 0.60 104.91 4601.43 67.53 53.31 85.14 6789.21

Abdomen 37.37 4.07 78.53 4732.99 48.44 37.42 62.56 6923.94

Right Thigh 12.58 92.02 35.52 5147.59 18.03 12.60 25.83 7345.34

Right Arm 13.21 38.85 44.98 5838.16 22.32 13.24 32.89 8043.56

Right Shin 15.94 12.95 49.43 4859.50 24.64 15.98 36.16 7052.96

Waist 12.50 163.40 18.84 6019.61 13.29 12.51 15.51 8225.92

Ear 7.61 172.47 16.67 5692.66 9.01 7.61 12.06 7896.93

Based on the results listed in Table 7, and plots from Fig. 40, the minimum values
correspond to Log-normal distribution. Thus, the Log-normal distribution can be easily
concluded to be the best fit distribution. It is also important to note that these distributions
can be easily transformed to other distributions.

Figure 40: AIC test for goodness of fit with different distributions at different distances
between the UAV and Forehead position of the human subject.
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The PDF and CDF of a Log-normal distribution is given as,

fX(x) =
1√

2πxσ
e−

(ln (x)−µ)2

2σ2 ,

FX(x) =
1

2
erfc

(
− ln (x)− µ√

2σ

)
,

(3.3.11)

where µ and σ are the mean and standard deviation of the Log-normal of a random variable x
and erfc(z) is a complementary error function. Using the estimated Log-normal distribution,
the cumulative distribution functions (CDF) at two distances of 5 and 7.5 m are compared
with the empirical CDFs (Fig. 41), which shows the close matches with each other. Similar
results can be seen at other distances in our study. This confirms the hypothesis that the
channel fading statistics for UAV2W systems at UWB frequencies is given by a Log-normal
distribution. Similar conclusions were also drawn in [98,99].
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Figure 41: Measured and estimated CDF for Forehead off-body radio channel in an indoor
environment with the distance between human subject and UAV at 5 and 8 m.

3.4 Conclusions

In this chapter, we examined the UAV2W systems at UWB frequencies, and characterized the
channel in terms of path-gain, time dispersion, and fading statistics. The overall conclusion
and contribution of this chapter can be enumerated as,

1. This measurement study is one of the first studies to characterize UAV2W channels
considering on-body measurements at UWB frequencies.

2. Distance dependent and frequency dependent path loss factor for different bandwidth
with corresponding carrier frequency is studied, and determined in detail.
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3. Time dispersion properties such as root mean square delay, mean excess delay and
maximum excess delay in UAV2W systems is evaluated and found for different body
locations.

4. Statistical analysis of channel fading shows that the Log-normal distribution is the
best fit distribution for large scale fading statistics. This was confirmed by Akaike
Information Criterion.

In the next chapter, we will look into another high frequency technology, known as
millimeter wave (mmWave). The frequency range at mmWave is in the range of 28 GHz- 77
GHz. We will characterize and statistically analyze this millimeter wave channel for UAV-
assisted communications in the next chapter, and present a novel emulation set-up at 28
GHz. This will be again an empirical study but based on a novel emulation technique.
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CHAPTER IV

MILLIMETER WAVE CHANNEL MODELING IN UAV-ASSISTED
COMMUNICATION SYSTEMS

4.1 Introduction

This chapter will focus on a higher frequency spectrum than the UWB discussed in the
previous chapter, this spectrum is also known as mmWave spectrum. Until now, we saw
the case of spectrum optimization by exploiting interference threshold in spectrum sharing
networks or cognitive radio networks, and moved to a higher frequency spectrum of ultra-
wide band in the last chapter. The main reason behind this move towards high frequency
in the spectrum rather than just optimizing the available sub 6 GHz spectrum is that the
demand continues to outpace the available resource in the frequency spectrum. Also, the
rapid proliferation of the smart devices/users below 6 GHz create massive amount of data
traffic, and thereby burden the already congested frequency spectrum. To overcome this
spectrum crunch, technologies such as cognitive radios [112], multiple-input and multiple-
output (MIMO) [113], and non-orthogonal multiple access (NOMA) [114] etc. were proposed
but not much can be done to cater this every rising demand for high data rates. In 2015,
the Federal Communications Commission (FCC) released mmWave frequencies for licensed
and unlicensed use. The newly licensed frequencies are 28 GHz, 37 GHz, and 39 GHz, while
the unlicensed bands are, 64∼71 GHz [44]. At these high frequencies with high bandwidth,
not only multi-gigabit wireless communication is possible but also small antenna size, and
circuits (millimeter wavelengths) makes it very promising.

On the other hand, UAVs have seen a lot of interest from academia, industry, and from
the general public at large over the past decade. The main reasons behind this large scale
popularity are the ease of operability (remote or autonomous), easy deployment, higher
maneuverability, and lower operating and maintenance costs of UAVs. UAVs are now ex-
tensively used in smart farming, disaster responses, military, smart logistics, and recreation
(filming) [23,115–118]. Advancements in UAV technology are also fuelling the interest of its
application in wireless communication technology. UAVs are capable of providing a highly
reliable and cost effective mode of technology [23–27], and can also be easily deployed as a
flying base station (BS) to provide ubiquitous wireless communication access. They also pro-
vide an alternative support for 5G and B5G cellular mobile communication. Furthermore,
UAVs can be used as mobile relays to provide wireless connectivity among partitioned user
equipment (UE) that lack any direct line of sight (LOS) communication between the BS and
UE. Apart from using as a flying BS and/or relaying node, UAVs have also found application
in areas such as aerial data collectors, aerial caching, and aerial power source etc. Multiple
UAVs can also coordinate, and self organise to form different network architectures, such
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as flying adhoc networks (FANETs), internet of drones etc. All these applications of UAV-
assisted wireless communication have been studied assuming Wi-Fi, or at fourth generation
(4G) cellular communication frequencies. Lately, mmWave communication with UAVs have
been a topic of great interest [23,49,119].

Recent studies [23, 42, 45, 49, 119, 120] suggest that the successful deployment of UAV-
assisted mmWave wireless communication hinges on accurate and realistic propagation chan-
nel modeling. While considerable research on terrestrial propagation channels has been
conducted for the last few decades, propagation channel modeling for UAVs has not been
extensively studied [49]. Existing channel modeling studies mainly use 1) analytical model-
ing, e.g., two-ray model, or 2) ray-tracing simulations, or 3) empirical modeling using channel
sounding methods. The first two methods are deterministic, cost-effective and require less
effort, but they are fundamentally sub-optimal approaches given the complexity and dynam-
icity of the wireless channels. On the other hand, empirical modeling that uses the channel
sounding method could provide more realistic channel models but requires a large amount
of field data that needs to be collected from multiple channel observations, and numerous
measurement campaigns. Moreover, microwave measurements to validate such models are
inadequate because of fundamental differences between mmWave and microwave channels
(e.g., propagation loss, directivity, sensitivity to blockage).

Besides that the UAV operation in itself introduces many unique atmospheric and terrain
challenges [49]. Due to UAV restrictions (e.g., pointing, payload, power, equipment-cost
constraints) and the requirement of advanced channel-sounding equipment; to our knowledge
no studies have been reported that conduct empirical modeling for UAV-assisted mmWave
channels. It is also important to note that the propagation channel models determined
or utilized for higher altitude aeronautical communications generally cannot be generalized
directly for low altitude (small) UAV-assisted mmWave communications [49]. There are
distinct structural and flight characteristics that needs to be considered for low lying UAVs,
such as different airframe shadowing characteristics , and potentially sharper pitch, roll, and
yaw rates of change during flight. Empirical data is therefore required to determine accurate
analytic and stochastic models of mmWave wireless channels.

Utilization of a robotic arm to emulate UAV motion can help overcome these challenges
by, 1) efficiently emulating the motion of UAV in different environments/scenarios, and 2)
enabling rapid collection of channel measurements by using channel sounding method to
create a database for UAV-assisted mmWave channel models. In this chapter, a novel way
to incorporate UAV motion to study UAV-assisted mmWave communication is presented
by a robotic arm that emulates the actual UAV in an anechoic chamber. This method, as
compared to other studies captures the real UAV dynamics and the atmospheric conditions
for the UAV. This is a very important first step in realizing a real mmWave communication
system for UAVs in the near future. Designing a channel emulator by using vector network
analyzer (VNA) based channel sounder with real UAV motion emulated by a robotic arm is
a first-of-its-kind, experimental, wireless channel emulator for such UAV-assisted mmWave
communications that can produce accurate and realistic propagation channel models for a
wide range of environments and scenarios. Using the robotic arm to produce atmospheric
turbulence effects on UAV position and stability, we can produce the first empirical mmWave
channel models that account for path loss, and Doppler spread due to UAV motion.

Before, moving on to the measurement setup in the next section, it is very impor-
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tant to understand the different challenges associated with the mmWave communication.
mmWave communication suffers extensively from the propagation attenuation, shadowing
effect (blocking), beam misalignment, and Doppler shift [45–48] because of its small wave-
length, which is in the order of millimeters. Doppler spread effect is the most critical one,
especially when there is a motion attributed to the movement of transmitter (Tx) or receiver
(Rx) or both. In addition to that, with the wind gusts in the atmosphere for UAVs, Doppler
effects become more aggravated. It is also well known that in a given mobile and multipath
environment, each multipath component (MPC) will experience a different Doppler shift
according to the motion. This leads to the spectral broadening at the receiver that causes
erroneous signal reception or communication failure. Therefore, modeling physical UAV mo-
tion as close to actual UAV motion is very crucial in understanding the design constraints,
and performance of a mmWave based UAV communication system. Techniques to analyze
and combat the Doppler effects have been studied earlier but as mentioned previously, almost
all of them are based on simulations that ignore the actual UAV motion dynamics and the
wind gust conditions in the atmosphere [23,26,49]. Therefore, in this chapter, the focus will
be to analyze and study the Doppler and path loss characteristics of mmWave channel by
emulating the real UAV motion under wind gusts in an anechoic chamber, and in the later
part of the chapter, we will examine the effect of propeller on these UAV-assisted mmWave
communication systems. These propeller effects are studied with an actual UAV (hexcopter)
in an outdoor environment. In short, the scope of this chapter is,

• to analyze Doppler spread of mmWave communication system by emulating UAV mo-
tion under the Dryden wind conditions in an anechoic chamber.

• to examine the phase change effects caused by motion artifacts in VNA based mea-
surements, and de-embed the phase variations caused by the cable movement from
collected data.

• to determine the path loss exponent value under these anechoic chamber settings 1.

• to study and validate the propeller effects on mmWave communication system with
actual UAV.

This chapter is organized as follows, Section 4.2 discusses the measurement setup and in
Section 4.3, details of the UAV motion emulation is discussed. Analysis of Doppler spread
and path loss modeling are presented in Section 4.6, and propeller effects are studied and
examined in Section 4.7 . Finally, conclusions are drawn in Section 4.8.

4.2 Measurement Setup

The successful deployment of wireless communication systems requires a solid understanding
and accurate modeling of wireless channel conditions (propagation characteristics) between
the transmitter (Tx) and receiver (Rx). Channel sounding is a measurement technique used
to gain that understanding. The channel sounding measurement method used in this study is

1It is important to note that these results cannot be generalized as such for any indoor or outdoor
environments, and will require extensive data measurement campaigns in that regards.

59



mmWave Link 

Sawyer Robotic Arm 

Tripod 

Rx Tx 

Keysight VNA 

Figure 42: Top view of the measurement setup. The receiver is placed on the robotic arm
and connected to VNA by a phase stable short cable, while the transmitter is hooked on the
tripod with a long cable.

based on continuous wave (CW) mode of VNA [121,122]. In this mode, instead of a frequency
sweep, only one frequency tone is set and the sweep is done in time domain by setting the
number of points in the time sweep domain. The frequency tone in our experiment is set
at 28 GHz, and 4096 points are selected for time sweep with an intermediate frequency set
at 300 Hz. The Rx is hooked up on the robotic arm, while the Tx is placed on a tripod.
The Tx is positioned at different distances from the Rx (3.5 ft to 23.5 ft) in increments
of 2 feet for this measurements plan. The Tx is connected at port-1 of the VNA, while
the Rx is connected at port-2. At each distance point (11 points in total, three samples of
S21 parameters are recorded on the VNA. These multiple samples of S21 parameters are
recorded to get a better redundant value for the Doppler spectrum, and for the channel path
loss modeling. The measurement setup is shown in the Fig. 42 with the details of all the
measurement equipment is listed in Table 8.

Table 8: The measurement equipment with the specifications.

Equipment Specifications

Vector Network Analyzer Keysight PNA-X (N5247A), 10 MHz to 67 GHz

Antenna (horn type)
Cernexwave (CRA28264015), 26.5 GHz-40 GHz,

Gain: 15 dBi, HPBW:18◦

Waveguide transition Cernexwave (CWK28264003F), WR-28, Brass/Copper

Cables Fairview microwave (50 feet), Mini-Circuits (5 feet)

Robotic arm
Rethink Robotics (Sawyer), Software: Intera,

1 arm x 7 degree of freedom

This IF frequency of 300 Hz is selected to accommodate the expected Doppler frequency
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Figure 43: Equipment used in the measurement setup .

within the frequency range on the VNA. It is also important to mention that increasing the

Figure 44: The actual setup in an anechoic chamber.

IF bandwidth will definitely decrease the time required to capture the data, however, the
scattering parameter data will suffer from higher noise as the noise floor level is linearly
proportional to the IF bandwidth. Therefore, taking multiple readings with moderate IF
bandwidth is recommended in this measurement scenario. With the 4096 sample points, the
sampling time is, Ts = 4.4 ms.Thus, the Doppler range that could be captured with these
settings will be in the range of −fs/2 = −114.49 Hz to +fs/2 = +114.49 Hz. Fig. 43 and
Fig. 44 shows the equipment’s, and the actual measurement set-up in an anechoic chamber.

The Tx is initially at a height of 4 feet 4 inches (at the beginning point) on a tripod,
while the Rx is at the height of 4 feet 6 inches on the robotic arm. The robotic arm is
connected to a computer that executes a Python script to emulate the UAV motion with the
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wind turbulence model discussed in detail in later subsections. The corresponding scattering
parameter data generated under such motion is captured on the VNA, and analyzed on a
workstation later on. In the next section, we will dwell more into the details on the UAV
motion emulation part with the robotic arm.

4.3 UAV Motion and Its Emulation

In UAVs or in fact, in any flying plane, the stability and control is very complex as com-
pared to cars, buses or boats. The cars and buses can move in two dimension whereas the
UAV/planes can move in three dimensions of roll, yaw and pitch. The rotation around the
front to back is known as roll and rotation around side-by-side is called pitch. On the other
hand, rotation around the vertical is known as yaw. The complexity arises because any
change in one of these dimension affects the other two dimensions. Thus, in a UAV with
mmWave antenna on it, any displacement across one axis will affect the other two. As it is
well known that the UAVs are affected by the wind gusts in the atmosphere that can change
their rotation along any of these axis. The pitch and yaw will cause orientation changes
in the antenna in addition to beam pointing displacement. These orientation changes may
result in polarization effects, that will affect the received power and Doppler consequently.

To create such kind of a scenario and to study or analyze the wireless channel charac-
teristics, such as Doppler and path loss with an actual UAV is not only infeasible but also
impractical with any present day channel sounding technique. Emulation can be a viable
option to study the mmWave channel characteristics in a UAV-assisted wireless communica-
tion system while considering these effects. Therefore, to emulate such a real UAV motion
under wind turbulence is a very challenging but also an interesting problem. This problem
can be solved by using methods from robotics area, where the actual UAV motion with the
wind turbulence can be easily emulated by a robotic arm. The motion of this robotic arm is
controlled by robotic operating system (ROS) from a computer and to create the turbulence
experienced by UAVs in atmosphere, a wind generation model is used. The UAV motion is
first simulated in MATLAB® using a stochastic wind gust model (Dryden wind model) and a
6 degree-of-freedom (DOF) quadcopter dynamic model together with closed-loop controllers
are used for hovering motion models. Then, the positions and altitude of the quadcopter
generated from the simulations are emulated by the end-effector (end point) of the robotic
arm. The simulation framework and the arm control is discussed in the following subsections.

4.3.1 Simulation of Quadcopter Motion with Wind

In this subsection, we will look into the case of simulating Quadcopter in generic atmospheric
conditions. To consider such scenario, Dryden wind turbulence model [123, 124], which is
commonly used for aircraft designs and in building simulation applications is used. This
popular Dryden model has been extensively used for mall fixed-wing UAVs (see e.g., [125].
This model is based on a stochastic formulation that incorporates knowledge of the energy
spectrum of turbulence [126] and assumes a homogeneous frozen spatial turbulence. There-
fore, we model the wind as a combination of a 3D mean wind (ū, v̄, w̄)> and a 3D turbulence
wind (u, v, w)>. The mean wind is specified in the north-east-down (NED) coordinates, while
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Figure 45: The Dryden wind is generated by combining the mean wind (ū, v̄, w̄)> and the
turbulence wind (u, v, w)>. ∗h?(t) denotes the convolution with the impulse response of
H?(s) in (4.3.1)–(4.3.3), where ? = u, v, w.

the turbulence wind is specified in another different frame (discussed later). The Dryden
turbulence model is implemented through filtering operations on white noise signals.

Let the 3D turbulence velocity be (u, v, w)> ∈ R3. The u component is aligned with the
direction of the horizontal mean wind, i.e., (ū, v̄, 0), the w component is aligned with the
vertical (down) direction, and the v component is aligned with the direction that completes
a right-handed coordinate frame with the v and w directions. As shown in Fig. 45, the 3D
velocities u, v, and w in time domain are obtained by passing three independent white noise
signals through three filters described by the following transfer functions [125, Section 4.4].
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respectively, where (σ2
u, σ

2
v , σ

2
w) are the variances of the turbulence, Va0 is an estimate of the

quadrotor’s airspeed, and (Lu, Lv, Lw) are the turbulence length scales. In our experiments,
we focus on horizontal, low turbulence effects and set σ2

u = 0.53, σ2
v = 0.53, and σ2

w = 0. For
low altitude, Lw is set to the altitude in feet.

In our experiments, we set (Lu, Lv, Lw) to be (200, 200, 50) ft. Since the quadcopter is
controlled in the hover mode, we set Va0 to be the mean wind speed, i.e.,

√
ū2 + v̄2 + w̄2,

where ū = 2 m/s, v̄ = −1 m/s, and w̄ = 0 m/s. The output of the three filters is a time-series
representation of the turbulence, which is further combined with the non-zero mean wind
(ū, v̄, w̄)> ∈ R3. The resulting 3D wind in the NED frame is given by

Vw(t) = (ū, v̄, w̄)> +R(u(t), v(t), w(t))>, (4.3.4)

where R ∈ R3×3 is a 3D rotational matrix that converts (u(t), v(t), w(t))> to the NED frame.
The process of generating the Dryden wind is shown in Fig. 45.
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Figure 46: Pitch, roll and yaw axis of a UAV.

Standard formulation of the quadcopter dynamics [127], with the addition of a nonlinear
drag term fd ∈ R3 is used to model the wind effect. The dynamics of the quadcopter is given
by,
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, (4.3.5)

where m and (Jx, Jy, Jz) are the mass and the moment of inertia of the quadcopter, re-
spectively, (pn, pe, pd) are the north, east, and down positions in the inertial frame, (φ, θ, ψ)
are the roll, pitch, and yaw angles, respectively, (ωp, ωq, ωr) is the angular velocity in the
body frame, (F, τφ, τθ, τψ) are the force and the moments in the designated directions, and
fd = (fd,n, fd,e, fd,d)

T is the drag force in the north, east and down directions. The pitch,
roll, and yaw axis for this quadcopter are also shown in Fig. 46. The drag force fd is
modeled in a quadratic form as fd = Cd(Vw − ṗ)|Vw − ṗ|, where ṗ is the ground velocity
of the quadcopter equal to (ṗn, ṗe, ṗd) and Cd is a drag coefficient matrix. In the quad-
copter dynamics used in this chapter, motor dynamics and several secondary aerodynamic
effects, such as blade flapping and air-relative velocity effects are included. Closed-loop PID
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(Proportional-Integral-Derivative) Controllers are designed to achieve tracking of a given
waypoint. Interested readers are referred to [128, 129] for more details on the quadcopter
dynamics and the controller design.

4.3.2 Emulation of Quadcopter Motion using the Sawyer Robotic Arm

The MATLAB simulator generates NED positions, and the yaw, pitch, roll (YPR) orien-
tations, as well as their time derivatives, at a rate of 10 Hz. These state variables are
formatted and dumped to a raw text file. A Python program reads these NED and YPR
coordinates and uses them to generate a series of time-dependent waypoints for the Sawyer
robotic arm. The Intera software development kit (SDK) is used as an interface between
the desired waypoints and the ROS messages needed to command the Sawyer robotic arm.
For this application, the Intera Motion Controller Interface is implemented in a joint control
mode. This mode generates trajectories based on a series of joint commands, and the native
inverse kinematics solver is used to convert waypoints from the end-effector frame to a given
set of joint positions.

4.3.3 Emulation of Linear Motion using the Sawyer Robotic Arm

The MATLAB software is used to generate the waypoints from the Dryden motion generation
profile. In order to precisely control the velocity, the Joint Velocity Control mode was
implemented in the Intera SDK. This contol mode accepts velocity commands in the joint
frames, not the end-effector frame, and as such the Jacobian matrix J(θ1, θ2, ..., θ7) is needed
to translate commanded velocities between frames. Specifically, the psuedo-inverse Jacobian
matrix is needed to convert velocities from the end-effector frame to the joint frames as
follows,

J(θ1, θ2, ..., θ7) =
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, (4.3.6)

Q = J−1V, (4.3.7)

where J−1 is a 7 × 6 matrix representing the psuedo-inverse of the Jacobian, V is a 6 × 1
matrix representing the linear and angular velocities of the end-effector, and Q is a 7 × 1
matrix representing the joint velocities.

This method provides precise control of the arm’s velocity at speeds under 0.5 m/s. How-
ever, drift was introduced in the x-axis as the arm reached higher speeds and the end-effector
reached its outer boundaries. As such, a P (proportional) controller was used to minimize
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Figure 47: Arm motion dynamics.

the drift along the x-axis. This whole UAV motion emulation dynamics2 is summarized
in Fig. 47. An actual snapshot of the UAV motion can also be visualized in this GitHub
repository3. Once the robotic arm is emulating the real UAV motion under turbulence, the
next step is to measure scattering parameters from the VNA to characterize the mmWave
channel in UAv assited communication setup.

4.3.4 Challenges with VNA Based Measurements

At this point, the robotic arm is programmed to emulate the UAV motion, and for the
setup, the antenna is mounted on the arm, with IF cable connecting it to the VNA at
port-1. On the other end, second IF cable connects the other antenna to VNA. During the
measurement, the cable connected to the arm will experience displacements as the robotic
arm moves while emulating the UAV motion, thus creating phase changes in the measured
scattering parameter data. This will result in wrong Doppler results as Doppler depends
on the phase change over time. One such example is shown in Fig. 48 which shows the
phase changes at port-2 of VNA during one sample measurement conducted in an indoor
environment. Once can see the deviation of 273◦ in phase with minimum at -153.01◦ and
maximum of 120.14◦ with mean staying at 65.5◦.

To take care of these motion artifacts at high frequency measurements, de-embedding
method is used to isolate the measurements of channel from the cables. This method is
usually implied in frequency sweep domain where adapter connection effects are de-embedded
from the device under test (DUT). In our scenario, the de-embedding has to be done in
continuous time mode to remove any motion artifacts. The other important point to notice
is that since the cable connected to the other antenna does not move, these phase changes
are negligible in that scenario. Fig. 49 shows the phase change of S11 parameter in this

2Note that this motion does not include the propeller motion which causes amplitude modulation in the
received signal.

3https://github.com/amitkac/uavSim
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Figure 48: Phase changes in S22 with arm motion when the distance between Tx and Rx is
at 5.5 feet.
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Figure 49: Phase changes in S11 with arm motion when the distance between Tx and Rx is
at 5.5 feet.

The maximum deviation between minimum phase change (-86.92◦) and the maximum
phase change (-85.45◦) is around 1.47◦, which is acceptable for Doppler measurements.
Therefore, the effect of this cable can be ignored in the final de-embedding equation but
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the other cable can’t be ignored.

4.4 De-embedding the Phase Changes Caused by Cable Movement

The de-embedding [130, 131] of phase during the measurements can be performed by first
determining the two-port S-parameters of the cable from the collected S-parameter data
with short, open, and load (SOL) standards. The robotic arm has to perform the same
motion during data collection with each of these three standards. The process is similar
to “Adapter Characterization” function within Keysight VNAs [131], which involves Short-
Open-Load calibrations at two different reference planes. The only difference is that this
process is performed over time-swept data rather than frequency-swept data.

With a known standard at output (SOL), the measured reflection coefficient would be
given as,

Γm = S11 + (S12 · S21)Γa/(1− S11 · Γa) (4.4.1)

where Γm is the measured reflection coefficient with motion, Γa is the actual ideal reflection
coefficient (no-motion) and S11, S12, S21, S22 are the scattering parameters. This can be
easily deduced from the signal flow graph in Fig. 50.

a1

b1

b2S21

S12

S11 S22 Known standard

a2

Figure 50: Signal flow graph.

With the data collected with three standards (ideal no-motion), and data from measure-
ments (with motion), we can then have 3 equations to determine the 3 unknown scattering
parameters (S12 = S21 of the cable. Let,

a = S21S12 − S11S22

b = S11

c = −S22

(4.4.2)

Now, with three known standards (Γs,Γo,Γl) and three measured values with motion
(Γ1,Γ2,Γ3), the three linear equations can be written as,

Γ1 = Γs · a+ b− Γs · Γ1 · c
Γ2 = Γo · a+ b− Γo · Γ2 · c
Γ3 = Γl · a+ b− Γl · Γ3 · c

(4.4.3)
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Figure 51: Magnitude variations of S21 data collected in the repeatablity test. The S21
magnitude of all these 5 datasets lay on top of each other.

Which in matrix form can be written as,Γs 1 −ΓsΓ1

Γo 1 −ΓoΓ2

Γl 1 −ΓlΓ3
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Substituting these a, b, c values, the S-parameters can be determined from (4.4.2). We
repeat all of this for 5 times to see the variations in the S-parameters (magnitude as well
as phase) for the cable under motion. In our case, it was found that the phase variation
(min-max) after de-embedding ranged from -4◦ to +0.6◦ , while the magnitude variation
(min-max) ranged from -0.033 dB to -0.007 dB for the phase stable cable in an anechoic
chamber. Fig. 51 and Fig. 52 show these variations in our scenario. Later on, offset
calibration was also done by removing S21 of the cable from the measured data.

Later on, offset calibration was also done by removing S21 of the cable from the measured
data. To de-embed the cable phase changes and get the channel response, we can transform
the S-matrix of cable and measurements into its corresponding T-matrix as follows,[

T11 T12

T21 T22

]
=

[
S21 − S11S22/S12 S22/S12

−S11/S12 1/S12

]
(4.4.6)

The T-matrix treats the port-2 as output and port-1 as input, which makes it easy to
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Figure 52: Phase variations of the S21 data collected in the repeatablity test. The S21 phase
of all these 5 datasets lay on top of each other.

use in cascaded systems. Finally, the channel T-matrix can be found as,

Tmeas. = TcableTchannel

Tchannel = Tmeas./Tcable
(4.4.7)

This T-matrix of channel then can be transformed back to S-matrix as follows,[
S11 S12

S21 S22

]
=

[
T21/T22 1/T22

T11 − T12T21/T22 T12/T11

]
(4.4.8)

Now, with this we will have the channel S-paramaters where the cable effects are removed.
Before moving on to the Doppler analysis and path loss modeling, another important sta-
tistical factor needs to be considered, which is the wide sense stationary with uncorrelated
scattering (WSSUS) conditions that will be discussed in the next subsection.

4.5 WSSUS Conditions

One other important characteristic of wireless channel to check when there is a mobility in
it is its stationary conditions, especially WSSUS. It is well known that UAV or vehicular
communication does not follow wide sense stationary conditions with uncorrelated scattering.
To examine stationary conditions, autocorrelation function is used and characterised. The
channel autocorrelation function as a function of time t, and delay τ is written as,

Rxx(t1, t2; τ1, τ2) = E[h(t1, τ1)h∗(t2, τ2)], (4.5.1)
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where h(t1, τ1) is the channel impulse response at time t1 and with delay τ1, and h∗(t2, τ2)
is the complex conjugate of the channel impulse response at another time t2 and with delay
τ2. There are two important parts to be considered for WSSUS conditions,

WSS Conditions

A wireless channel is assumed to be WSS, if its mean is constant over time and if its channel
response is independent of time t. In terms of autocorrelation, Rxx(t1, t2; τ1, τ2), should be
independent of time instant t, and must depend on time difference ∆t. These two conditions
can be written as,

µx(t) = µx,∀ t ∈ R,
Rxx(∆t; τ1, τ2) = E[h(t, τ1)h∗(t+ ∆τ, τ2)].

(4.5.2)

US Conditions

For a wireless channel to assume uncorrelated scattering, the individual scattering com-
ponents that arrive at the receiver should be uncorrrelated. In terms of autocorrelation
function,

Rxx(t1, t2; τ1, τ2) = Rxx(t1, t2; τ1)δ(τ1 − τ2) (4.5.3)
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Figure 53: One sided autocorrelation of S21 data at 3.5 feet over delay in anechoic chamber.

Therefore, for WSSUS conditions to be true, the mean should be constant and the au-
tocorrelation function should be independent of the time. Looking at the autocorrelation
function plot over time for anechoic chamber in Fig. 53 and a sample measurement of indoor
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environment in Fig. 54, it can be intuitively inferred that the WSSUS conditions can be
assumed true for anechoic chamber but not for the indoor environments.
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Figure 54: One sided autocorrelation of a sample S21 data at 3.5 feet over delay in an indoor
environment.
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Figure 55: Measurement data with noise floor at 3.5 feet over time in an anechoic chamber.

Also, looking at Fig. 55, one can observe that the mean in our anechoic chamber set-up
remains constant most of the time. The figure also shows the noise floor for our measure-
ment campaign. In real scenario of outdoor or indoor environment, the WSSUS conditions
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may not be true and thus will require extensive measurement campaigns to validate before
generalization. By now, we have have performed the de-embedding to take care of phase
changes because of cable motion, and also examined the WSSUS conditions. Now, in the
next section, we will delve more into the Doppler spread analysis and path loss modeling.

4.6 Analysis of Doppler Spread and Path Loss

In this section, first the data processing of the pre-processed (de-embedded and offset-
calibrated) VNA data (S-parameters), and its correlation with the motion profile extracted
from the ROS logs will be analyzed, and then the analysis of Doppler spread and path loss
characteristics will be discussed in detail. Let the transmitted signal, x(t) = <{b(t)ej2πfct},
where b(t) = xI(t) + jxQ(t) is a complex baseband signal with in-phase and quadrature
components as xI(t) and xQ(t), and fc is the carrier frequency. The signal b(t) is also known
as the complex signal envelope or an equivalent low pass signal of x(t). Ignoring the noise in
the system, the corresponding received signal with the line of sight (LOS), and all resolvable
multipath is given as [67],

y(t) = <
{N(t)∑

n=0

αn(t)b(t− τn(t))ej2π[fc(t−τn(t))+φdn+φ0]

}
, (4.6.1)

y(t) = <
{[N(t)∑

n=0

αn(t)b(t− τn(t))e−j(2πfcτn(t)+φdn+φ0)

]
× ej2πfc(t)

}
. (4.6.2)

which can be further written as,

y(t) = <
{[∫ +∞

−∞
h(t, τ)b(t− τ)dτ

]
ej2πfc(t)

}
, (4.6.3)

where h(t, τ) is the channel impulse response given as,

h(t, τ) =

N(t)∑
n=0

αn(t)e−j(2πfcτn(t)+φdn+φ0)δ(τ − τn), (4.6.4)

where αn(t) is a function of path loss and shadowing, N(t) is the N -th resolvable multipath,
τn is the N -th path delay, φ0 is the phase offset, and φdn is the Doppler phase shift of this
N -th path. Now, when the Tx or Rx is moving, the change in the distance over a short
time interval ∆t will cause the phase to change as φdn ≈ 2π(v/λ)∆t cos θ, where θ is the
arrival angle of the received signal relative to the direction of motion, and v is the velocity
of receiver towards transmitter in the direction of motion. Therefore, the corresponding
Doppler frequency will then be given as,

fD =
1

2π

φdn
∆t

=
v

λ
cos θ, (4.6.5)
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where λ is the wavelength of the signal. The data collected at VNA during the measurement
campaign are the S-parameters, also known as scattering parameters, over time (CW mode).

Since the Tx is connected at port-1 and Rx at port-2, therefore, the S21 parameter will
represent the channel transfer function (channel power). These S-parameters depend on
time, distance and frequency. Thus, S21 parameter as a channel transfer function of time,
distance, and frequency can be written as [42,132],

S21dB(t, f, d) = 20 log10(|H(t, f, d)|) (4.6.6)

As the VNA is set in CW time mode with frequency kept fixed at 28 GHz, the only
variable in (4.6.6) would be the discrete time points at a given distance. Therefore, at a
given distance d, (4.6.6) can be rewritten as,

S21dB(t, f, d) = S21dB(t) (4.6.7)

These discrete points of S21 parameter can be written in a complex vector form as,
x[n] = S21dB(t)δ(t− ti), where ti is the discrete time point, δ(·) is the delta function, and the
index i goes from 0 to 4095. Because the S21 parameters are complex numbers, therefore,
the frequency response after taking the fast Fourier transform (FFT) would also be complex
in nature. Therefore,

X[k] =
1

N

N−1∑
n=0

x[n]e−j2πkn/N , (4.6.8)

where k is the point in the frequency domain, n is the point in time domain, and x[n] is the
discrete time domain input (vector of all 4096 points). Fig . 55 shows a sample S21 data
with noise floor collected at 3.5 feet.

4.6.1 Doppler Spread

As mentioned previously, in our set up, 4096 points were set in the CW time mode, this
number was chosen so that the Discrete Fourier transform (DFT) can be efficiently calculated
by using the FFT algorithm as the data points will be in the form of 2n. As N=4096, (4.6.8)
can be rewritten as follows,

X[k] =
1

4096

4095∑
n=0

x[n]e−j2πkn/4096, (4.6.9)

where k = 0, 1, . . . 4095. Doppler spectrum after taking the FFT of S21 parameters at a
distance of 5.5 feet is shown in Fig. 56. To demonstrate the accuracy of the collected data
for the Doppler analysis, we reprogrammed the robotic arm to do a controlled motion (to and
from) with a pre-defined linear speed in an anechoic chamber. The robotic operating system,
also known as ROS, captures various fields of the end point (velocity and displacements) of
the arm in the system logs in .bag format. These files are later converted to .csv format to
process with the MATLAB software.
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Figure 56: Doppler spectrum at 5.5 feet.
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Figure 57: Controlled linear change of the arm speed in an anechoic chamber.

On close analysis, it can be observed that the velocity of this control system will go from
0 m/s to 0.58-0.63 m/s and will stay there at this peak for some time in one direction and will
do the same while going back (0 m/s to -0.58 to -0.61 m/s). The corresponding probability
density function (pdf) of velocity change over time (Fig. 57) is shown in Fig. 58. Intuitively,
since velocity is proportional to the ideal Doppler observed, the frequency corresponding to
the peaks in the velocity pdf will also be seen in the Doppler spectrum. For example, speed
at the peak of 0.59 m/s to 0.64 m/s will correspond to a theoretical Doppler of 55.1 Hz to
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Figure 58: Velocity distribution over time.
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Figure 59: Theoretical Doppler with Measured Doppler at 5.5 feet.

59.7 Hz, while the speed of -0.58 m/s to -0.64 m/s will correspond to Doppler of -54.17 Hz
and -59.7 Hz, which can be seen in the Doppler spectrum4 as shown in Fig. 59.

The resulting maximum positive Doppler spread (motion towards the receiver) and nega-
tive Doppler spread (motion away from the receiver) at each distance in an Anechoic chamber
is shown in Table 9 with respect to the noise floor of -60 dB. The average Doppler spread in

4The theoretical Doppler power is offset by 4 dB to fit the measured Doppler spectrum plot.
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Figure 60: Doppler spread at 11.5 feet in the Anechoic chamber environment.

the Anechoic chamber was found to be around +20 Hz to -20 Hz. Fig. 60 shows an example
of the Doppler spectrum at 11.5 feet. It is very important to point out that the data used
to capture Doppler is pre-processed to de-embed the phase changes caused by cable mo-
tion. These Doppler spread parameters are paramount in designing the symbol duration in
a wireless communication system. Specifically, the coherence time depends on this Doppler
spread, and if not properly designed for it, will result in frequency selective fading.

4.6.2 Path Loss Modelling

The next part is to statistically model the path loss characteristics of the wireless channel5.
As mentioned in an earlier section, at each distance point, 3 samples of scattering data were
recorded. An example of such 3 samples of 4096 data points appended with each other is
shown in Fig. 61. The first initial points (highlighted in Fig. 61) in these S21 power samples
represent no-motion or idle motion of UAV. These points can be filtered from the appended
samples for each distance, and therefore, can be utilized to determine the distance dependent
path loss exponent value in an anechoic environment.

The path gain as a function of distance can be modelled as [42,67],

PGdB(d) = PGdB(d0)− 10n log10

(
d

d0

)
+Xσ(d), (4.6.10)

where PGdB(d0) is the path gain at a reference distance d0, which is 1 meter in our scenario.
d is the distance between transmitter and receiver, n is the distance dependent path loss
exponent, and Xσ(d) is the Gaussian distributed shadowing factor with zero mean in dB,
and a variance of σ2 in dB. The path gain as a function of distance is plotted in Fig.

5Note that the effect of variation of elevation, and elevation angle on the Doppler is not considered.
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Table 9: Maximum Doppler spread with distance in Anechoic chamber.

Noise floor Distance [feet] -ve freq. [Hz] +ve freq.[Hz]

-60 dB

3.5 -25.3844 24.9763

5.5 -20.5687 20.3328

7.5 -18.5282 21.14

9.5 -26.0374 19.9157

11.5 -16.4876 22.446

13.5 -20.3238 20.6503

15.5 -20.079 20.5687

17.7 -18.5282 19.5076

19.5 -16.0795 17.5487

21.5 -17.4671 20.6503

23.5 -20.6503 20.4871

Average Doppler [Hz] -19.4750 20.3204
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Figure 61: No motion portion in the appended data at 3.5 feet.

62. A linear fitting model is used to find the slope of the plot which is nothing but the
path loss factor n. The path loss factor in our anechoic scenario using this linear fitting
model was found to be 1.843. Similar close values have been reported in different indoor
environments [133–135]. This path loss modeling shows the applicability of such a novel
platform for mmWave channel characterizations. Moreover, the path loss factor derived in
this work is specific to the measured data in this work and will again require an extensive
set of measurements to be generalized for any environment as such. Now, in the following
section, we will look in detail at the second part of this chapter, which is the propeller effect
in UAV-assisted mmWave communication systems.
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Figure 62: Linear fitting to determine distance dependent path loss.

4.7 Propeller Effects on mmWave communication

With UAVs, there is another important factor that interferes with the communication, which
is the signal propagation through propeller or scattering caused by it. The propeller motion
is known to induce periodic frequency responses in the received signal, often known as
propeller modulation in literature [136–138]. The main cause of the propeller modulation is
the periodic motion or revolutions of propeller that makes the received signal to be amplitude
modulated. This effect has been well studied at low frequencies with UAVs, aircrafts and
helicopters, but has not been studied or validated at higher frequencies such as mmWave.
As an example, consider that the frequency of the signal is 2.4 kHz as shown in Fig. 63.
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Figure 63: Signal with frequency of 2.4 KHz.
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Figure 64: Signal with frequency of 52 Hz caused by propeller.

Once the carrier signal passes through the propellers which are rotating, it will be blocked
for a period when there is a propeller between the Tx and Rx, and pass completely when
there is no propeller between the Tx and Rx. This will create a waveform with a certain
periodic frequency, assumed to be 52 Hz in this example (see Fig. 64). Therefore, the output
signal or the received signal after passing though a propeller will look like as shown in Fig.
65, which is nothing but an amplitude modulated waveform.
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Figure 65: Received amplitude modulated signal at the receiver.

This effect is more interesting to study in a UAV-to-UAV communication scenario at
different height configurations, with different mmWave antenna top-bottom permutations
or configurations on UAV. Different UAV speed modes (idle/high) can also be considered
in these cases. Fig. 66 shows the different antenna set-up configurations considered in this
Chapter 4. It is also worth noting that the configurations 2) and 4) are the same. In this
chapter, we will study this propeller effect with a real hexcopter. In next sub-section, we will
discuss the measurement setup and thereafter, we will delve into the results and discussion
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on propeller modulation.

1

3

2

4

5

Figure 66: Different antenna configurations considered in the measurement setup, 1) Antenna
on top of one UAV-antenna on top of the other, 2) Antenna on top of one UAV-antenna
on bottom of other, 3) Antenna on bottom of one UAV-antenna on bottom of other, 4)
Antenna on bottom of one UAV-antenna on top of other UAV, and 5) UAVs at same height
with antenna on top of one UAV-antenna on bottom of other UAV.

Figure 67: Measurement layout with the two custom wooden ladders with wooden platforms
to hold the Hexcopter.

4.7.1 Measurement Setup

In this section, the measurement set-up to examine the effect of propeller on mmWave signal
will be discussed in detail. To avoid scattering from walls or roof, these measurements were
conducted outdoors in a parking lot area. A custom platform with two wooden ladders
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Figure 68: Measurement set-up with mmWave antenna mounted on bottom of one hexcopter
with the other hexcopter in plain sight.

with a movable wooden base platform between them was constructed that could be moved
from 5 feet (1.52 meter) to 9 feet (2.74 meter) maximum (on top)6. Two such custom
platforms were used for the two hexcopters in this measurement campaign. The distance
between the two custom platforms was kept at 10 meters. Fig. 67 shows the actual layout
of our measurement set-up, with the custom wooden platform built for this measurement
campaign. On this custom wooden platform, to hold the hexcopter, its legs were strapped
firmly with a metallic band onto the movable wooden base with screws. Also, the base is
weighted with concrete blocks to secure them in position. Fig. 68 shows the hexcopters
with the mmWave antenna, and laser based tachometer. The tachometer is used to capture
the actual revolutions per minute (rpm). The complete measurement equipment details are
given in Table 10.

To overcome the propagation loss between two UAVs, a low noise amplifier is inserted
between the Rx antenna and spectrum analyzer. The spectrum analyzer functionality was
used in the VNA to capture the propeller modulation effect. The transmit power was kept
at -10 dBm and the VNA was set to work in continuous wave mode at 28 GHz. In the
spectrum analyzer setting, the center frequency was set at 28 GHz, with a frequency span of
1 kHz to capture the propeller modulation in idle speed and 2 kHz for high speed mode. The
residual bandwidth was set at 7.5 Hz and 401 points were selected for the entire frequency
span. The hexcopter has two modes of operation, 1) idle speed and 2) high speed. In our
scenario, for a particular antenna configuration, and a given hexcopter mode, we take 4
sets of measurements, a) without propeller motion, b) with only one propeller-on at Tx,
c) With only one propeller-on at Rx and d) with both propeller-on. This way we will
have 4 configurations for a given antenna configuration, and with these total of 4 antenna

6The height is the platform height or height till the bottom of the hexcopter, the hexcopter height is 14
inches.
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Table 10: The measurement equipment with specifications.

Equipment Specifications

Signal generator +

Spectrum analyser
Keysight Fieldfox N9951A,300 KHz to 44 GHz

Antenna

(rectangular horn type)

Cernexwave (CRA28264015), 26.5 GHz-40 GHz,

Gain: 15 dBi, HPBW:18◦

Waveguide transition Cernexwave (CWK28264003F), WR-28, Brass/Copper

Low noise amplifier

Cernexwave (CBL26403030),

26.5 GHz-40 GHz, V/mA: 12/150,

NF(dB) Max: 3, Gain (dB) 30 min

Cables Fairview microwave (50 feet), Mini-Circuits (5 feet)

Hexcopter
DJI Matrice 600, max. altitude: 2500 m,

Carbon fiber propellers, maximum speed: 18 m/s

Tachometer
Neiko, 20713A digital tachometer,

Accuracy: +/- 0.05%, range:2-20 inches

configurations, there will be 16 cases in total. Since we consider bottom-top and top-bottom
antenna configuration as one, there would be only 12 such cases. These 4 sets of antenna
configurations are shown in Fig. 66. This is considering fixed height of both Tx and Rx,
both Hexcopter at 5 feet from the ground. To include the effect of both propellers in the
picture, the same set of measurements is conducted with a hexcopter at different heights
(one at 9 feet and the other at 5 feet). In addition to that, with two speed modes of idle and
high, the overall cases will then be 48.

During the measurements, we also confirmed that there will be no modulation tones
when the propellers are off, and thus these cases of both propeller-off are removed from the
final measurements. This reduces the overall case scenarios to 36 cases. To correlate the
theoretical frequency of the propeller modulation with the measured value, a laser based
tachometer is used that gives the actual revolutions per minute (rpm) readings with 0.05%
accuracy. Duct tape is used on the propeller for this laser-based sensing scenario. In the next
section, we will look into the results and subsequent discussion on the observed propeller
effect in detail.

4.7.2 Results and Discussion

In this section, we will first look at the expected theoretical component of the tone generated
by propeller modulation, and then validate it with the measurement results captured on the
spectrum analyzer. Given the signal propagation through the propeller, the signal will get
scattered/partially blocked by the propeller while it’s turned-on, causing the signal to behave
as an amplitude modulated dual sideband signal with a certain frequency that depends on
the propeller speed. Let r be the revolutions per minute (rpm) of the propeller, and n be the
number of blades of the propeller. The frequency spectrum of the output signal will have
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the original frequency component with an additional periodic frequency tone given by,

fb =
n× r

60
(4.7.1)

This frequency component appears next to the central frequency of 28 GHz as 28±mfb
GHz, where m = 1, 2, 4, . . . , 2x or even harmonics. As mentioned earlier, the hexcopter works
in two different speed modes-idle speed and high speed. At idle speed, the rpm remains
constant most of the time and at the high speed the rpms increase over time to reach the
highest possible rpm. In our scenario, the rpm at idle speed was measured to be 1580,
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Figure 69: Spectrum when only one propeller is on for the case when antennas are on top
of both hexcopters.

with two propellers, the fundamental frequency comes to be, 52.97 Hz. This fundamental
frequency can be seen in all the antenna configurations, even at different heights but only at
the idle speeds. Fig. 69, and Fig. 70 shows two such cases.

In Fig. 69, the case of one propeller being turned-on, while the other is turned-off is shown
and in Fig. 70, the case of both propellers turned-on and -off is shown. The fundamental
frequency that occurs in even harmonics is at 51.25 Hz at idle speed, while we also observe
26.25 Hz (half of the fundamental frequency) in spectrum, which will be examined shortly. In
the case of high speed, the fundamental frequency comes at around 125 Hz with the measured
rpm of 3750. The same inferences are made when the hexcopter is kept at different heights
(5 feet and 9 feet) with different antenna configuration. One such example is given in Fig.
71

To examine the presence of 26 Hz of tone in the case of idle speed, one may think that
the cause of this may be the vibration from the frame, motor or may be because of scattering
effect7. To rule out the effect of motor, we removed the propeller and kept the motors on.

7It is important to note that this is related to this measurement set-up and may or may not be present
in actual UAV flying in the air.
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Figure 70: Spectrum when both propellers are on and off for the case when both antennas
are on Top of hexcopter.
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Figure 71: Spectrum when the Tx is on top of one hexcopter and the Rx is on bottom of
the other and they are operated in high speed mode.

In this situation, the 26 Hz component or any fundamental frequency was not observed.
Now, to rule out the effect of body frame vibration, we placed the antenna just below the
hexcopter on a stable wooden platform, and turned-on the propellers. In this situation, we
did observe the 26 Hz and other fundamental frequencies. Therefore the main cause of this
frequency has to do with the propeller not with the body frame vibrations. To probe further,
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Table 11: Propeller modulation with different combinations of height, speed, antenna con-
figuration (bottom (B) or top (T)) and with propellers turned-on or -off.

Height Speed mode Antenna config. Propeller on Main tone [Hz]
Periodic

(yes/no)

Same
Idle

B-B

B-T

T-T

Tx. only

Rx. only

Both

52 yes

High

B-B

B-T

T-T

Tx. only

Rx. only

Both

125 yes

Different
Idle

B-B

B-T

T-T

Tx. only

Rx. only

Both

52 yes

High

B-B

B-T

T-T

Tx. only

Rx. only

Both

125 yes

we let the six propellers (hexcopter) to run in different combinations-first 2 front propellers,
then 4 propellers and then all the propellers. In all these experiments, the antenna is fixed
on the stable wooden platform/ or in another case on the hexcopter, we do see the 26 Hz
frequency in all these cases with the fundamental harmonic frequency.

On careful observation, we observed that the propeller arm that connects the propeller to
the main body wobbles at idle speed, and this actually behaves like a single blade propeller.
This explains the frequency of this tone, which exists exactly at the half of the main fun-
damental frequency of 52 Hz. Furthermore, to cement this conclusion, one of the propeller
arms was purposefully imbalanced with duck-tape to create extra wobble and in this case
also, we observed the 26 Hz frequency. However, in high-speed mode the speed increases
linearly to high-speed and therefore the wobble of the propeller arm does not exhibit any
such frequency component. In fact, one can observe that spread in Fig. 71 between 0±100
Hz frequency8. All the results obtained in this measurement campaign are listed in Table 11.
The propeller effects in addition to Doppler and path loss are very important to efficiently
design and build UAV-assisted next generation 5G and B5G communication systems.

8It is very important to know that this frequency is because of the measurement setup and not because
of the UAV itself, and therefore may not be present in actual flying UAVs.
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4.8 Conclusions

In this chapter, we studied and examined the mmWave communication systems for UAVs in
detail. First, we looked into a novel emulation framework for such mmWave communication
systems to determine channel charactersists such as Doppler spread and path loss. In the
later part, we looked into the case of propeller effects on mmWave. For the later study, we
used a real hexcopter and conducted the field measurements in a parking lot, and subse-
quently validated the presence of propeller modulation at mmWave frequencies in different
height, speed and antenna configurations. In short, the main conclusions of this chapter are
as follows,

1. Doppler spread analysis and path loss characterization using a novel emulation method
is presented in which the actual UAV motion under Dryden wind conditions was mim-
icked by a robotic arm in an anechoic chamber environment.

2. The path loss exponent value under these anechoic settings was found to be 1.843.

3. Study of WSSUS conditions in an anechoic environment and its applicability to other
environments was also examined.

4. Study of propeller effect at different height, different antenna configuration and with
different speed modes with actual hexcopter was conducted and its relationship with
propeller motion was validated.

These results in this chapter will help propel the development of mmWave based UAV
communication systems in the near future. In the next chapter, overall conclusions and
future work of this thesis will be discussed in detail.
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CHAPTER V

CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

In this thesis, we looked at the solutions to the problem of spectrum crunch at sub-6 GHz,
which is getting more crowded day by day. There are two ways to address this challenge, one
is to look into the optimization of the radio resources in the available spectrum for efficient
utilization, and the other way is to migrate to a higher frequency (UWB and mmWave) that
offers higher bandwidths, which can take care of higher data traffic. To that end, we first
studied cognitive radio networks in Chapter II from the spectrum optimization perspective.
The CRN was assumed to be in an underlay configuration, where it is concurrently accessed
by licensed and unlicensed users provided that the power from SUs or unlicensed users does
not degrade the transmission of primary PUs or licensed users. The PU controls this by
setting a transmit power threshold for SUs, known as IT. The traditional approach is to
keep the IT fixed, while this may work but it is very restrictive and inefficient as it does not
consider the variation of traffic demand over time. In brief, we statistically modeled the IT or
interference power threshold from the variable capacity demand of PU as a dynamic quantity.
By using the random variable transformations, the distribution of IT was determined from
PU capacity demand. The PU capacity demand variation over the time was assumed to follow
Poisson distribution, and consequently, using statistical transformations of random variables,
the distribution of SINR, and finally IT distribution was determined. This expression was
validated and verified with simulations. Theoretical expressions for outage probability and
mean capacity for SU in the general power region, and in the high power region were also
derived and verified with simulation results. Finally, we analyzed the effect of utilizing a
dynamic interference power threshold on the mean and instantaneous capacity, and on the
outage probability. It was shown that the dynamic IT substantially improves the network
performance as compared to a fixed IT based cognitive radio system.

In the later part of Chapter II, we also examined the effect of SU interference on PU
network. This is a very important aspect to consider before setting the IT dynamically as it
is the PU which dictates the setting of IT. Performance metrics for PU network are derived
and validated with simulations to show the accuracy of the derived expressions. Although
we are now migrating towards the high frequency with 5G and B5G communication, the
optimization of present or radio resource at these high frequencies will remain a very im-
portant research area that will keep gaining momentum over time. The contributions and
general problem solved in this chapter can be visualized in Fig. 72, which also enlists the
publications.

Secondly, in Chapter III, we looked into the first high frequency part of the spectrum, that
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Interference temperature in cognitive radio networks

Statistical modeling of IT Interference of SU on PU
Network

1.  A. Kachroo and S. Ekin, "Impact of Secondary User Interference on Primary Network 
     in Cognitive Radio Systems", published in 2018 IEEE 88th VTC, August 2018

  2. A. Kachroo, S. Ekin and A. Imran, "Statistical Modelling of Dynamic  Interference       
     Threshold and its Effect on Network Capacity", published in IEEE Transactions on     
      Vehicular Technology, pp. 1–1, 2020

 3.  A. Kachroo,  Popuri, A., Ibrahim, M., Imran, A., Ekin, S., "Interference Spreading       
      through Random Subcarrier Allocation Technique and Its Error Rate Performance in 
      Cognitive Radio Networks", published in MDPI Sensors, 2020

Publications

Figure 72: Cognitive radio networks- ideas with contribution.

is ultra-wideband (UWB) where the bandwidth ranges from 3.1-10.6 GHz. The application
of UAVs in wireless communication network is a very active research topic, and in this
chapter, we use a UAV at UWB frequency to study and analyze the channel between wearable
antennas and a UAV. The different distance dependent and frequency dependent path loss
factors were studied and determined in an indoor warehouse environment. Also, the time
dispersion characteristics, such as root mean square, mean excess delay and maximum excess
delay were studied and evaluated accordingly. Utilizing second-order Akakai Information
Criteria as best fit distribution test, it was concluded that the fading statistics at ultra-wide
band frequencies can be modelled as a Log-normal distribution. This preliminary study of
UAV2W is one of the first to consider a human subject, and will help system designers in link
budget calculations for applications of unmanned aerial vehicles in warehouse environment
or in health care domain. Fig. 73 shows the problem/idea with the contributions to this
UAV-assisted UAV2W-UWB communication system.

Finally, in Chapter IV, we moved to another high frequency part of the spectrum, 28
GHz or millimeter waves in UAV-assisted wireless communication systems. Apart from
many challenges with UAV-assisted communications at high frequencies, a realistic channel
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UWB-UAV2W Channel Modeling

Empirical study in indoor environment

  1.  A. Kachroo, S. Vishwakarma, J. N. Dixon, H. Abuella, A. Popuri, Q. H. Abbasi, C.       
      F.Bunting, J. D. Jacob, and S. Ekin, "Unmanned Aerial Vehicle-to-wearables(UAV2W) 
      Indoor Radio Propagation Channel Measurements and Modeling", published in IEEE 
      Access, 2019.

 2. A. Kachroo, S. Vishwakarma, J. N. Dixon, H. Abuella, A. Popuri, Q. H. Abbasi, C.         
    F.Bunting, J. D. Jacob, and S. Ekin, "Ultra-Wide Band Channel Measurements and       
    Modelling for Unmanned Aerial Vehicle-to-Wearables (UAV2W) Systems", in press,       
   Wiley- Autonomous Airborne Wireless Networks, 2021

Publications

Figure 73: UAV2W-UWB communication systems- ideas and contribution.

model based on field data that considers UAV dynamics is missing. We closed this gap by
proposing, and using a novel emulation framework with the help of robotics to generate close
to field data by emulation. A robotic arm is used to emulate the actual UAV motion under
wind gusts in an anechoic chamber environment. This method is very close to actual field
data and does not rely on simulations that are mainly based on ray tracing software which
neglect the UAV dynamics.

The wind gusts in this case are modelled by the famous Dryden wind model. In addition
to that, to take care of the motion artifacts induced by the cable motion during the exper-
iments, de-embedding method was used in time domain measurements for the first time in
such a scenario. The S-parameters of cable (moving) was determined and it was removed
from the measured data to have only the channel related measurement data. The method
and the corresponding details are mentioned in detail in Chapter IV. Doppler measurements
were conducted at the noise floor of -60 dB, and it was found that the Doppler spread is
around ±20 Hz in our case. The wide-sense stationary with uncorrelated scattering (WS-
SUS) conditions were found to be true in the anechoic chamber setting, but it was also
determined that this can’t be generalized to any other environment by examining a sample
indoor measurement that showed that these WSSUS conditions are not true.

No-motion data points were then selected to determine the path loss exponent in this
anechoic chamber environment, which in our scenario came out to be 1.843. In the later
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mmWave Channel Modeling in UAV-assisted Communication

Emulated-Empirical study in an anechoic
environment

  1. A. Kachroo, C.A. Thornton, M.A. R. Sarker, W. Choi, H. Bai, I. Song, J. O'hara, and S.         
      Ekin,   "Emulating UAV Motion by Utilizing Robotic Arm for  mmWave Wireless Channel       
      Characterization”, published in IEEE Transactions in Antennas and Propagation, 2021

 2.  A. Kachroo, M. Taylor, M. T. Anas, M. Ibrahim, W. Choi, J. O'hara, I. Song, J. D. Jacob, and 
      S. Ekin, "Propeller Effects on mmWave Channels:  An Empirical Evaluation with Actual       
      UAVs", submitted to IEEE Wireless Communication Letters, 2021 

Publications

 3.  C.A. Thornton, A. Kachroo, H. Bai, S. Ekin, and W.Choi, "De-embedding Motion Artifacts     
      from Robotic Arm Assisted Propagation Measurements”, accepted in IEEE Texas                 
      Symposium on Wireless and Microwave Circuits and Systems, 2021

Empirical study on Propeller Effects

Figure 74: UAV-assisted mmWave communication systems- ideas and contribution.

part of this chapter, propeller effects were studied empirically in an outdoor environment
with an actual UAV (hexcopter). A test setup with different height configurations, antenna
configurations and with different UAV speed modes was planned and executed. As expected,
the well known propeller modulation was observed in the spectrum in these cases which is
periodic in nature. The fundamental frequency in our case was found to be at 52 Hz at idle
speed mode, and at 125 Hz at high speed mode irrespective of different heights and antenna
configuration. Another frequency component was also observed at idle speed which was later
on attributed to the measurement setup itself, which is also examined in detail in Chapter
IV. These results in Chapter IV are the very first steps towards realizing and developing a
mmWave based UAV communication system in the near future. Fig. 74 shows a top view
of the problem/idea with the contributions to this UAV-assisted mmWave communication
system.

However, statistical analysis and channel modeling in next generation wireless systems
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is a very involved and complex subject in its own right. Firstly, the statistical modelling
of dynamic interference temperature in cognitive radio networks involves a lot of complex
statistical transformations, and statistical modeling techniques that can be very challenging
and the knowledge of stochastic processes is a must. In the second case of modeling of the
UAV2W channel at UWB frequency, a lot of measurement data, knowledge of statistical
and stochastic methods and process is very much desired to characterize channel models.
However, any change in the wireless environment afterwards will not factor in the channel
modelling part. The same is the case with the mmWave channel modeling. Also, apart
from the hectic measurement campaign, deep knowledge of signal processing concepts and
statistical modeling is very important. On the other hand, with the advancement of machine
learning (ML) techniques and artificial intelligence, a high accuracy classification or predic-
tion based on channel modeling can be achieved with online or offline learning. These are
data driven models and are easy to implement as compared to the conventional statistical
models. Furthermore, ML techniques have already been proposed and used in UAV-assisted
mmWave communication systems. These techniques for wireless channel modeling should
be studied in-depth and must be considered for the future work.

5.2 Future Work

In this section, we will delve into the details of ML concepts for wireless communication.
Before introducing ML algorithms for wireless communication, it is very important to un-
derstand the difference between conventional modeling (classical programming) method and
ML method. In conventional modeling, the system inputs rules (program) and data are to be
processed (statistically modeled) according to these rules or assumptions, and the output is
as per the rules. However, in ML, data with outputs (answers) is fed to the system, and rules
are generated at the output [139]. In short, a ML system is trained to learn the rules with
data and answers not programmed with rules. In detail, a ML system is fed data over many
iterations, in which it tries to find statistical structure, and eventually comes up with rules.
Technically, ML searches for useful representation of input data, within a constrained space,
under guidance from a feedback signal. This feedback signal mechanism is implemented
by backpropagation method. ML is classified into various categories, such as unsupervised
learning, supervised learning, semi-supervised learning, and reinforcement learning (RL).

The advantage offered by the ML framework in the wireless networks operation is that it
will enable network elements to monitor, learn, and predict various communication-related
parameters, such as wireless channel behavior, traffic patterns, user context, and devices
locations [140]. For the future work, ML techniques for the physical layer communication
should be one of the prime focuses. At the physical layer, there are three broad areas where
machine learning can be used, first is the wireless channel modeling part, second is the
interference management and the last one is the spectrum allocation [140]. For the future
work, interference modeling and mitigation in cognitive radio networks, channel modeling at
UWB and mmWave frequencies using ML techniques is an interesting area. Recently, many
research teams in academia as well as in industry have been working on this theme.

In particular, predicting wireless channel behaviour in a mobile dynamic environment
can be one of the very interesting problems to solve in the future, especially in these UAV-
assisted next generation wireless communication systems. Building an appropriate stochastic
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channel model may not be as reliable as building a dynamic and evolving channel model in
these dynamic settings. In that regards, ML can be the best available solution. Various ML
techniques have been already proposed in prediction/estimation of the channel behaviour
and in determining received signal strength (RSS) in UAV-assisted communications. In
[140–142], authors used artificial neural networks (ANNs) and ensemble methods to predict
the RSS in UAV-assisted systems. Measurements for LTE communication between UAV
and BS were captured at different UAV height. The authors proposed to use a success-
history-based adaptive algorithm for ANN training. This algorithm self-adapts the control
parameters and performs linear population size reduction. In [142], the authors build upon
their previous work on [141] and used ensemble methods to predict the RSS in UAV-assisted
LTE communication.

In [143], unsupervised learning for real-time three-dimensional wireless channel modeling
for air to ground was proposed. The biggest advantage of this approach was that the changes
in the communication environment were integrated in the model itself, thereby, increasing
the overall accuracy. However, it does not consider the shadowing part. There are other
works that consider the simulation based approach to do channel modeling using machine
learning techniques, but they are very unrealistic in nature and exclude the dynamic envi-
ronment part. In the future work, measurement campaign data collected during the research
experiments in Chapter III and IV with simulation data from network simulator can be
used together to create a realistic training and testing data set for ML to predict/estimate
dynamic channels. Transfer learning from the previous mentioned work with the recent ad-
vanced ML algorithms can also be implemented and compared in terms of performance. It
is expected that since channel modeling is highly time or sequence dependent, a hybrid ap-
proach of using ANN with recurrent neural networks (RNN) such as long short term memory
(LSTM) may outperform the present ML algorithms for channel modeling/estimation.
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5.3 List of Publications

The detailed list of publications out of this thesis work is listed as follows,

1. A. Kachroo, C.A. Thornton, M.A. R. Sarker, W. Choi, H. Bai, I. Song, J. O’hara, and
S. Ekin, “Emulating UAV Motion by Utilizing Robotic Arm for mmWave Wireless
Channel Characterization”, accepted in IEEE Transactions on Antenna and Propaga-
tion, 2021.

2. A. Kachroo, S. Vishwakarma, J. N. Dixon, H. Abuella, A. Popuri, Q. H. Abbasi, C.
F.Bunting, J. D. Jacob, and S. Ekin, “Ultra-Wide Band Channel Measurements and
Modelling for Unmanned Aerial Vehicle-to-Wearables (UAV2W) Systems,” published
as a book chapter in Wiley- Autonomous Airborne Wireless Networks , 2021.
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Jacob, and S. Ekin, “Propeller Effects on mmWave Channels: An Empirical Evaluation
with Actual UAVs”, submitted to IEEE Wireless Communication Letters, 2021.
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Threshold and its Effect on Network Capacity”, published in IEEE Transactions on
Vehicular Technology, pp. 1–1, 2020.
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Random Subcarrier Allocation Technique and Its Error Rate Performance in Cognitive
Radio Networks”, published in MDPI Sensors, 2020.
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Access, vol. 7, pp. 73 741–73 750, 2019.

8. A. Kachroo and S. Ekin, “Impact of Secondary User Interference on Primary Net-
work inCognitive Radio Systems,” published in 2018 IEEE 88th Vehicular Technology
Conference (VTC-Fall), Aug 2018, pp. 1–5.
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APPENDICES

PROOF OF VALID PDF

For (2.3.12) to be a valid PDF, it should satisfy these two necessary conditions,

• fψ(x) ≥ 0, ∀x.

•
∫ +∞
−∞ fψ(x)dx = 1.

where fψ(x) is given as,

fψ(x) =
λpp
p

∑
αk∈R+

e−λpλ
log(1+αk)
p

(1− e−λp) log(1 + αk)!
αke

−λppαkx/p.

The first property is easy to prove. The second property can be proved as follows,∫ ∞
0

λpp
p

∑
αk∈R+

e−λpλ
log(1+αk)
p αk

(1− e−λp) log(1 + αk)!
e−λppαkx/pdx =

λpp
p

∑
αk∈R+

e−λpλ
log(1+αk)
p αk

(1− e−λp) log(1 + αk)!

×
∫ ∞

0

e−λppαkx/pdx,

=
e−λp

1− e−λp
∑
αk∈R+

λ
log(1+αk)
p

log(1 + αk)!
.

Using Taylor series, the expression reduces to,∫ ∞
0

fψ(x)dx =
e−λp

1− e−λp
(eλp − 1),∫ ∞

0

fψ(x)dx = 1.

Hence, it is a valid PDF.

PROOF OF VALID PDF

For (2.4.24) to be a valid CDF it should satisfy these two necessary conditions,

• lim
x→−∞

Fγs(x)) = 0.
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• lim
x→∞

Fγs(x)) = 1.

where Fγs(x)) is given in (2.4.24). Now, at x → 0 the second term in (2.4.24) will reduces
to,

λps
λps + λssx

e−
λssσ

2x
p = 1. (A.1)

while the third term is 0. Therefore Fγs(x)) = 0 as x→ 0. Evaluating at x→∞,

e−
λssσ

2x
p = 0,

Γ(0,∞) = 0.
(A.2)

Therefore, the second and third term in (2.4.24) becomes 0, and Fγs(x)) will be 1. Hence
the expression is a valid CDF.
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