UNIVERSITY OF OKLAHOMA

GRADUATE COLLEGE

MICROSEISMIC MAPPING OF FLUID INDUCED HYDRAULIC

FRACTURES AND ANALYSIS OF LOCATION UNCERTAINTIES

A THESIS
SUBMITTED TO THE GRADUATE COLLEGE
in partial fulfillment of the requirements for the
Degree of

MASTER OF SCIENCE

By
CAMILO MORENO

Norman, Oklahoma
2011

UNIVERSITY OF OKLAHOMA LIBRARIES



MICROSEISMIC MAPPING OF FLUID INDUCED HYDRAULIC
FRACTURES AND ANALYSIS OF LOCATION UNCERTAINTIES

A THESIS APPROVED FOR THE
MEWBOURNE SCHOOL OF PETROLEUM AND GEOLOGICAL
ENGINEERING

BY

r. Carl A. sondergeld, air

Dr. Chandra S. Rai




© Copyright by CAMILO MORENO 2011
All Rights Reserved.



To my parents Luis and Patricia, and my sister Monica for their love and

continuous support.



ACKNOWLEDGEMENTS

First, | want to express my gratitude to my advisor Dr. Carl H. Sondergeld
for giving me the opportunity to work under his supervision. | thank him for
his continuous advice and support since the very beginning. | will always
admire his passion for teaching and researching.

| want to thank the members of my committee Dr. Chandra S. Rai
and Dr. G. Randy Keller for their valuable thoughts during this work.

Also, special thanks to Gary Stowe, Bruce Spears and Mike Shaw
for their help at the Integrated Core Characterization Center and to rest of
my colleagues: Alvaro Ortiz, Yashwanth Chitrala, Elijah Odusina and the
rest of people who helped me during this process.

I am infinitely grateful to Devon for funding my research work

| would like to thank my friends Pablo Barajas, Juan Diego Pinilla
and David Galvis for their unconditional friendship during these years. You
have been the closest thing to a family in Norman. Camila, | haver really
enjoyed the time | have spent with you, you very special to me. Also the
rest of people that have come into my life, | want to thank you all.

| am especially thankful to my family; from the distance they have

given me the love, support, advice and motivation throughout these years.



TABLE OF CONTENTS

TABLE OF CONTEINTS uconrsnssessasssessssssasssessensasssssssssasassossssiivssassssaseisssssisssvssissvoss 1
LIST OF TABLES . coriecssnsssimiscommnimssesissimmesisessnsinsasasonnsnsonssasusnasshisassneess vii
LIST OF FIGURES, cssssvsssinossimsescnsssssapssavissstsssvsisessonsssssstssbainssssnsssssassses xiii
ABS TRAC T . crivernsnsrasansansnassinsmnsnsoasssssasissoss s shasunisiisasin isssto ssatiivisiiiaristissismanios xli
1. INTRODUCTION ..cccueeeueeieoocssnesicsscssnnsasssssssssssscssssssansssssssssasssssssssssssssssnsss 1
2. LITERATURE REVIEW wsvnommmsssmsssosssrsvosssssssssnsasssssassssssesnsarssasssessnsenssss 7
2.1 Hydraulic fracturing OVervIiEW...........ccoooiiiiiiiiiiiiiiee e F i
2.1.1 History and development of HF ..., 8
2.1.2  Current status of hydraulic fracturing technology....................... 11
2.2 MiICrOSEISIMICITY ...ooeiiiiee e 13
2.2.1  Microseismicity development ... 15
2.2.2  MicroseismicCity t00IS.........cooeiiiiiiiii 17
2.8 Hydraulic fracturing experiments at laboratory scale .................. 20
2.4 Microseismic event location ..o 28
2.5 Considering anisotropy ...... e memaras st y esm et Bt § e e a2
2.6 Formation permeability from microseismic data......................... 7
2.6.1 r-ttechnique for permeability estimation........ o s s+ s 37
2.6.2 Inversion approach to permeability estimation............................ 39
3. STATEMENT OF THE PROBLEM..........counicnssscssncssssssssssssnsessssessssssss 42
4.  RESULTS AND ANALYSIS civavrimencsviomsassinssncovmmnssisssnssserssssansssnssessrssssa 52
4.1 Calibration resultS ............oooviiiiiiiii e 82



4.1.1 Indianalimesione ., f5if Ak A i i s cxsiaid v enmunsis osanss s apdimns 52
4.1.2 . LYONS SATUSIONE oo e s somesiunssoigins pussbin sbsismdisisinsnd sesasing ossmmms s sxmas 54
4.1.3  PYrophyllite ......eeeeeiiieeeeeeeee e 58
4.2 Microseismic event location.............ccooviiiiiiii, 62
421 Indiana limestone.........coooiiiiiiiiiiiii e 62
422 Lyons SardStOne .. s s s tses s snmmvs o s s s S s £oammsss s 77
423  PYrophyllite .......oeeeiii e 117
4.3 Effect of surface Sensors ... 149
4.3  Ireclimey DINESEONE . s soves s nmmmns wiwsmns s wains s exicekns ssmsssn s s fmamsns 149
4.3.2 Lyons sandstone...........cooooiiiiiiiiiiiiiiii e 155
4.3.3 Pyrophyllite ... 160
4.4 MICroSCORIC ODSEIVALIONS ... - s « s ainss s smmmins ksmmnss ansinsins s asinsn » neismns 167
441  Indiana lImestone............ooviiiiiiii 168
442" LYONS SAMUSTONE . c. 15 s i chtbos s st s commsis samaaies sisoms s vassins sssiis wasans 171
4ty 3 Pyiopngiite & e s i A B i s ssas s 174
4.5 Permeability estimation using microseismicity .......................... 179
451 Lyons sandstone............coooiiiiiiiiiiiiiiieeee e 179
452 PYrOPhYIEE ... 185
3. SCONCLEUSTONS scvisviimaisssissvsnisssssspusstmssssonsinstassssssnsosamsasissssssssssssnsssssistssn 191
REFBERENTUES ..iiccoisissssinsissississsavinsiosianiosssssonssssisvsssississsasssnsssss cossssssssaissssasssssn 195
APPENDIX A: TRANSVERSE ISOTROPY .........couueevurnvinnurncnnssanssanssesssssn 210

Vi



LIST OF TABLES

Table 2.1 — Frequency ranges for different seismic techniques............... 14
Table 2.2 - Summary of hydraulic fracturing laboratory experiments
indicating the authors, sample, properties of the samples and
variables tested. ... 26
Table 3.1 - Velocity measurements of P-wave and S-wave on pyrophyllite
plugs taken parallel, perpendicular and at an angle of 45° to the
bedding orientation .............ccccc 43
Table 3.2 - Anisotropic parameters (Thomsen, 1986) calculated from the
velocity values obtained from the 3-plug technique for pyrophyllite
samples at 3000 psi confining pressure. ...........ccoooeeiiiiiiiiiciceeeeee... 44
Table 3.3 - Average P-wave velocity values obtained from CVA
measurements for Indiana limestone samples used in the study...... 44
Table 3.4 - Average P-wave velocity values obtained from CVA
measurements for Lyons sandstone samples used in the study....... 44
Table 3.5 - Values of stress applied to Indiana limestone samples using
flat jacks during hydraulic fracturing experiments. ............................ 49
Table 3.6 - Values of stress applied to Lyons Sandstone samples using

flat jacks during hydraulic fracturing experiments. ............................ 50

vii



Table 3.7 - Values of stress applied to pyrophyllite samples using flat jacks
during hydraulic fracturing experiments respect to the orientation of
e D e O AT e S e B i o S S SR S et Sl i 50
Table 4.1 - Average absolute error values for pencil breaks experiments in
Indiana Limestone samples. .............ouiiiieeiiiiiieeeeeeeeeeee 93
Table 4.2 - Average absolute error values for pencil breaks experiments in
Lyons sandstone samples. .........ccoooeiiiiiiiii 56
Table 4.3 - Average absolute error values for pencil breaks experiments in
pyrophyllite samples. ... 60
Table 4.4 - Breakdown pressures recorded during the hydraulic fracturing
experiments in Indiana limestone samples. Note that all breakdown
pressure values have similar magnitude. Also, breakdown pressures
are calculated using the value of the tensile strength of Indiana
limestone obtained by performing a Brazilian test on a sample
representative of this lithology. ..........ccccoooei i 64
Table 4.5 - Average uncertainty values for each coordinate in all three
Indiana limestone samples. ..o 74
Table 4.6 - Root mean square error for each Indiana limestone sample. 77
Table 4.7 - Breakdown pressures recorded during the hydraulic fracturing
experiments in Lyons sandstone samples. The breakdowns seem to

depend on the horizontal applied stress; highest breakdown

viii



pressures were recorded when the lowest horizontal applied stress
was applied (samples S8 and S9) whereas the lowest breakdown
pressures were recorded for sample with the highest applied stress
(S4, S6 and S7). Breakdown pressures were calculated for each
sample using the tensile strength of Lyons sandstone obtained by
performing a Brazilian test on a sample representative of this
T Oy R b | B R S vt bOn R S 80
Table 4.8 - Average uncertainty values for each coordinate in all Lyons
SANASIONE SAMPIES. ....ooeveeeeeeeeee e 114
Table 4.9 - Root mean square error for locations in Lyons sandstone
SAMPIES. ..o 116
Table 4.10 — Recorded breakdown pressures compared to the calculated
values. Pressure were calculated using tensile strength of the
pyrophyllite obtained from a Brazilian test performed on a
representative sample of pyrophyllite. ...l 121
Table 4.11 - Average uncertainty values for each coordinate in all
Py ro By e S A S . o e s S wsbbass diis Sl s s 145

Table 4.12 - Root mean square error for locations in pyrophyllite samples.

Table 4 13 - Average uncertainty values for X, Y and Z coordinates in

sample CHBES 1oL A L B0 . R i S it e s veoustins e 152



Table 4.14 - Average uncertainty values for samples C15 and C16 with
and without sensors placed on the upper surface of the sample. Error
increased in the Z-direction when no surface sensors where used on
the upper surface of the samples................cccooiiiii 153

Table 4.15 - Increase (percentage) of error in spatial coordinates for
Indiana limestone samples C15 and C16 when no sensors are
attached to the upper surface of the sample...............c.cccovvvvvvennii.. 154

Table 4.16 - rms error for Indiana limestone C15 and C16 when surface
sensors are used and when they are notused. .............................. 154

Table 4.17 - Average uncertainty values for X, Y and Z coordinates in
sampler SAuarn, Suaciums: 10500 il se ol ol Mo o b bl 157

Table 4.18 - Average uncertainty values for Lyons sandstone samples
with and without sensors placed on the upper surface of the sample.
Error increased in the Z-direction when no surface sensors where
used on the upper surface of the samples.................cccoooeeeeeini . 158

Table 4.19 - Increase (percentage) of error in spatial coordinates for Lyons
sandstone samples when no sensors are attached to the upper
surface ol the SamPle s o e N Ja s Lokt veimis bt Vit 159

Table 4.20 - rms error for Lyons sandstone samples when surface sensors
are used and when they are not used..................oovvvvveiveeenn 160

Table 4.21 - values for X, Y and Z coordinates in sample P11. ............. 163



Table 4.22 - Average uncertainty values for pyrophyllite samples with and
without sensors placed on the upper surface of the sample. Error
increased in the Z-direction when no surface sensors where used on
the upper surface of the samples.............coooviiiiiiic 164

Table 4.23 - Increase (percentage) of error in spatial coordinates for
pyrophyllite samples when no sensors are attached to the upper
surface of the sample. ..., 165

Table 4.24 - rms error for pyrophyllite samples when surface sensors are
used and when they are not used...............c..oovvvveiiiiiiiiiiii 165

Table 4.25 - Values of process zone length, width and height with or
without sensors attached to the upper surface of the sample. The
area of the process zone (length*width) is exhibited along with the
SRV (Stimulated Reservoir Volume)...............ccooovviiiieeeeee 166

Table 4.26 - Values of fracture height, pressure difference between
injection pressure and far-field reservoir pressure, viscosity and
compressibility of the reservoir fluid, porosity, apparent diffusivity and
formation permeability for Lyons sandstone samples experiments. 181

Table 4.27 - Parameters used by the inversion approach for permeability

for each Lyons sandstone sample. ....................cooiiiii 183

Xi



Table 4.28 - Formation permeability values for Lyons sandstone samples
obtained using the inversion approach, r-t method and measured
USING e APBDEB. ... .coousmnsss cosane s ovkasnsusmmass vassms s siasss s s s s 552555 s saamnss 184

Table 4.29 - Values of fracture height, pressure difference between
injection pressure and far-field reservoir pressure, viscosity and
compressibility of the reservoir fluid, porosity, apparent diffusivity and
formation permeability for pyrophyllite samples.............................. 186

Table 4.30 - Parameters used by the inversion approach for permeability
SEMPIEE. s.vz s i suisies snbums vt EsameE s s sk s P wagesa & 5 188

Table 4.31 - Formation permeability values for pyrophyllite samples
obtained using the inversion approach, r-t method and experimentally
using ultra low permeameters (ULP) (Tinni, 2011). ....ovvvvvvveeeeeeee... 188

Table 4.32 - Formation permeability values for Lyons sandstone and
pyrophyllite samples obtained using the inversion approach and r-t

MEMO o B o B e st s e s G e s 189

xii



Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

LIST OF FIGURES

1.1 — U.S. energy consumption by fuel showing the importance of
natural gas in the energy window. Natural gas share was 25% in 2009

and it is expected to be 24% in 2035 (EIA Annual Energy Outlook

LAV TT] . iasvas cinnsons » sissowas s5m355 56500455 smmnmsl s b o s s s oo » s S ommst s 1
1.2 — Distribution of shale basins in United States (Ground Water
Protection Council, 2009)............oooviiiiiiii e 2
1.3 — U.S. natural gas distribution by source. Projection shows than

over two thirds of the natural gas en U.S. will come from exploitation

of shale has and tight gas (EIA Annual Energy Outlook 2011). Note

the growth in shale gas by 2035. ... 3
2.1 - Schematics of a geophone (Barzilai et al. 1998)...................... 17
2.2 — Geometry showing a borehole in a transversely isotropic

medium where the X-axis is aligned with the direction of the bedding
and the Y-axis is perpendicular to the bedding (Aadnoy, 1987). oy, oy,
0, are the three principal stresses. oy and oy are aligned with the X'-
and Y’-axis, respectively. © is the angle from the X-axis and ¢ is the
angle measured from the bedding orientation to the horizontal axis. 35
3.1 —Top) CVA response of sample C14 (limestone) showing a
velocity anisotropy of 6% where the red lines represent the standard

deviation with a value of £0.061 km/s. Bottom) CVA response of

Xiii



Fig.

Fig.

Fig.

Fig.

sample S4 (sandstone) showing a velocity anisotropy of 4% and the
red lines represent the standard deviation with a value of +0.044
KRSl si e dornyined iinni i, ) ek oyt imctieo et 45
3.2 — CVA response for pyrophyllite. Azimuthal measurements of P-
wave velocity indicate 25% velocity anisotropy. Position of the peaks
also indicates the orientation of the bedding in the sample. ............. 46
3.3 — Sketch of a sample completion. Red lines show the counter bore
and the wellbore which is filled with epoxy to seal the high pressure
stainless steel tubing which acts as our wellbore (Chitrala et. al,

2010). A perforation or hole is drilled in the tubing (not in the sample).

3.4 — Piezoelectric sensors attached to a limestone sample. A vertical
array of sensors is used to simulate an observation well. Two flat
jacks are used to apply a horizontal stress (Chitrala et. al, 2010).....48
3.5 — Magnified waveforms recorded by 16 piezoelectric sensors
attached to Lyons sandstone, S4, during a hydraulic fracturing
experiment. The X-axis is represents the time in microseconds and
ranges from 90 us to 150 ps and the Y-axis is the amplitude in volts

andcrangesifromi=i forl Meltsio.... s dialnsl nd sanaaial in s 49

Xiv



Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

3.6 — Hsu-Nielson source for the testing and calibration of acoustic
emission systems. They recommend a lead diameter of 0.5 or 0.3 mm
and 2H hardness (source: htpp://www.ndt.net/ndtaz/ndtaz.php). ..... 51
4.1 - Pencil break calibrations for different Indiana limestone samples
C14 (upper left), C15 (upper right) and C16 (bottom)....................... 53
4.2 - Pencil breaks calibration for different Indiana Limestone samples
C14 (upper left), C15 (upper right) and C16 (bottom), showing the
error in the X- and Y-axis with error ellipses (red lines) .................... 54
4.3 - Pencil breaks calibration for different Lyons sandstone samples;
green dots represent the located events, the black dots are the real
locations of the pencil breaks and the blue squares represent the
sensors attached to the sample............coooiiiiiii 56
4.4 - Pencil break calibrations for Lyons Sandstone samples S4, S6,
S7, S8, S9, S11, S13 and S14 showing the error in the X- and Y-axis
with error ellipses (red lINBSY ... .. e cingosmnss i nissiks summns ssems s sussun s wrsosy 58
4.5 - Pencil break calibrations for different pyrophyllite samples; green
dots represent the located events, the black dots are the real
locations of the pencil breaks and the blue squares represent the
sensors attached to the sample. The dashed lines represent the fabric

directionintthersamplesy aninssd S50 S Dl b daiiplig 59

XV



Fig. 4.6 - Pencil break calibrations for pyrophyllite samples P35, P6, P9,
P12 and P16 showing the error in the X- and Y-axis with error ellipses
(et lines vt M e L L S R RTeG Te St en s 61
Fig. 4.7- Pump pressure (black) and cumulative AE (red) as a function of
time. Note that in all experiments that the majority of AE activity
occurs prior to the actual breakdown pressure. .................cccccc 63
Fig. 4.8 - Plan view of sample C14 (Indiana limestone) showing the spatial
and temporal evolution of the hydraulic fracture. The green dots
represent the early time events, while the orange and purple
represent the intermediate and late time events, respectively. The
cyan squares represent sensors attached to the sample. The red
arrows represent the direction of the stress applied with a magnitude
of 833 psi. The two circles in the center of the plot represent the
counter borehole and the borehole. 77 MS events were locatable
WIHIN T SEMPIE. ol e LB L vkt fnisass s i camies  abattns s s 64
Fig. 4.9 - Lateral view of sample C14 perpendicular to the fracture plane.
The red triangle represents the location of the perforations in the
BBt A SR0nRs maitldl | ol L BEFE L ARG SR NS 65
Fig. 4.10 - Lateral view of sample C14 parallel to the fracture. This view
allows observing the development of a narrow fracture in the direction

of the applied stresst Hue bt st DML L. Lo, L0 66

XVi



Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

4 11 - Surface of sample C14 showing a fracture enclosed by the dark
blue lines in the direction of the stress applied (red arrows) ............. 67
4.12 - Plan view of sample C15 showing the spatial and temporal
evolution of the hydraulic fracture. The green dots represent the early
time events, while the orange and purple represent the intermediate
and late time events, respectively. The cyan squares represent
sensors attached to the sample. The red arrows represent the
direction of the stress applied with a magnitude of 840 psi. The two
circles in the center of the plot represent the counter borehole and the
borehole. 124 MS events were locatable within the sample. ............ 68
413 - Lateral view of sample C15 perpendicular to the fracture plane.
The red triangle represents the location of the perforations in the
T e e s s ¢ s e g s s s Sl 69
4 14 - Lateral view of sample C15 parallel to the fracture. This view
allows observing the development of a narrow fracture in the direction
Of the applied SIIEES: .. mm. s s s sunss s sumes s vommsn y arwase s seamys s Sxns sosieny £ 69
4 .15 - Surface view of sample C15 showing a fracture growing in the
direction of the stress applied (red arrows). The fracture is enclosed
byithe d kBl TINES St Shuans s imumve et suissui o i K snbite bpmins s wnas pabigess 70
4.16 - Plan view of sample C16 (Indiana limestone) showing the

spatial and temporal evolution of the hydraulic fracture. The green

XVii



Fig.

Fig.

Fig.

Fig.

dots represent the early time events, while the orange and purple
represent the intermediate and late time events, respectively. The
cyan squares represent sensors attached to the sample. The red
arrows represent the direction of the stress applied with a magnitude
of 809 psi. The two circles in the center of the plot represent the
counter borehole and the borehole. 118 MS events were locatable
withinthe samiples. L. 08 e e e e ot cumiais s busions v & iass-ssamioes e 71
4.17 - Lateral view of sample C16 perpendicular to the fracture plane.
The red triangle represents the location of the perforations in the

T BTG e U, R T, DR, 2 R L, B R e 72
4.18 - Lateral view of sample C16 parallel to the fracture. This view
allows observing the development of a narrow fracture in the direction
ofthestrass applied b i i e L i it it v 72
4.19 - Surface view of samplie C16 showing a fracture development in
the direction of the stress applied (red arrows). The fracture is
enclosed by the dark blue lines...............ccocooiiiiiii, 73
4.20 — Plan view of sample C14 showing the uncertainties of the MS
events as error ellipses; it can be observed the highest uncertainties
in the X-Y plane are in the X-direction where there are no sensors

attached to the sample. ...... e o b i e S ¢ s e S 75

Xviii



Fig.

Fig.

Fig.

Fig.

4.21 — Lateral view perpendicular to the fracture plane for sample C14
showing uncertainties of MS events in the X-Z plane; higher
uncertainties are in the Z-direction. No surface sensors are used in
inisssaimplers st aniasin b ruratiallo Doy fuariin. e 2. 75
4.22 - Average uncertainties of hypocenter locations in each
coordinate indicating values for early, intermediate and late time
events for samples C14, C15and C16 ... 76
4.23 - Pumping pressure (black) and cumulative AE (red) as a
function of time. The majority of acoustic emissions are recorded
before reaching the breakdown pressure. A secondary activity is
noticeable in all samples once the pump is shut off.......................... 79
4.24 - Plan view of sample S4 (Lyons sandstone) showing the spatial
and temporal evolution of the hydraulic fracture. The green dots
represent the early time events, while the orange and purple
represent the intermediate and late time events, respectively. The
cyan squares represent sensors attached to the sample. The red
arrows represent the direction of the stress applied with a magnitude
of 1040 psi. The two circles in the center of the plot represent the
counter borehole and the borehole. 765 MS events were locatable

e S aRIPl B s P it s sironmaaatdnti s iratan Tnibrb o resgiis 81

XiX



Fig.

Fig.

Fig.

Fig.

4.25 - Lateral view of sample S4 perpendicular to the fracture plane.
The red triangle represents the location of the perforations in the
e B e e R e it s st -l s 82
4.26 - Lateral view of sample S4 parallel to the fracture. This view
shows the development of a fracture in the direction of the stress
applied with some events out of plane. Later events , purple, are more
concentrated about the hydraulic fracture plane. ... 82
4.27 - Surface view of sample S4 indicating the fracture growing in the
direction of stress applied (red arrows). The fracture is enclosed by
fhe garle BlUe TIFES s st s o R R . S n e A S e 84
4.28 - Plan view of sample S6 (Lyons sandstone) showing the spatial
and temporal evolution of the hydraulic fracture. The green dots
represent the early time events, while the orange and purple
represent the intermediate and late time events, respectively. The
cyan squares represent sensors attached to the sample. The red
arrows represent the direction of the stress applied with a magnitude
of 1080 psi. The two circles in the center of the plot represent the
counter borehole and the borehole. 861 MS events were located

within the sample. Note narrower purple distribution. ....................... 85

XX



Fig.

Fig.

Fig.

Fig.

Fig.

4.29 - Lateral view of sample S6 perpendicular to the fracture plane.

The red triangle represents the location of the perforations in tubing.

4.30 - Lateral view of sample S6 parallel to the fracture plane. The red
triangle represents the location of the perforations in tubing. Note
narrowly focused late time events (purple). ...........ccccccciiiiiii, 86
4.31 - Surface view of sample S6 indicating the fracture growing in the
direction of stress applied (red arrows). The fracture is enclosed by
the Aark BIUS IS . i iiitd s ooaiom et coinnan bitboltns 5 s e s 44ms S s e 88
4.32 - Plan view of sample S7 (Lyons sandstone) showing the spatial
and temporal evolution of the hydraulic fracture. The green dots
represent the early time events, while the orange and purple
represent the intermediate and late time events, respectively. The
cyan squares represent sensors attached to the sample. The red
arrows represent the direction of the stress applied with a magnitude
of 1160 psi. The two circles in the center of the plot represent the
counter borehole and the borehole. 531 events were located within
theisampleal ol b snimelum, G L i S0, S Sl Al 89
4.33 - Lateral view of sample S7 perpendicular to the fracture plane.

The red triangle represents the location of the perforations in tubing.

XXi



Fig. 4.34 - Lateral view of sample S7 parallel to the fracture plane. The red
triangle represents the location of the perforations in tubing. Notice
the narrower distribution of purple events..................cc 90
Fig. 4.35 — Left) Surface view of sample S7 indicating the fracture growing
in the direction of stress applied (red arrows). The fracture is enclosed
by the dark blue lines. Right) One inch diameter plug taken at the
borehole position (Y-Z view) showing the induced fracture enclosed
by the Blagk TS b i i B e G L cos il i wemss S b i 92
Fig. 4.36 - Plan view of sample S8 (Lyons sandstone) showing the spatial
and temporal evolution of the hydraulic fracture. The green dots
represent the early time events, while the orange and purple
represent the intermediate and late time events, respectively. The
cyan squares re represent sensors attached to the sample. The red
arrows represent the direction of the stress applied with a magnitude
of 150 psi. The two circles in the center of the plot represent the
counter borehole and the borehole. Note the orientation of the
fracture is at an angle to the applied stress. ...........cc.cccccciil, 93
Fig. 4.37 - Lateral view of sample S8 perpendicular to the applied stress
direction. The red triangle represents the location of the perforations

iFHDIREE S B S L L A R S S L R s 94

xXii



Fig. 4.38 - Lateral view of sample S8 parallel to the applied stress

Fig.

direction. The red triangle represents the location of the perforations
in tubing. An apparent wider zone is evident due the out of plane
gromwth:of the Fractunes. ;i tovess s somss s ot smanet s vosesn s s s somsas 94
4.39 - Lateral view of sample S8 parallel to the fracture plane which is
10° off from the direction of the applied stress. This view shows a
much thinner width of the microseismic cloud compared to the
apparent width observed in the view parallel to the applied stress. It
also shows a growth of a fracture that is inclined with respect to the

VI CAl AXIS . oo 95

Fig. 4.40 - Surface view of sample S8 indicating the fracture growing in the

direction of stress applied (red arrows). The fracture is enclosed by

Y Atk DIUE TS ... . o cois s civsssssmses ¢ wowien Sassiss ssiusss swiiws s ususmns Conss s somns yos 96
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counter borehole and the borehole. ............cccccceeeiiiiiniiiiiiiieenn. 101
Fig. 4.47 - Lateral view of sample S11 perpendicular to the fracture plane.

The red triangle represents the location of the perforations in tubing.

Fig. 4.48 - Lateral view of sample S11 parallel to the fracture plane. The
red triangle represents the location of the perforations in the tubing.
Note the downward growth. ..., 102

Fig. 4.49 - Lateral view of sample S11 showing the induced hydraulic
fracture enclosed by the two black lines. Good agreement with
physical fracture and microseisms locations.................ccccccceeeeenn... 104

Fig. 4.50 - Plan view of sample S13 (Lyons sandstone) showing the
spatial and temporal evolution of the hydraulic fracture. The green
dots represent the early time events, while the orange and purple
represent the intermediate and late time events, respectively. The
cyan squares represent sensors attached to the sample. The red

arrows represent the direction of the stress applied with a magnitude
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of 580 psi. The two circles in the center of the plot represent the
counter borehole and the borehole. Note the departure of the fracture
direction from the applied stress and the asymmetric wing
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4.51 - Lateral view of sample S13 perpendicular to the fracture plane.
The red triangle represents the location of the perforations in the
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4.52 - Lateral view of sample S13 parallel to the fracture plane. The
red triangle represents the location of the perforations in the tubing.
Note the downward growth and because of the projection a false
width of the fractured zone is observed. .............ccccccciiiiii 106
4.53 - Lateral view of sample S13 parallel to the fracture plane. The
red triangle represents the location of the perforations in the tubing.
Note the downward growth and because of the projection a false
width of the fractured zone is observed. ................ccccooiviiiiinnnnn. 108
4.54 - Lateral view (Y-Z plane) of sample S13 showing an inclined
and concave fracture. Microseisms locations agree with the observed
visual fracture orientation and location. ..............cccccccc 109
4.55 - Plan view of sample S14 (Lyons sandstone) showing the
spatial and temporal evolution of the hydraulic fracture. The green

dots represent the early time events, while the orange and purple
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represent the intermediate and late time events, respectively. The
cyan squares represent sensors attached to the sample. The red
arrows represent the direction of the stress applied with a magnitude
of 550 psi. The two circles in the center of the plot represent the
counter borehole and the borehole. Again, asymmetric wing
development and deviation of fracture direction from the applied
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4.56 - Lateral view of sample S14 perpendicular to the applied stress.
The red triangle represents the location of the perforations in the
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4.57 - Lateral view of sample S14 parallel to the applied stress. The
red triangle represents the location of the perforations in the tubing.

Out of plane projection gives a false representation of process zone.

4.58 - Lateral view of sample S14 parallel to the applied stress. The
red triangle represents the location of the perforations. Out of plane
projection gives a false representation of process zone. ................ 118
4.59 - Left) Lateral view of sample S14 (Y-Z plane) showing a fracture
that is not aligned with the direction of the stress applied but it is

deviated 45 degrees. Right) One inch diameter plug taken out of the
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sample at 45 degrees from the direction of the stress applied

indicating the existence of a fracture (enclosed by black lines) ...... 114

Fig. 4.60 - Average uncertainties of hypocenter locations in each

coordinate for early, intermediate and late time events for Lyons

SandSIonE S A pleS L e T A e et L 116

Fig. 4.61 - Pumping pressure (black) and cumulative AE (red) as a

function of time for pyrophyllite samples. The majority of acoustic

emissions are recorded before reaching the breakdown pressure. 120

Fig. 4.62 - Plan view of sample P5 showing the spatial and temporal

Fig.

evolution of the hydraulic fracture. The green dots represent the early
time events, while the orange and purple represent the intermediate
and late time events, respectively. The cyan squares represent
sensors attached to the sample. The red arrows represent the
direction of the stress applied with a magnitude of 970 psi. The two
circles in the center of the plot represent the counter borehole and the
borehole. The dotted lines represent the bedding planes. Note the
paucity of activify. If representative, the asymmetry wing
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4.63 - Lateral view of sample P5 perpendicular to the fracture plane.
The red triangle represents the location of the perforations in the
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Fig. 4.64 - Lateral view of sample P5 parallel to the fracture plane. The red
triangle represents the location of the perforations in the tubing..... 123
Fig. 4.65 — Analytical solution for hoop stress concentration around
wellbore wall (Aadnoy, 1987) when a horizontal stress (red lines) with
a magnitude of 1000 psi is applied parallel to the direction of the
bedding planes (0°-180°). The red circle indicates the zone of tensile
state in the wellbore wall. The green dashed line is the predicted
orientation the fracture should follow. The fracture shows a deviation
of 20° form the orientation of the applied stress.............cccovvvenn.. 125
Fig. 4.66 - Plan view of sample P6 showing the spatial and temporal
evolution of the hydraulic fracture. The green dots represent the early
time events, while the orange and purple represent the intermediate
and late time events, respectively. The cyan squares represent
sensors attached to the sample. The red arrows represent the
direction of the stress applied with a magnitude of 990 psi. The two
circles in the center of the plot represent the counter borehole and the
borehole. The dotted lines represent the fabric planes. ................. 126
Fig. 4.67 - Lateral view of sample P6 parallel to the fracture plane. The red

triangle represents the location of the perforations in tubing. ......... 127
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Fig. 4.68 - Lateral view of sample P6 perpendicular to the fracture plane.

The red triangle represents the location of the perforations in tubing.

Fig. 4.69 - Surface of sample P6 showing the direction of the applied
stress (red arrows) which is perpendicular to the orientation of the
fabric. The dark red lines enclose the induced hydraulic fracture and

do not show a clear deviation of the fracture from the applied stress.

Fig. 4.70 — Analytical solution for hoop stress concentration around
wellbore wall (Aadnoy, 1987) when a horizontal stress (red lines) with
a magnitude of 1000 psi is applied perpendicular to the direction of
the bedding planes (0°-180°). The reddish circle indicates the zone of
tensile state in the wellbore wall. The green dashed line is the
predicted orientation the fracture should follow. The fracture shows a
deviation of 20° form the orientation of the applied stress. ............. 129

Fig. 4.71 - Plan view of sample P9 showing the spatial and temporal
evolution of the hydraulic fracture. The green dots represent the early
time events, while the orange and purple represent the intermediate
and late time events, respectively. The cyan squares represent
sensors attached to the sample. The red arrows represent the

direction of the stress applied with a magnitude of 980 psi. The two
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circles in the center of the plot represent the counter borehole and the
borehole. The dotted lines represent the foliation planes. .............. 130
4.72 - Lateral view of sample P9 perpendicular to the fracture plane.
The red triangle represents the location of the perforations in the
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4.73 - Lateral view of sample P9 parallel to the fracture plane. The red
triangle represents the location of the perforations in the tubing..... 131
4.74 - Plan view of sample P9 showing a fracture deviated 20 degrees
from the direction of the stress applied (red arrows)....................... 133
4.75 - Plan view of sample P10 showing the spatial and temporal
evolution of the hydraulic fracture. The green dots represent the early
time events, while the orange and purple represent the intermediate
and late time events, respectively. The cyan squares are sensors
attached to the sample. The red arrows represent the direction of the
stress applied with a magnitude of 960 psi. The two circles in the
center of the plot represent the counter borehole and the borehole.
The dotted lines represent the foliation planes. ................ccccccc....... 134
4.76 - Lateral view of sample P10 parallel to the fracture plane. The

red triangle represents the location of the perforations in the tubing.
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4.77 - Lateral view of sample P10 perpendicular to the fracture plane.
The red triangle represents the location of the perforations in the
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4.78 - Plan view of sample P11 showing the spatial and temporal
evolution of the hydraulic fracture. The green dots represent the early
time events, while the orange and purple represent the intermediate
and late time events, respectively. The cyan squares represent
sensors attached to the sample. The red arrows represent the
direction of the stress applied with a magnitude of 950 psi. The two
circles in the center of the plot represent the counter borehole and the
borehole. The dotted lines represent the foliation planes. .............. 136
4.79 - Lateral view of sample P11 perpendicular to the fracture plane.
The red triangle represents the location of the perforations in the
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4.80 - Lateral view of sample P11 parallel to the fracture plane. The

red triangle represents the location of the perforations in the tubing.

4.81 - Surface view of sample P11 showing a fracture enclosed by the
red lines in the direction of the stress applied....................cccovnn.. 138
4.82 - Plan view of sample P12 showing the spatial and temporal

evolution of the hydraulic fracture. The green dots represent the early
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time events, while the orange and purple represent the intermediate
and late time events, respectively. The cyan squares represent
sensors attached to the sample. The red arrows represent the
direction of the stress applied with a magnitude of 1020 psi. The two
circles in the center of the plot represent the counter borehole and the
borehole. The dotted lines represent the foliation planes. .............. 139
4.83 - Lateral view of sample P12 parallel to the fracture plane. The

red triangle represents the location of the perforations in the tubing.

4.84 - Lateral view of sample P12 perpendicular to the fracture plane.
The red triangle represents the location of the perforations in the
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4.85 - Surface view of sample P12 showing a fracture (enclosed by
red lines) that is not completely aligned with the direction of stress
applied (red arrows). The fracture deviates 10° to the East............ 141
4.86 - Plan view of sample P16 showing the spatial and temporal
evolution of the hydraulic fracture. The green dots represent the early
time events, while the orange and purple represent the intermediate
and late time events, respectively. The cyan squares represent
sensors attached to the sample. The red arrows represent the

direction of the stress applied with a magnitude of 520 psi. The two
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circles in the center of the plot represent the counter borehole and the
borehole. The dotted lines represent the foliation planes. .............. 142
4.87 - Lateral view of sample P16 parallel to direction of the stress
applied. The red triangle represents the location of the perforations in
the e R R e e s 143
4.88 - Lateral view of sample P16 perpendicular to direction of the
stress applied. The red triangle represents the location of the
perforations in Thie AT ALl Ll . fiesis il o s s st s o 143
4.89 - Surface view of sample P16 showing a fracture (enclosed by
red lines) that deviates 55° to the west from the direction of stress
applied (red arrows). The induced fracture seems to be more oriented
towards the direction of the foliation. ..........................cccoiiiiiii . 145
4.90 — Plan and lateral views of pyrophyllite samples showing location
of MS events using Berryman’s equations for strong anisotropy
(Berryman, 2008) (green dots) and a constant velocity model (black
triangles). Hypocenters located using a constant velocity model form
a cluster around the borehole in most cases. ................ccccccccoo 148
4.91 - Plan view of sample C15 showing the different spatial
distribution between MS events located using information recorded by
the surface sensors (green dots) and the MS events located

neglecting the information recorded by the surface sensors (orange
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open circles). The red arrows represent the orientation of the stress
applied with a magnitude of 1000 PSi..........cccouvveeemeeeeeeeeeeeie 150
Fig. 4.92 - Lateral view of sample C15 perpendicular to the fracture plane
showing the different spatial distribution between MS events located
using information recorded by the surface sensors (green dots) and
the MS events located neglecting the information recorded by the
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showing the different spatial distribution between MS events located
using information recorded by the surface sensors (green dots) and
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Fig. 4.94 - Plan view of sample S4 showing the different spatial distribution

between MS events located using information recorded by the surface
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sensors (green dots) and the MS events located neglecting the
information recorded by the surface sensors (orange open circles).
The red arrows represent the orientation of the applied stress with a
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Fig. 4.95 - Lateral view of sample S4 perpendicular to the fracture plane
showing the different spatial distribution between MS events located
using information recorded by the surface sensors (green dots) and
the MS events located neglecting the information recorded by the
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Fig. 4.97 - Plan view of sample P11 showing the different spatial
distribution between MS events located using information recorded by
the surface sensors (green dots) and the MS events located
neglecting the information recorded by the surface sensors (orange

dots) . The red arrows represent the orientation of the stress applied
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with a magnitude of 950 psi. The dashed lines represent the bedding

Fig. 4.98 - Lateral view of sample P11 perpendicular to the direction of
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stress applied showing the different spatial distribution between MS
events located using information recorded by the surface sensors
(green dots) and the MS events located neglecting the information
recorded by the surface sensors (orange dots). The red triangle
represents the perforation point in the tubing. ................................ 162
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located using information recorded by the surface sensors (green
dots) and the MS events located neglecting the information recorded
by the surface sensors (orange dots). The red triangle represents the
perforation point in the tubing. ............c..ooveviiiii 162
4.100 — Two plugs are taken out from the sample along the direction
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4.101 — The right plug (Fig. 4.99) is cut into 10 slices where slice 1 is
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Fig. 4.108 - Plan view of Lyons sandstone samples showing the
distribution of the microseismic clouds which are enclosed by green
ellipses. The aspect ratio of the microseismicity cloud is determined
by the dimension of each ellipse (short axis to long axis) ............... 183
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aspect ratio of the microseismicity cloud is determined by the

dimension of each ellipse (short axis to long axis)
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ABSTRACT

Microseismic monitoring of hydraulic fractures is done to yield spatial and
temporal plots of hypocenters. There are rendered without any estimates
of uncertainty leading the engineer to believe the hypocenter locations are
absolute. The hypocenter location problem becomes more complex in
anisotropic shale reservoirs. Hypocenter locations are determined from
the arrival times of P-wave and/ S-waves and a known velocity model. The
difference in the velocity structure and complex fracture networks make
accurate fracture mapping difficult. | report on a series of laboratory
microseismic studies during controlled hydraulic fracturing of limestone,
sandstone and a strongly foliated metamorphic rock, pyrophyllite.
Uncertainties in each spatial coordinate and rms error for each sample are
presented. The importance of surface sensors in reducing the uncertainty
of the microseismic event locations is demonstrated however, reduced
uncertainty does not show any considerable effect on the interpreted
stimulated reservoir volumes. Fracture alignment is controlled as predicted
by applied stresses in isotropic materials. However, when applied
horizontal stress is low there is little to no control on the fracture
orientation. The stimulated reservoir volume (SRV) appears to decrease
with high applied horizontal stress. Hydraulic fracture propagation in

anisotropic materials is altered by the magnitude of anisotropy but is
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predictable when the anisotropic elastic constants are included in
calculations. Microscopic observations show that fractures are not planar
features as assumed by most models, instead they deviate, are
discontinuous and bifurcate. These observations also show the existence
of both shear and tensile failure. Permeability can be predicted from the
distribution of microseismic events. Reasonable values are determined for

low permeability rocks.
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1. INTRODUCTION

United States energy consumption by year in 2009 was dominated by oil
with a 37%, followed by natural gas with a 25% share (Fig. 1.1). This
shows the important role that natural gas plays in the country’s energy
future.

Primary energy consumption (quadrillion Btu per year)
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Fig. 1.1 — U.S. energy consumption by fuel showing the importance of natural gas
in the energy window. Natural gas share was 25% in 2009 and it is expected to be
24% in 2035 (EIA Annual Energy Outlook 2011)

The United States possesses 2552 ftrillion cubic feet (Tcf) of
potential natural gas resources, and out of that amount, natural gas from
shale resources accounts for 827 Tcf (32.4%) (EIA Annual Energy Outlook
2011). Those resources are spread around the country in different basins

(Fig. 1.2).
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Fig. 1.2 - Distribution of shale basins in United States (Ground Water Protection
Council, 2009).

The U.S. natural gas supply in 2009 was 23.7 Tcf, where shale gas
and tight sands gas made up 14% and 28% of the total natural gas supply,
respectively. It is expected that shale gas to constitute 45% of U.S. total
natural gas supply by 2035 while tight gas sands will account for 22%

(Fig. 1.3).
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Fig. 1.3 — U.S. natural gas distribution by source. Projection shows than over two
thirds of the natural gas en U.S. will come from exploitation of shale has and tight
gas (EIA Annual Energy Outlook 2011). Note the growth in shale gas by 2035.

Projection from Fig. 1.3 show that shale gas and tight gas will
account for more than two thirds of U.S. natural gas. However, shale gas
and tight gas are found in formations which have very low permeability,
thus the exploitation of this resource is not economically feasible unless
some sort of procedure is applied to enhance the natural permeability of
the rock. Here is where hydraulic fracturing comes into play; hydraulic
fracturing is the process of inducing cracks in the rocks with the objective
of creating more conductive paths between the reservoir and the wellbore.
Since the first hydraulic fracturing treatment in 1947 this technique has
been extensively used to overcome damage and increase production in

conventional and unconventional reservoirs.



Evaluation of success of a hydraulic fracturing treatment is
determined by the fracture conductivity and the extent of the induced
fracture. These two parameters depend directly on geometry of the
fracture; therefore, estimating its dimensions is of great importance.

Microseismic monitoring is a technique that allows mapping of the
hydraulic fracture by locating microseismic events that are associated with
the induced fracture, which gives a clear idea of the fracture dimensions,
containment and orientation. Microseismicity monitoring is similar to
earthquake location; waveforms emitted during the process are recorded
by sensors that are located downhole in an observation well or on the
surface. Arrival times are picked from those recorded waveforms, and,
along with a correct velocity model, microseismic event hypocenters are
calculated. Most engineers and geophysicist do not report on uncertainties
in hypocenter location, thus a true estimation of fracture dimensions is not
achieved.

This thesis contains a study of a set of laboratory scale hydraulic
fracturing experiments performed in different lithologies: Indiana
limestone, Lyons sandstone and pyrophyllite. Circumferential Velocity
Analysis (CVA) studies were perform on every sample to determine the
appropriate velocity model; it was found that Indiana limestone and Lyons

sandstone samples have an azimuthal velocity variation less than 4%,



hence they were treated as isotropic, whereas, pyrophyllite presents a
velocity anisotropy of 25%, enough to be treat as anisotropic.

14 piezoelectric sensors were attached around the sample to get
good azimuthal coverage and a pair of sensors was placed on the upper
surface of the sample for better constrain of hypocenter depths. Different
horizontal stresses, varying from 150 to 1000 psi, were applied to the
samples to control the fracture direction. The injection fluid used during
the experiments was oil with a viscosity of 50 cp, while the pumping rates
used were 5 cc/min (pyrophyllite), 10 cc/min (Lyons sandstone) and 15
cc/min (Indiana limestone). Arrival times were automatically picked from
the recorded waveforms and were used with appropriate velocity models
for hypocenter locations. A calibration technique (Hsu and Brekenridge,
1981) showed that the lowest average absolute error is £3.03 mm in
Indiana limestone, +3.60 mm in Lyons sandstone and +5.23 mm in
pyrophyllite. The average root mean square (rms) error in the location of
acoustic emissions is 0.54 mm for Indiana limestone samples, 1.69 mm
for Lyons sandstone samples and 0.91 for pyrophyllite samples. Locations
of microseismic events agree with visual observation of the hydraulic
fracture. The importance of the surface sensors was also examined;
microseismic event hypocenters were calculated with and without

information recorded by sensors attached to the upper surface of the



samples. It was found that when surface sensors were not used the
average rms error increased 43% for Indiana limestone samples, 56% for
Lyons sandstone samples and 35% for pyrophyllite.

This study is divided into four parts. Chapter 2 includes a review of
hydraulic fracturing, explains the development of microseismicity over the
years and its importance as a hydraulic fracturing monitoring technique.
Also, it includes the theory of velocity anisotropy and the distributions of
stress around the wellbore wall in a transversely isotropic formation.
Finally, it explains two different techniques to estimate in-situ formation
permeability from microseismic data. Chapter 3 includes a description of
the problem and the approach used during this project. Chapter 4 contains

the results obtained and Chapter 5 includes a summary and conclusions.



2. LITERATURE REVIEW

2.1 Hydraulic fracturing overview

Hydraulic fracturing is the process of inducing a highly conductive path
from the reservoir to the wellbore, thus increasing the productivity of the
wells (Heydarabadi et al., 2010). Also, hydraulic fracturing was established
as a technique for bypassing damage in moderate but high- permeability
reservoirs (Parker et al., 1994). Hydraulic fracturing consists of blending
special chemicals to make the appropriate fracturing fluid and then
pumping the blended fluid into the pay zone at high enough rates and
pressures to wedge and extend a fracture hydraulically. First, a neat fluid,
called a “pad” is pumped to initiate the fracture and to establish
propagation. This is followed by a slurry of fluid mixed with a propping
agent which continues to extend the fracture and carry the proppant
deeply into the fracture. After the materials are pumped, the fluid
chemically “breaks back” to a lower viscosity and flows back out of the
well, leaving a highly conductive propped fracture for oil and/or gas to flow
easily from the extremities of the formation into the well (Gidley et al.,

1989).



2.1.1 History and development of HF

The first commercial hydraulic fracturing treatment aimed to enhance
production was conducted in the Hugoton Gas Field in 1947 on Kelpper
Well 1. As a fracturing fluid a gasoline-based napalm-gel was used.
However, these unpropped treatments did not increase production leading
to the belief that hydraulic fracturing did not represent any improvement in
well performance (Gidley et al., 1989).

In 1949, 11 out of 23 wells where hydraulic fracturing treatments
had been applied reported significant increase in productivity in fields
located in Wyoming, Colorado, Oklahoma and Texas (Clark, 1949).

In 1952, the use of refined and crude oils as fracturing fluid gained
popularity due the lower cost; the lower cost permitted greater volumes
per job. Nevertheless, a gradual change began in 1953 when aqueous-
base fluids began being used, and by the end of 1963 up to 60 per cent of
the fracturing jobs used this type of fluid (Hassebroek and Waters, 1964).

In 1953, hydraulic fracturing treatments started in the Caddo-Pine
Island field, located in Caddo Parish, Louisiana, and Marion County,
Texas. The first treatment used 8,000 Ib of sand and 450 to 650 barrels of
oil. The injection rate varied from 5 to 6 bbl/min at an average pump
pressure of 2500 psig. The average cost of a hydraulic fracturing

treatment ranged from $2,500 to $3,500 per well. Wells that were



hydraulically fractured showed better performance than those where acid
treatments were performed (Paterson, 1957).

In 1957, mathematical relations between fracturing efficiency,
injection rate, pumping time and fracture width were developed to predict
fracture extent. This explained why some fluids were more efficient than
others and why some pumping rates yielded better results. From this time
forward, fracturing treatments changed from an experimental basis to
technically based perspective (Hassenbroek and Waters, 1964).

In the 1970’s new hydraulic massive fracturing (MHF) treatments
employing great volumes of water began to be used. In these treatments
up to 1 million gallons of water and 3 million pounds of proppant were
used. At the time, MHF was the only method to economically develop tight
reservoirs (Veatch, 1983).

The first commercial vertical Barnett Shale well was the C.W. Slay
No. 1 drilled and stimulated in 1981 by Mitchell Energy. The first fracturing
attempts consisted of titanium and zirconium based crosslinkers with
hydroxypropyl guar (HPG) and carboxymethyl hydroxypropyl guar
(CMHPG). Usually, those treatments employed about 600,000 gallons of
crosslinked fluid and over 1 million pounds of 20/40 mesh northern white

sand (Matthews et al., 2007).



As of 1983 more than 800,000 hydraulic fracturing treatments had
been performed and about 35-40% of all wells drilled at that time were
fractured hydraulically. Treatments varied greatly; from 650-750 gallons of
fracturing fluid to 1 million of gallons and up to 3 million pounds of
propping agent. 25-30% of the total U.S. oil reserves at that time had been
economically producible by application of this technique (Veatch, 1983).

Hydraulic fracturing was well known as a technique to improve
productivity in low-permeability reservoirs and overcome damage in
moderate- and high-permeability reservoirs. Hydraulic fracturing provides
improved fines control in unconsolidated formations; the pressure drop
due to production will be distributed over the surface area of the created
surface instead of the surface area of the wellbore or gravel pack radius.
This distribution of pressure leads to a decrease in flow rate per unit area
which reduces flow velocity. A reduction in flow velocity minimizes
formation fines movement (Parker et al., 1994).

In 1995, Union Pacific Resources (UPR) performed the first
“waterfrac” in the Cotton Valley formation. A waterfrac is achieved by
pumping large volumes of water with a small amount of chemicals such as
surfactants and friction reducers. Usually 20/40 Ottawa sand is mixed at
0.5 ppg. Preliminary results showed a similar production to that obtained

by previous fracturing techniques for 30-70% less fracturing costs. In
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1997, using this technique represented about $4.5 million in savings
(Walker et al., 1998).

After successful use of waterfracs in the Cotton Valley formation
Mitchel Energy began experimenting in 1997 with waterfracs in the Barnett
Shale. It was thought that same success would be obtained using this type
of treatment and subsequently different versions of the treatment were
used until a working design was reached. A current average fracturing job
in the Barnett shale consists of 750,000 gallons of slickwater and 80,000
pounds of proppant pumped at 60 bpm with proppants concentrations

from 0.1 to 0.5 ppg (Fisher et al., 2002).

2.1.2 Current status of hydraulic fracturing technology

Hydraulic fracturing was first established as a technique to overcome
damage and increase production in conventional and tight gas reservoirs.
However, development of unconventional reservoirs has pushed hydraulic
fracturing to new technology limits.

The potential benefits of refracturing have caught the attention of oil
and gas operators for more than 50 years. If an original treatment is
inadequate or the existing proppant deteriorates over the time, re-
fracturing the well reestablishes linear flow into the wellbore (Dozier et al.,

2003). Wells with effective initial treatment can be re-stimulated by
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creating a new fracture that propagates along a different azimuth than the
original fracture which exposes more net pay to the wellbore (Dozier et al.,
2003).

The accelerated development of shale gas reservoirs is being
fueled by continued improvements in completion and stimulation
technologies for horizontal wells. Horizontal wells are playing an important
role in the production economics in unconventional gas reservoirs (Cipolla
et al., 2009). The key to a successful development of an unconventional
gas reservoir is to create complex fracture networks that contact a large
reservoir volume (Mayerhofer et al.,, 2006). However the nature and
degree of the fracture complexity must be understood in order to select
the best stimulation strategy (Cipolla et al., 2010).

Enhanced hydraulic fracturing techniques attempt to make the
stimulation process more effective. One of those is hydraulic fracturing
using carbon dioxide (CO,). Verdon et al. (2010) studied a hydraulic
fracturing field case where water and supercritical CO, were injected at
similar conditions. Microseismicity was used to monitor performance
differences. The microseismic event locations show similar patterns in
both cases, but in the case of water injection the fracture appeared to
extend further laterally. When CO, was injected microseismic events were

located far above the injection point suggesting that its greater buoyancy
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enabled CO, to migrate vertically. The magnitude of the events induced in
both cases is similar. They concluded that despite the difference in
compressibility, density and viscosity, both fluids have similar patterns of

induced seismicity.

2.2 Microseismicity

Microseismic theory is analogous to that used in earthquakes; when fluid
is injected into the formation causing changes in pore pressure, those
changes affect the stability of planes of weakness, such as natural
fractures and bedding planes. Shear slippages are produced in planes of
weakness leading to failure and events known as microseisms.
Microseisms produce elastic waves of high frequencies compared to those
emitted by earthquakes. The difference between earthquakes and
microseisms is the size of the source; microseisms in field applications
have moment magnitudes, which are a measure of the strength of the
source, from -3.5 to -2.5 whereas earthquakes usually need to have a
Moment Magnitude of +3 to be felt at the surface (Warpinski, 2009). These
are received by an array of sensors located either on surface or downhole
in an observation well (Warpinski, 1998). Microseismicity has special

characteristics that differentiate it from other seismic techniques such as
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sonic logs, cross-well seismic and VSP (See Table 2.1). The frequency

range for microseismic events is 100-3000 Hz (Warpinski, 1998).

Table 2.1 — Frequency ranges for different seismic techniques

Technique Frequency, Hz
Sonic logs 50-20000
Cross-well siesmic 80-2000
VSP 10-150

Analysis is performed to locate each microseism and map the
hydraulic fracture, its geometry and orientation. There are two approaches
to analyze the recorded data: the first uses the information of the arrival
times of the s- and p-wave at different receivers located in different
observation wells along with the formation velocities. The location of the
microseisms is then triangulated until the calculated location matches the
observed arrival times. However, availability of multiple observation wells
is difficult unless a complete field study is undertaken. The second
approach consists of using a single observation well with a multilevel array
of receivers. Nevertheless, this technique requires higher-level technology
receivers since more information is required; besides the arrival times
from the s- and p- waves, the particle motion of the p-wave is required to
estimate the azimuth of the microseism with respect to the position of the

receiver (Warpinski, 1998).
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2.2.1 Microseismicity development

Microseismicity has its origins in the 1930’s when L. Obert and W.I. Duval
discovered that a stressed rock pillar emitted microlevel sounds at deep
hard rock mine (Obert, 1975). From this point several authors have
performed laboratory and field experiments to develop this technique;
Obert and Duvall (1942, 1945-a, 1945-b) performed several experiments
at laboratory and field scale where they showed that different types of rock
under compressive load generate acoustic emissions. Acoustic emission
(AE) rate increased as the load was increased. Kaiser reported in 1950
results of laboratory experiments on metals where he noticed the effect of
sample stress history on the production of acoustic emissions (Holcomb,
1993). Goodman (1963) also observed the relationship of stress state and
acoustic emission rate during cyclic loading experiments that were
performed on sandstone and quartz diorite samples. Other authors
(Barron (1969, 1970); Mogi (1962); Suzuki et al. (1964); Mae and Nakao
(1968); Scholz (1968a, 1968b)) performed experiments under uniaxial and
triaxial compressive stresses and found that the acoustic emission rate
increases significantly as the compressive failure stress is reached.

During the 1970’s, acoustic emission studies were underway on
several geotechnical related areas. Some of those investigations were

carried out by Barron (1970), where he used a device to detect
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microseismic activity in specimens under triaxial load conditions; Anon.
(1978), who reported the use of acoustic emissions during the
hydrofracturing of a geothermal energy project; Haimson and Kim (1977)
and Khair (1977) performed cycling uniaxial and triaxial compressive
experiments where AE were used to study fatigue mechanisms; Byerlee
and Lockner (1977b) carried out hydraulic fracturing experiments where
AE (acoustic emissions) were used to map the fracture; Lockner and
Byerlee (1977a) also used AE to map fractures created during
deformation of rocks under confining stress. During the 1980’s and 1990’s
several authors also performed laboratory experiments at laboratory scale
where different materials were hydraulically fractured and AE were used to
map the created fracture and study the fracture mechanisms (Majer and
Doe (1986); Matsunaga et al. (1993); van Dam et al. (1998);
Groenenboom et al. (1999); Kranz et al. (1990)). At field scale, AE have
been used during hydraulic fracturing experiments to estimate fracture
geometry (Vinegar et al. (1992); Albright and Pearson (1982); Rutledge
and Phillips (2001); Warpinski et al. (1997)), to calculate source
parameters of the microseismic events which are related to event
strength, stress release and slip dimension (Wyss and Brune (1968),
Urbancic and Maxwell (2002); Talebi and Boone (1998)), and to identify

the failure mechanisms in the process (Walter and Brune (1993);
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Sondergeld and Estey (1982); Lockner (1993)). Also, microseismic data
has been used recently to estimate formation permeability as reported by

Shapiro et al. (2006), Dinske et al. (2010) and Grechka et al. (2010).

2.2.2 Microseismicity tools

Transducers used in microseismic applications are devices consisting on
a coil around a mass hanging on a spring surrounding fixed magnets (See
Fig. 2.1). When the case (housing) moves the coil moves respect to the
fixed magnet. Then the relative velocity is transformed into an
electromagnetic field. This magnetic field produces an electrical voltage
that can be measured.

S
Spring & Cylinder
5 h I

Fig. 2.4 - Schematics of a geophone (Barzilai et al. 1998)

Three-component receivers, where each axis is perpendicular to

the other two, are employed to record the polarization information from the
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p- and s-waves. Before aétual recording is carried out calibration of the
receivers is performed in order to know the orientation and polarity
response of the transducers; calibration is performed by creating a source
at a known location (perforation shot). Usually two of the axes are set in
horizontal position while the third is aligned with the vertical direction.
Orientation of the receiver is achieved by using the location of the
“artificial” source and the signals recorded by the two horizontal channels
and the corresponding hodogram, which is a plot of the polarization of the
signal (Sleefe et al., 1995).

For microseismic applications accelerometers are a better choice
than geophones due the various limitations of the latter; geophones can
offer inadequate coupling to the borehole over a wide frequency band.
The geophones are coupled to the borehole through a locking arm that
extends and clamps the unit to the borehole. The standard swing-arm
clamp generally has a resonance around 200-400 Hz (Warpinski et al.,
1998) which means that at those frequencies the motions of the clamping
unit do not follow the motions of the borehole wall leading to a weak
coupling. Also, geophones present spurious modes at frequencies about
25 times higher than the natural frequency of the geophone. This is
caused when the spring reaches a resonant frequency in the direction

perpendicular to the axis of the geophone (Faber and Maxwell, 1996)
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which leads again to a poor coupling of the instrument. Accelerometers,
on the other hand, are designed to have resonances above 2000 Hz, they
do not present spurious resonances. Accelerometers are more sensitive
than geophones at higher seismic frequencies due to their lower electric
noise (Sleefe et al., 19995).

Another important characteristic in picking the right tool is the noise
specification; the signal-to-noise ratio (SNR) should be as large as
possible in order to pick up weaker signals. Since the strength of the event
cannot be modified, the noise must be minimized to reach an acceptable
SNR. According to Warpinski et al. (1998) there are two types of noise:
cultural and electrical. Cultural noise, such as that caused by gas bubbling
through perforations from a zone below the receivers, the truck and
pumping activity, is difficult to minimize but remedial action can be
performed to mitigate it. Electrical noises, in the other hand, are due the
transducers, electronic components, noise in the supply power, and
pickup over unshielded components and wires (Warpinski et al., 1998).

The electrical-noise floor of the accelerometers is superior to
geophones at frequencies encountered in microseismic applications. This
means that electrical noise of accelerometers is much lower than that of

the geophones at high frequencies (above 1000 Hz) allowing
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accelerometers to detect weak signals even at those frequencies (Sleefe

et al., 1995).

2.3  Hydraulic fracturing experiments at laboratory scale

Several authors over the years have carried out hydraulic fracturing
experiments at laboratory scale. Haimson and Fairhurst (1969) used
hydrostone samples loaded polyaxially to simulate the three tectonic
stresses encountered in the subsurface. They observed the type of
fracture, its inclination and orientation and correlated those to the stress of
state in each sample. They also recorded pressures at which the fracture
initiated at different pressurization rates and different borehole sizes and
compared those values to values obtained from theoretical criteria.

Solberg et al. (1977) performed hydraulic fracture experiments on
triaxially stressed samples of oil shale and Westerly Granite. They found
that samples with differential stress greater than 29000 psi failed by shear
where as samples with differential stress lower than 29000 psi failed in
tension.

Lockner and Byerlee (1977a) conducted several hydraulic
fracturing experiments in Weber sandstone samples where they used
acoustic emissions to locate the microseismic events. The samples were

subjected to different differential stresses and fluid injection rates. They
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show how failure mode is related to differential stress and fluid injection
rate.

Zoback et al. (1977) investigated the effect of fluid injection on
breakdown pressure and the effect of pre-existing fractures on the
orientation of the resultant fractures. The experiments were carried out
using Ruhr sandstone, Weber sandstone and South African gabbro. They
proved the dependence of breakdown pressure upon fluid injection rate,
whereas the pressure at which hydraulic fracture initiates is independent
when the effect of fluid permeation is negligible.

Medlin and Masse (1979) used four different types of limestone
quarry rocks (Carthage, Indiana, Lueders and Austin) in hydraulic
fracturing experiments at laboratory scale with the purpose of estimate
fracture initiation pressure and orientation. Both cylindrical and spherical
cavities were tested. Fracture initiation pressure was estimated for each
rock type using different injection fluids (non-penetrating grease and
penetrating vacuum pump oil) at different conditions (hydrostatic stress
and ambient) to observe the effect of each parameter. Results of fracture
initiation pressure were compared to those predicted by poroelasticity
theory. Fracture initiation pressures obtained from laboratory experiments
are consistent with the poroelasticity theory over some range of

hydrostatic stress which is variable depending on the rock properties.
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Medlin and Masse (1984) used Mesaverde sandstone and
Carthage and Lueders limestone in laboratory hydraulic fracturing
experiments. They fractured the rock samples using different injection
fluids, injection rates and confining stress state to measure different
parameters, such as fracture width, fracture length and propagation
pressure to evaluate crack propagation theories. Experiments yielded
results that contradict equations proposed by Perkins and Kern (1961) and
the theory derived from them by Nordgren (1972).

Majer and Doe (1986) hydraulically fractured 300*300*450 mm salt
blocks triaxially loaded to investigate the effect of confining pressure on
breakdown pressure and the time dependency of breakdown pressure.
Also, they used acoustic emissions (AE) to locate the microseismic events
and to study the behavior of the hydrofracture process.

Cheung and Haimson (1989) carried out laboratory hydraulic
fracturing experiments on fractured Niagara dolomite under triaxial
conditions. They studied the conditions that control whether new hydraulic
fractures are induced or whether preexisting fractures are reopened when
fluid is injected into the sample, and compared the results to values
obtained theoretically. The results showed that creation of new fractures

or the reopening of preexisting ones can be predicted in most cases,
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especially when the penetration of the injection fluid into the rock is taken
into account.

Haimson and Zhao (1991) performed several experiments
attempting to address the effect of borehole size and injection rate on
hydraulic fracturing breakdown pressure using granite and limestone
samples. They found that borehole size and rate affect breakdown
pressure at the laboratory scale, where as those effects appear to be
negligible at field scale.

Matsunaga et al. (1993) conducted laboratory hydraulic fracturing
experiments in acrylic resin blocks, Inada granite, Komatsu andesite and
Akiyoshi marble samples using both water and oil as fracturing fluids. AE
monitoring was employed to analyze the fracturing mechanism during
fracturing process and the effect of fluid used. From focal mechanisms
analysis, it was found that events in all three rock samples were caused
by shear failure whereas fracture in the acrylic was caused by tensile
failure.

Masuda et al. (1993) conducted laboratory experiments on Inada
granite samples where they monitored the acoustic emissions generated
when fluid was injected into the samples. They proposed two different
experiments: one where the sample was dry and subjected to hydrostatic

stress and the other where the sample was saturated and subjected to a
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differential stress. In the first experiment no acoustic emissions were
detected, whereas in the second experiment, as soon as the water
pressure was increased for the first time, microfracturing was induced.

van Dam et al. (1998) performed hydraulic fracturing experiments
on 30 mm (1 inch) cubic blocks of different materials. They used plaster,
cement paste and diatomite. Each block was triaxially loaded to simulate
in-situ stresses. Acoustic emissions were used to estimate the fracture
radius and the size of the non-penetrated zone. They found that the
variation of fracture radius after shut-in influences the leak-off volume.

Song et al. (2001) carried on hydraulic fracturing experiments on
Tablerock sandstone. They attempted to establish whether this type of
procedure (hydraulic fracturing) was useful to estimate in-situ stresses in
highly permeable rocks. After testing several samples varying
experimental parameters they found a relationship between breakdown
pressure and far-field stress.

Song and Haimson (2001) investigated the effect of pressurization
rate and pore pressure on the breakdown pressure using Tablerock
sandstone, and from those experiments tried to establish a correlation
between breakdown pressure and the far-field stresses. Results yielded,
for the case of variable pressurization rate, good agreement between

experimental results and theoretical prediction of breakdown pressure
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(Detournay and Cheng, 1992). However, for the case when the pore
pressure was varied from test to test, the same theoretical approach
needed some modification.

Lhomme et al. (2002) conducted hydraulic fracturing experiments at
laboratory scale on Colton sandstone samples. Different fluid viscosities
and injections rates were used to study the fracture propagation and
fracture response. They found that the initiation pressure and breakdown
pressure do not depend on rate of pressurization or fluid viscosity which
does not agree with previous studies. However, when they used high
viscosity fluid and low injection rates they observed a monotonic pressure
decrease after breakdown, whereas when low viscosity fluid was used
injected at high rates several fluid pressure rises were observed after the
first pressure maximum.

de Pater and Dong (2007) performed different laboratory
experiments to analyze the effect of confining stress and fluid rheology on
hydraulic fracturing treatments using loose sand samples. The injection
fluids used in the experiments were a highly viscous Newtonian fluid (500
Poise), Bentonite slurry, a cross-linked gel and the same cross-linked gel
with fine quartz particles. Also, different confining stresses, ranging from

29 to 29000 psi, were applied. Only when cross-linked gel with quartz
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particles was used as injection fluid was a hydraulic fracture developed at
any confining stress applied and any pumping rate.

Surdi et al. (2010) carried out hydraulic fracturing experiments on
two identical quartz-rich, Carbon Tan sandstone, where the acoustic
activity was monitored. To facilitate fracture initiate two diametrically
opposite slits “-inch in length were cut. The authors also modeled the
distribution of stress concentration in the sample during well pressurization
and tried to correlate the stress concentration state during loading and
fracturing with the localization of acoustic emissions in space and time.

It is clear that several authors have tried to better understand the
hydraulic fracturing process through controlled experimental results. Table
2.2 summarizes of experimental work on hydraulic fracturing over the

years.

Table 2.2 - Summary of hydraulic fracturing laboratory experiments indicating the
authors, sample, properties of the samples and variables tested

P i P bility, E
Author Sample Dimensions orositys ey Variables tested
% md
Haimson
and Cubes 5'"*5"*5,5" 24.9, 25.9, Pressurization rate
Fairhurst, Hiidtostone Cylinders 5"*6" 27 & M 12 Borehole size
1969
3 NA @ambient
Solberg et Oil shale : g . :
Cylinders 1''*2.5" NA *10° Differential stress
al., 1977 Westerly granite YURGELS 33110 ¥ !
@14500 psi
Lockner 2
and Cylinders 7.5"*3"
Byerlee, WEbbersandsEane Cylinders 1''*2.5 g Differential stress
1977 - Fluid injection rate
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Ruhr sandstone

0.1-1.0

Pressurization rate

Zoback et Weabbareandstora Cylinders 2.4 .;1'2 . Loaq
al., 1977 p Cubes 4.7 Porosity
South African gabbro i
= Permeability
3 0.04
Carthage limestone
Medlin and Indiana limestone Cylinders 1"*5" 14 2 Injection fluid
Masse, 1979 Lueders limestone ¥ 19 1 Stress conditions
Austin limestone
33 1.5
8 Injection fluids
Medlin and Mesaverde sandstone
Masse, Carthage limestone Blocks 3""*4"*12" 3 0.04 Injection rate
1984 Lueders limestone '
19 1 Confining stress
Majer and Blocks et
- - f
Doe, 1986 S 11.8"%11.8"%17.7" Confiapigpressure
Cheung and Orier}taftion of
Haimson, Niagara dolomite Blocks 4.9"*4.9"*6.7" - - preexisting fracs
1989 Stress state
Acrylic resin
Inada granite
MAtiigEs Cubes 7.9" - - Injection fluid
etal., 1993. Komatsu andesite
Akiyoshi marble
Matsuda et " : ik q ok Saturation
al,, 1993 Inada granite Cylinders 2"'*4 1 3*10 SErace stota
Plaster 42 50
*10n3
van Dam et Cement paste Cubes 11.8" 20 1*10 Material
al., 1998 0.2
Diatomite 70 §
Soft plaster 42 50
Sonzgogtlal., Tablerock sandstone Cylinder 4"*5.1" 26 120 Stress state
Song and Pressurization rate
Haimson, Tablerock sandstone Cylinder 4"*5.1" 26 120
2001 Pore pressure
Injection fluid
themme et Colton sandstone Cubes 11.8" 17 0.15 ViScos{ty
al., 2002 Spath
Injection rate
de Pater Cylinders 16"*20" 3000-5000 Confining stress
and Dong, Sand - 72.5 bsi
2007 Cylinders 5.9"*8.7" @72.5 psi Fluid rheology
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2.4 Microseismic event location

Microseismic (MS) events generate acoustic waves that travel throughout
the earth. The same phenomenon is observed in earthquakes, which
makes seismology techniques applicable to microseismicity. The location
of a microseismic event is referred to as an inverse problem where the
data are the arrival times recorded by different sensors and the unknowns
are the spatial coordinates (x, y, z) and the origin time, t,, of the MS event
(Stein and Wyssesion, 2003).

To explain how the inverse problem technique is used, let us
assume a MS event with unknown position x = (x, y, z) and unknown
origin time t,. The arrival times, d; are recorded at n sensors whose
locations are s; = (x;, y;, z). Those arrival times depend on the origin time

and the travel time between the source and the sensor,
di=t0+ti (21)

Where t; is the travel time which can be expressed as a function of

the spatial coordinates of the source and the sensor,

: = J(xi—x)2+(yi—y)2(zi—z)2 2.2)

v

Where v is the “known” velocity. The simplest case is a constant

velocity. The arrival time can be written as,
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. y)2 W2 (7:—7)2
di=t, + \/(’“ 2 Hy) Gi2) (2.3)

v

The problem can be stated as data vector d which is the result of a
function, A, acting on a vector m which describes the model parameters,

or unknowns.
d =A(m) (2.4)

Simply, the inverse problem can be seen as given observed arrival
times, a model must be found that fits the observations. The process
starts with an initial guess of the model (spatial coordinates and origin
time), m°. This initial guess allows calculating data, or arrival times, which
we compare to the real observed data, m. Usually the starting model leads
to erroneous results; therefore, changes in the starting model are

necessary to reach a better solution.

m; = m? + Am; (2.5)

here Am;is the variation of the jth model parameter adjustment that

produces a better fit of the observed data.

The data do not depend linearly on the model parameters;
therefore, a linearization of the problem is necessary. This is obtained by
expanding the data in a Taylor series about the starting model m° and

keeping only the linear term.
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ad;
di = d? + Zja_m.]Amj (26)

Where d{° is the vector containing the arrival times calculated using
the initial guess of the model. If eqn. 2.6 is expressed in terms of the
difference between the observed data (arrival times) and those predicted

by the model,

29i pm, (2.7)

Adf ~ 3ok

L

The term ga_ is defined as the partial derivative matrix, Gj;

m;
therefore, the difference between the observed and calculated arrival time

for a given model m is:

The model vector has four unknowns: origin time and the three
spatial coordinates; therefore, j ranges from 1 to 4. On the other hand, i
varies from 1 to n, where n is the number of arrival times recorded by n
sensors, which is usually greater than 4. Since the number of rows and
the number of columns in G are not equal, the matrix is not square, so it
cannot be inverted. To overcome this problem eqn. 2.8 has to be
multiplied by G', or the transposed of the partial derivative matrix, leading

to,
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GTAd = GTGAm (2.9)
And solving for the change in the model, m:
Am = (GTG)"1GTAd (2.10)

This is the least square solution for the change in the model that is
required so the spatial coordinates and the origin time approach the
observed data. We start with an initial model m°, which is made up by an
initial guess of the spatial coordinates and the origin time. The newly
predicted arrival times are calculated and compared to the observed ones.

The total squared misfit is then calculated as,
Y (Ad?)? = X(d; — df)? (2.11)

The first model usually does not give a good fit to the observed
data; therefore, a change of the initial model needs to be found to improve

the solution. The partial derivative matrix around the starting model is

estimated,
ad;
Jimo

Once the partial derivative matrix is calculated the change in the

model Am° and a new model can be estimated to repeat the process.

m! = m° + Am° (2.13)
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The process is repeated until the total squared misfit is acceptably

small.

Some signals have low signal-to-noise ratio due to the noisy
environment. This brings the necessity of a solution where each sensor is
given certain importance according to its quality. This solution is known as

the weighted least squares and is expressed as,
Am = (GTWdG)_IGTWdAd (214)

Where W; is the data weighting matrix and is obtained by inverting

the variance-covariance matrix of the data, or vector d.

2.5 Considering anisotropy

Isotropic, linear elastic materials are completely characterized by two
independent constants, usually Young’s modulus and Poison’s ratio.
Therefore, calculation of both P-wave and S-wave velocities becomes
independent of the direction of wave propagation (Mavko et al., 2003).
However, for anisotropic rocks, elastic characterization is not as simple as
the isotropic case; up to 21 elastic constants are needed to describe the
elastic behavior of anisotropic rocks. We often encounter two types of
anisotropy: transverse isotropy and azimuthal anisotropy. The former has

a hexagonal symmetry with five independent elastic constants, where the
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symmetry axis is normally perpendicular to the bedding. The latter is
caused by stress anisotropy. Azimuthally anisotropic rocks may have 5, 9
or 13 independent elastic constants, depending on stress orientation and
the intrinsic properties of the rock (Wang, 2002).

Most crustal rocks are found experimentally to be transversely
isotropic as a result of preferred orientation of anisotropic mineral grains,
preferred orientation of the shapes of isotropic minerals, preferred
orientation of cracks or thin bedding of isotropic or anisotropic layers
(Thomsen, 1986). Ignoring the effect of anisotropy can lead to the drilling
of dry holes (Margesson and Sondergeld, 1998) and also to large errors in
the location of microseisms when microseismic mapping is performed
(Warpinski et al., 2009; Isaac and Lawton, 1999; Vestrum et al., 1999).

Thomsen (1986) points out that in most cases of interest to
geophysicists the anisotropy is weak (<10 percent). He suggests that a
weak transverse isotropic formation can be characterized by three
anisotropic parameters (g, d and y) and two velocities (Appendix A). The

equations of phase velocity variation as a function of the angle are given

as,
1,(8) = ap(1 + 8sin®6cos?6 + esin®6) (2.15)
a? :
Ve (8r="5; (1 + ﬁ—g (e — 8)sm26c0529) (2.16)
0
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Vsn(8) = Bo(1 + ysin®6) (2.17)

The phase angle, ©, is the angle between the wavefront normal
and the symmetry axis. ag and B, are the P-wave and S-wave velocities
measured parallel to the symmetry axis, respectively.

The magnitude of anisotropy in shale is greater than that estimated
by Thomsen (Sondergeld and Rai, 2011); Sondergeld and Rai (1992)
measured anisotropies as high as 42% in shear velocity and Hornby et al.
(1999) estimated P-wave anisotropy of 38%. Berryman (2008) proposed

the following equations for strong anisotropy,

_ .9 2sin?0msin?6cos?0

W (6) = oo (1 + esin? — (e — ) 5 L ) (2.18)
N vz (0) o 25in?0;,sin%0cos?0

Vsu (8) = Bo (1 i vZ(0) (e—9) 1-c0526,,,c0520 ) (2.19)

where 6, is the incidence angle near which the extreme SV-wave

behavior occurs (Berryman, 2008) and is given as:

tan?p,, = 2= (2.20)

C11—Casq

When a borehole is drilled in a transversely isotropic formation the
stresses around the wall of the borehole are not as simple as if the
formation was isotropic. Aadnoy (1987) presented equations to calculate
the hoop stress around the borehole wall when the well is drilled in a
transversely isotropic formation (Fig.2.2). The hoop stress calculation is

broken down into the components that contribute to the total hoop stress.
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Ogo = Oge110gg2 T Opg3 (2.21)
Where, 0gp is the total hoop stress at the borehole wall, oee1 is the
contribution due the borehole pressure, oee; is the contribution of normal

stresses and Oggs is the shear stress contribution.

Fig. 2.2 - Geometry showing a borehole in a transversely isotropic medium where
the X-axis is aligned with the direction of the bedding and the Y-axis is
perpendicular to the bedding (Aadnoy, 1987). o4, 0y, 0, are the three principal
stresses. o, and o, are aligned with the X’- and Y’-axis, respectively. © is the angle
from the X-axis and ¢ is the angle measured from the bedding orientation to the
horizontal axis.

The contribution of the borehole pressure is given as:
Gagi =By 1;:_9 [k — n(sin?0 + kcos?8) + (1 — k?)sin*Ocos?6] (2.22)
where P, is the hydrostatic pressure in the borehole, © is the angle

from the X-axis (from the axis of isotropy), Ee is Young’'s modulus in the

direction tangent to a position at a given angle, ©, from the direction of the
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bedding, Ex is the Young’s modulus along the X-axis (parallel to bedding).

k, n are given as:

- (Z—y) (2.23)
2z o (2.24)

The value Ee/ E4 can be calculated from the following expression:

Z:—x = sin*@ + 2sin%6cos?0 + k?*cos*0 (2.25)
7]

The contribution of normal stresses is given as:
Gggs = ox';—e{[—coszgo + (k + n)sin?¢lkcos?6 +
[(1 + n)cos?p — ksin?@]sin®*0 —n(1 + k + n)singcospsinfcosd}

+0y?{[—sin2(p + (k + n)cos?@lkcos?6 +
+ay?—{[—sinzgo + (k + n)cos?@lkcos?6 +

[(1 + n)sin®¢ — kcos?@]sin®0 + nl + k + nsingcosgsinfcos6} (2.26)
oy, and o, are the principal stresses in the horizontal and vertical

axis, respectively.

The angle ¢ is the angle measured from the bedding orientation to the

horizontal axis (Fig. 2.2).

The shear stress contribution is given by the expression below.

= TxyzE—éc (1+k+n) {—ncoquo + [(1 + k)cos260 + k — 1] ﬂ?ﬂ} (2.27)

sin26

Where,
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Tyy = O.S(ay - ax)sinZH (2.28)

2.6 Formation permeability from microseismic data

The state of the art technology has allowed using microseismic data not
only for mapping hydraulic fractures but also for the estimation of in-situ
formation permeability. For this purposes two different techniques are

utilized: the r-t method and the inversion approach (Grechka et al., 2010).

2.6.1 r-t technique for permeability estimation

This technique is based on the analysis of spatio-temporal dynamics of
induced microseismic clouds. The volume of the injected fluid must be
equal to a sum of the fluid volume stored in the fracture and the fluid
volume which goes into the formation. A straight planar height-fixed
fracture is considered. Under these conditions the half length, L, of the
hydraulic fracture is given as a function of the injection time as

(Economides and Nolte, 2003):

i Qit
L(®) = 4hCiN2t+2hpw (2.29)

where Qjis the average injection rate of the treatment fluid, hy is the
average fracture height and w is the average fracture width, t is the

injection time and Cy is the fluid-loss coefficient.
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In the case of hydraulic fracturing of low permeability formation,
such as tight gas sandstones, the fracture body represents the main
permeable channel in the formation (Shapiro et al., 2006). The induced
fracture changes the stress state in its vicinity leading to the occurrence of
microseismic events at a distance very close to the hydraulic fracture
(Warpinski, 2000). Therefore, eqn. 2.30 can be considered as a one
dimensional approximation for the triggering front of microseismicity in the
case a penetrating hydraulic fracture (Shapiro et al., 2006).

L = V4nDt (2.30)
Where D is the apparent diffusivity and t is the injection time.

During most of the time in hydraulic fracturing treatments the
fracture growth is controlled by the fluid loss effects. Basically, this means
that the cumulative volume of the lost fluid is significantly larger than the
volume of the hydraulic fracture. The fluid loss effects are controlled by the
fluid-loss coefficient, C., which is characterized by the apparent diffusivity,

D, (Shapiro et al., 2006):

1 Qi
CL = griems (2.31)

Also, the fluid loss coefficient can be interpreted neglecting the
near-surface effects (e.g., filter cake) from the pressure difference

between the fracture and the far field reservoir, AP. Economides and Nolte
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(2003) approximated the fluid-loss coefficient based on these assumptions

as,

C, = I%AP (2.32)

where k; is the in-situ reservoir pressure, ¢ is the formation porosity,
¢, and n, are the compressibility and viscosity of the reservoir fluid and AP
is the difference between the average injection pressure and the far-field
reservoir pressure (Shapiro et al., 2006). Substituting eqn. 2.31 into eqn.

2.32 and solving for the formation permeability,

ot —”—(Q—)Z (2.33)

" 128¢¢,D \hyAP
Eqn. 2.33 is the in-situ formation permeability calculated using the
r-t technique. The r-t plots show the distance from the perforation point to
the event location as a function of time. Eqn. 2.30 represents the parabolic
envelope that better describes the upper bound of the majority of

microseismic events, which is dependent on the apparent diffusivity value.

2.6.2 Inversion approach to permeability estimation

The method is based on inverting the diffusion equation under the
assumption of 1D flow of the injected fluids from the faces of a hydraulic

fracture. From Darcy’s law for steady-state 1D:

u(x) = —ﬁn(i)f%f—) (2.34)
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Here, x is the coordinate in the flow direction, u is the macroscopic
velocity, n, is the viscosity of the fluid, K; is the in-situ formation
permeability and p is the pressure. To obtain the in-situ permeability eqn.
2.34 is integrated over the interval x4-x; where flow is examined under the
boundary conditions us=us(x), p1 = p(x1) and p2 = p(x2) (Grechka et al.,
2010). The absence of fluid source at [x1,x2] and the steady-state flow
regime imply a constant filtration velocity u(x) = uq. After integration we

obtain,
wy (6 —x1) = =L (P2 = P1) (2.35)
Solving for the in-situ formation permeability,

K, = g = (2.36)

The term (x2 — X1) can be replaced by (w: — ws)/2, where w; is the width of
the zone around the fracture where the reservoir pressure has been
altered, and ws is the fracture width. w; can be approximated by the width
of the induced microseismic cloud, wys. The width of the microseismic
cloud can be expressed in terms of the aspect ratio as (Grechtka et al.,
2010),

Wys = 20sTys (2.87)
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where a,s and r,s are the aspect ratio and the radius of the microseismic
cloud, respectively. Since w,s >> wy, the latter can be ignored, and eqn. 28
could be re-written as (Grechka et al., 2010),

K = pttgarit (2.38)
The average leak-off velocity, us, can be obtained by noticing that the fluid
volume, V, lost into the formation over a short time interval, At, is:

V = 4her uq At (2.39)
This volume is equal to the volume injected during the same time interval,
V = Q;At (2.40)
Under the assumption that the fluid is incompressible and only its

negligible volume is contained in the fracture itself. Combining eqns. 2.39

and 2.40 and then substituting in eqn. 2.38 (Grechka et al., 2010).

r@pusQi
Kiny = " tap (2.41)

Eqn. 2.41 is the in-situ formation permeability according to the inversion
approach.

Note that in either fluid solution we are not recovering the intrinsic
permeability but an “effective” permeability which may locally reflect the

natural fracture density.
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3. STATEMENT OF THE PROBLEM

Microseismic monitoring of hydraulic fractures typically produces spatial
and temporal plots of hypocenters without any estimates of uncertainty
leading the engineer to believe the hypocenter locations are absolute
(Chitrala et al., 2010; Castano, 2010). However there is uncertainty in the
location of the hypocenters which is associated with the arrival times
errors, sensor placement and the acquisition system itself. Hypocenter
locations are determined from the arrival times of P-wave, S-wave and a
known velocity model, which is based on the measured properties of each
sample.

Hydraulic fracturing treatments have been reproduced at the
laboratory scale using three different lithologies: Indiana limestone, Lyons
sandstone and pyrophyllite. Prior to stimulation treatments, each sample is
petrophysically characterized and a Circumferential Velocity Analysis
(CVA) is performed, where velocity measurements are made across the
diameter of the sample at different azimuths to establish the velocity
model. Isotropic materials produce a constant velocity response as a
function of azimuth, while anisotropic materials display sinusoidal
responses. CVA results show that the limestone and sandstone samples

have azimuthal velocity variation less than 4% (Fig. 3.1); these samples
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are treated as homogeneous and isotropic. However, pyrophyllite samples
showed an azimuthal p-wave velocity variation of 25%. CVA responses for
anisotropic materials are also useful for the determination of foliations and
fracture planes; the peaks indicate the direction parallel to the fabric while
the valleys represent the direction perpendicular to the fabric as seen in
Fig. 3.2. Also, velocity measurements using the three plug technique
indicate that pyrophyllite samples are transverse isotropic (Karastathis,
2007). Table 3.1 shows velocity values obtained for plugs taken parallel,

perpendicular and at an angle of 45° to the fabric orientation.

Table 3.1 - Velocity measurements of P-wave and S-wave on pyrophyllite plugs
taken parallel, perpendicular and at an angle of 45° to the bedding orientation

Parallel to bedding Perpendicular to bedding 45°
Confining ] 2 e
Pressure (psi) Velocity (km/s) Velocity (km/s) Velocity (km/s)

P S1 S2 P S1 S2 P S1 S2
250 4,918 - - 7.044 - - 4,734 | 3.086 | 2.927
500 4.974 - 0 3.809 2.799 2.711 | 4.741 | 3.097 | 2.927
750 4,959 | 2.848 | 3.06 3.843 2.81 2.722 | 4.741 | 3.104 | 2.936
1000 5.001 | 2.839 | 3.082 | 3.848 2.821 2.73 4,757 | 3.115 | 2.946
1500 5.015 | 2.848 | 3.087 | 3.884 2.839 2.73 4,757 | 3.122 | 2.946
2000 4987 | 2.871 | 3.103 | 3.893 2.857 2.741 | 4.749 | 3.137 | 2.956
3000 5.073 | 2.885 | 3.131 | 3.992 2.878 2.761 | 4.774 | 3.14 | 2.965

From the average of the values in Table 3.1, the anisotropic

parameters (Appendix A) are calculated (Table 3.2).
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Table 3.2 - Anisotropic parameters (Thomsen, 1986) calculated from the velocity
values obtained from the 3-plug technique for pyrophyllite samples at 3000 psi
confining pressure.

0.31 | 0.04 | 0.10

Table 3.3 and Table 3.4 show the different average P-wave
velocities values obtained from CVA experiments for the limestone,
represented by the letter C, and sandstone samples, represented by the

letter S, that were used during this study, respectively.

Table 3.3 - Average P-wave velocity values obtained from CVA measurements for
Indiana limestone samples used in the study.

Limestone | P-wave velocity (km/s) | Standard deviation, km/s
c14 4.034 +0.0608
C15 4.010 +0.0371
C16 4.002 +0.035.2

Table 3.4 - Average P-wave velocity values obtained from CVA measurements for
Lyons sandstone samples used in the study.

Sandstone | P-wave velocity (km/s) | Standard deviation, km/s
S4 4.335 +0.0439
S6 4.332 +0.0531
S7 4.269 +0.0460
S8 4.336 +0.0405
S9 4.305 +0.0636
S11 4.381 +0.0749
S13 4.468 +0.0523
S14 4.482 +0.0469
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Fig. 3.1 — Top) CVA response of sample C14 (limestone) showing a velocity
anisotropy of 6% where the red lines represent the standard deviation with a value
of +0.061 km/s. Bottom) CVA response of sample S4 (sandstone) showing a
velocity anisotropy of 4% and the red lines represent the standard deviation with a

value of £0.044 km/s.
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Fig. 3.2 — CVA response for pyrophyllite. Azimuthal measurements of P-wave
velocity indicate 25% velocity anisotropy. Position of the peaks also indicates the
orientation of the bedding in the sample.

Preparation for hydraulic fractures samples are completed
analogous to a field completion. A 0.25” hole is drilled at the center of the
sample and a counter bore of 0.5” diameter is drilled to seal the annulus.
Tubing (0.135” OD) is cemented using Conley weld™ epoxy. A sketch of

the “wellbore schematics” is shown in Fig. 3.3.
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Fig. 3.3 — Sketch of a sample completion. Red lines show the counter bore and the
wellbore which is filled with epoxy to seal the high pressure stainless steel tubing
which acts as our wellbore (Chitrala et. al, 2010). A perforation or hole is drilled in
the tubing (not in the sample).

16 piezoelectric sensors are attached to the sample using Crystal
bond™ to provide a good azimuthal coverage (Fig. 3.4). The piezoelectric
sensors have a frequency response range of 50 KHz to 2 MHz. Each
sensor is connected to a 5660B Panametrics-NDT™ wide band
preamplifier. The preamplifiers have a frequency pass band of 500 Hz to
40 MHz and two gain settings of 40 and 60 dB. Each captured waveform
consists of 1024 samples with 512 pre-trigger samples. The digitizing rate
is 5 MHz (0.2 psec/point) which makes each recorded signal 204.8 ps

long. The signal trigger gains are set so that the early arriving portion of
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the AE signal waveform is of sufficient amplitude to constitute a valid

trigger of +100 mV. The fluid is injected using a precision Quizix ™ -6000

pump.

Fig. 3.4 — Piezoelectric sensors attached to a limestone sample. A vertical array of
sensors is used to simulate an observation well. Two flat jacks are used to apply a
horizontal stress (Chitrala et. al, 2010).

Each waveform generated by the microseismic event is recorded
by the 16 piezoelectric sensors attached to the sample (Fig. 3.5).
In order to control the fracture direction, a horizontal stress is applied to
each sample as shown in Fig. 3.4. For anisotropic samples two different
experiments are carried out; the first, with the stress applied parallel to the
bedding planes, and the second, with the stress applied perpendicular to
the bedding planes. Table 3.5 and Table 3.6 show the magnitude of

stress applied to the Indiana limestone and Lyons sandstone, respectively.

48



Table 3.7 shows the magnitude of stress applied to pyrophyllite samples

along with the orientation with respect to the orientation of the fabric.

Fig. 3.5 — Magnified waveforms recorded by 16 piezoelectric sensors attached to
Lyons sandstone, S4, during a hydraulic fracturing experiment. The X-axis is
represents the time in microseconds and ranges from 90 ps to 150 ys and the Y-
axis is the amplitude in volts and ranges from -1 to 1 Volts.

Table 3.5 - Values of stress applied to Indiana limestone samples using flat jacks
during hydraulic fracturing experiments.

Sample Stress (psi)
C14 833
C15 840
C16 809
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Table 3.6 - Values of stress applied to Lyons Sandstone samples using flat jacks
during hydraulic fracturing experiments.

Sample Stress (psi)
sS4 1040
S6 1080
S7 1160
S8 150
S9 150
S11 580
S13 580
S14 550

Table 3.7 - Values of stress applied to pyrophyllite samples using flat jacks during
hydraulic fracturing experiments respect to the orientation of the bedding planes.

Sample Stress (psi) | Orientation
P5 970 Parallel
P6 990 Perpendicular
P9 980 Parallel
P10 960 Perpendicular
P11 950 Parallel
P12 1020 Perpendicular
P16 520 Perpendicular

We calibrated the AE recording system using the Hsu and
Brekenridge (1981) pencil breaks; eight breaks are carried out on the
surface of the sample at known locations. The recorded waveforms, along
with a previously determined velocity model, are used to locate each
break source and compare it to the known location. This is done to
calibrate the velocity model and to check that the sensors are effectively

coupled to the sample. Fig. 3.6 illustrates the principle of this technique.
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Lead: IH
Diameter: 0. 5mem (0 3mm)
Length: 30+£05mm

Fig. 3.6 — Hsu-Nielson source for the testing and calibration of acoustic emission
systems. They recommend a lead diameter of 0.5 or 0.3 mm and 2H hardness
(source: htpp://www.ndt.net/ndtaz/ndtaz.php).
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4. RESULTS AND ANALYSIS

4.1 Calibration results

4.1.1 Indiana limestone

Three different samples of Indiana limestone were analyzed; C14, C15
and C16. Fig. 4.1 shows results of calibration for all three samples. The
figures show a plan view of the samples where the cyan squares
represent the sensors attached to the sample, the green dots are the
located events and the black dots are the actual locations of the pencil

breaks.

c14 C15
PENCIL BREAKS (PLAN VIEW) PENCIL BREAKS (PLAN VIEW)

Y (mm)
Y (mm)

X (mm) X (mm)
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c18
PENCIL BREAKS (PLAN VIEW)

Fig. 4.1 - Pencil break calibrations for different Indiana limestone samples C14
(upper left), C15 (upper right) and C16 (bottom).

With the calculated locations of the sources is possible to compute
the error, the rms difference between the real location and calculated
location. Table 4.1 shows the average absolute error for each limestone

sample.

Table 4.1 - Average absolute error values for pencil breaks experiments in Indiana
Limestone samples.

Sample | Average absolute error, mm
C14 +3.06
C15 +3.03
C16 +4.70

The absolute error is just the distance between the located source
and the real location. The error in the X and Y coordinate are represented

by error ellipses as shown in Fig. 4.2.
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Fig. 4.2 - Pencil breaks calibration for different Indiana Limestone samples C14
(upper left), C15 (upper right) and C16 (bottom), showing the error in the X- and Y-
axis with error ellipses (red lines)

4.1.2 Lyons sandstone

Eight different Lyons sandstone samples were analyzed; S4, S6, S7, S8,
S9, S11, S13 and S14. Fig. 4.3 shows calibration results for all eight

samples. The figures show a plan view of the samples where the blue
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squares represent the sensors, the green dots are the located events and

the black dots are the actual locations of the pencil breaks.
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Fig. 4.3 - Pencil breaks calibration for different Lyons sandstone samples; green
dots represent the located events, the black dots are the real locations of the
pencil breaks and the blue squares represent the sensors attached to the sample

With the calculated locations of the sources is possible to compute
the error, the rms difference between the real location and calculated

location. Table 4.2 shows the average absolute error for each sample.

Table 4.2 - Average absolute error values for pencil breaks experiments in Lyons
sandstone samples.

Sample | Average absolute error, mm
S4 +4.32
S6 +4.61
s7 +4.23
S8 +3.86
S9 +4.06
S11 +3.91
S13 33.67
S14 +4.41

The error en the X and Y coordinate are represented by error ellipses as

shown in Fig. 4.4.
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Fig. 4.4 - Pencil break calibrations for Lyons Sandstone samples $4, S6, S7, S8, S9,
S11, S13 and S14 showing the error in the X- and Y-axis with error ellipses (red
lines)

4.1.3 Pyrophyllite

Six different pyrophyllite samples were analyzed; P5, P6, P9, P10, P12
and P16. Sample P5 and P6 were taken from the same cylinder, samples
P9 and P10, and samples P11 and P12, were taken from one cylinder,
respectively. Fig. 4.5 shows results of calibration for all six samples. The
figures show a plan view where the cyan squares represent the sensors
attached to the sample, the green dots are the located events and the

black dots are the actual locations of the pencil breaks.
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Fig. 4.5 - Pencil break calibrations for different pyrophyllite samples; green dots
represent the located events, the black dots are the real locations of the pencil
breaks and the blue squares represent the sensors attached to the sample. The

dashed lines represent the fabric direction in the sample.
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With the calculated locations of the sources it is possible to
compute the error, the rms difference between the real location and
calculated location. Table 4.3 shows the average absolute error for each

sample.

Table 4.3 - Average absolute error values for pencil breaks experiments in
pyrophyllite samples.

Sample | Average absolute error, mm
P5 +6.47
P6 17.94
P9 +7.10
P10 £5.33
P12 +6.83
P16 £5.25

These errors are larger due the anisotropic nature of pyrophyllite
samples. Even though Berryman’s equations for strong anisotropy were
used, the error is still larger for pyrophyllite samples; the velocity model
used needs further improvement. The absolute error is just the distance
between the located source and the real location. The error in the X and Y

coordinate are represented by error ellipses as shown in Fig. 4.6.
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Fig. 4.6 - Pencil break calibrations for pyrophyllite samples PS5, P6, P9, P12 and P16
showing the error in the X- and Y-axis with error ellipses (red lines)
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4.2 Microseismic event location

The waveforms recorded by the sensors attached to the samples during
the hydraulic fracturing experiments are used, along with a previously
established velocity model, to locate the hypocenter of the microseismic

events as explained in section 2.4.

4.2.1 Indiana limestone

Samples C14, C15 and C16 were hydraulically fractured while applying a
horizontal stress of 1000 psi to each sample to control the fracture
orientation. The pumping pressure and the acoustic emissions were
recorded as a function of time in each experiment (Fig. 4.7). The black
lines represent the pumping pressure while the red circles are the acoustic
emissions. All the events located within the sample have been divided into
three parts and are represented as early time (green dots), intermediate
time (orange dots) and late time (purple dots) events. Such color coding is
used with the purpose of highlighting the propagation of the hydraulic

fracture.
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Fig. 4.7- Pump pressure (black) and cumulative AE (red) as a function of time. Note
that in all experiments that the majority of AE activity occurs prior to the actual
breakdown pressure.

Table 4.4 shows a summary of breakdown pressures recorded
during each of the hydraulic fracturing experiments in Indiana limestone
samples. Also, the tensile strength of Indiana limestone was measured by
performing a Brazilian test on a representative sample. The tensile
strength of Indiana limestone is 841 psi. This value was used to calculate
the breakdown pressures for each sample (Table 4.4). The average
absolute difference between the recorded and calculated breakdown

pressures is 359 psi for Indiana limestone samples.
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Table 4.4 - Breakdown pressures recorded during the hydraulic fracturing
experiments in Indiana limestone samples. Note that all breakdown pressure
values have similar magnitude. Also, breakdown pressures are calculated using
the value of the tensile strength of Indiana limestone obtained by performing a
Brazilian test on a sample representative of this lithology.

Applied stress, Breakdown pressure Breakdown pressure
Sample . : .
psi recorded, psi calculated, psi
Ci4 833 1528 1674
C15 839.98 2246 1681
Cl6 809.55 2017 1651

Fig. 4.8, Fig. 4.9 and Fig. 4.10 show the plan and the two lateral

views of sample C14, respectively.

C14
HYDRAULIC FRACTURING (PLAN VIEW)

Y (mm)

DSensor

® Early time

® Intermediate time
® Late time X (mm)

Fig. 4.8 - Plan view of sample C14 (Indiana limestone) showing the spatial and
temporal evolution of the hydraulic fracture. The green dots represent the early
time events, while the orange and purple represent the intermediate and late time
events, respectively. The cyan squares represent sensors attached to the sample.
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The red arrows represent the direction of the stress applied with a magnitude of
833 psi. The two circles in the center of the plot represent the counter borehole
and the borehole. 77 MS events were locatable within the sample.
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Fig. 4.9 - Lateral view of sample C14 perpendicular to the fracture plane. The red
triangle represents the location of the perforations in the tubing.
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Fig. 410 - Lateral view of sample C14 parallel to the fracture. This view allows
observing the development of a narrow fracture in the direction of the applied
stress.

From Fig. 4.7 (top left) it can be observed that the majority of the
microseismic events are recorded before reaching the breakdown
pressure (1528 psi) which is represented by the peak in the pressure plot.
As expected for isotropic samples, the fracture grows in the direction of
the stress applied (Fig. 4.8). Time progression shows the development of
the fracture as it moves away from the injection source. There are,
however, late stage events recorded in zones previously fractured. The
majority of the events are confined to the upper half of the sample.
Physical observation of the sample (Fig. 4.11) shows a fracture that
agrees with the locations of the microseismic events on the sample

surface.
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Fig. 4.11 - Surface of sample C14 showing a fracture enclosed by the dark blue
lines in the direction of the stress applied (red arrows)

Fig. 4.12, Fig. 4.13 and Fig. 4.14 represent different views of sample C15

(Indiana limestone) which show the locations of the microseismic events.
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Fig. 4.12 - Plan view of sample C15 showing the spatial and temporal evolution of
the hydraulic fracture. The green dots represent the early time events, while the
orange and purple represent the intermediate and late time events, respectively.
The cyan squares represent sensors attached to the sample. The red arrows
represent the direction of the stress applied with a magnitude of 840 psi. The two
circles in the center of the plot represent the counter borehole and the borehole.

124 MS events were locatable within the sample.
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Fig. 4.13 - Lateral view of sample C15 perpendicular to the fracture plane. The red
triangle represents the location of the perforations in the tubing.
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Fig. 4.14 - Lateral view of sample C15 parallel to the fracture. This view allows
observing the development of a narrow fracture in the direction of the applied

stress.
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Fig. 4.7 (top right) shows that the majority of the microseismic
events are recorded before reaching the breakdown pressure (2246 psi)
which is represented by the peak in the pressure plot. Just as observed in
sample C14, the hydraulic fracture grows in the direction of the stress
applied in sample C15 (Fig. 4.12). The color coding shows the fracture
development as it moves away from the injection source. Just as in
sample C14, some late time events are located in zones previously
fractured. Fig. 4.14 shows the development of a narrow fracture fairway.
Fig. 4.15 shows physical evidence of the fracture on the upper sample

surface which agrees with location of microseismic events.

Fig. 4.15 - Surface view of sample C15 showing a fracture growing in the direction
of the stress applied (red arrows). The fracture is enclosed by the dark blue lines.
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Fig. 4.16, Fig. 4.17 and Fig. 4.18 show the plan, and lateral views

of sample C16 (Indiana limestone).
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Fig. 4.16 - Plan view of sample C16 (Indiana limestone) showing the spatial and
temporal evolution of the hydraulic fracture. The green dots represent the early
time events, while the orange and purple represent the intermediate and late time
events, respectively. The cyan squares represent sensors attached to the sample.
The red arrows represent the direction of the stress applied with a magnitude of
809 psi. The two circles in the center of the plot represent the counter borehole
and the borehole. 118 MS events were locatable within the sample.
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Fig. 4.17 - Lateral view of sample C16 perpendicular to the fracture plane. The red
triangle represents the location of the perforations in the tubing.

C16
HYDRAULIC FRACTURING (LATERAL VIEW)

- -
®
H
0 ° u] u
O s
] ] ul
= ®
il J
N
75
[ ®Early time
@ Intermediate time
@ Late time
100 A Perforation
CiSensor
-50 -25 25 50

0
Y (mm)

Fig. 4.18 - Lateral view of sample C16 parallel to the fracture. This view allows
observing the development of a narrow fracture in the direction of the stress

applied.
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Fig. 4.7 (bottom) exhibits the same trend observed in sample C16;
the majority of the microseismic events are recorded before the
breakdown pressure (2017 psi) is reached. Fig. 4.16 shows how the
hydraulic fracture grows in the direction of the applied stress. Also, the
temporal evolution of the created fracture indicates its development as it
moves away from the injection source. Fig. 4.19 shows the fracture on the

sample surface which agrees with the location of hypocenters.

Fig. 4.19 - Surface view of sample C16 showing a fracture development in the
direction of the stress applied (red arrows). The fracture is enclosed by the dark
blue lines.

There is uncertainty associated with the process of hypocenter
location due to errors in selecting the arrival time and the velocity model
used. Table 4.5 shows the values of average uncertainty for the three

spatial coordinates in each sample.
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Table 4.5 - Average uncertainty values for each coordinate in all three Indiana

limestone samples.

Sample | Uncertainty x, mm | Uncertaintyy, mm | Uncertainty z, mm
Ci4 0.20 0.10 0.37
Ci5 0.35 0.19 0.49
C16 0.26 0.14 0.39

In all samples the uncertainty in the Z-direction is the greatest,
while the uncertainty in the Y-direction is the least. In two out of the three
samples (C15 and C16) there are two sensors placed on the top surface
of the sample to constraint the Z-direction. There are 14 sensors attached
around the circumference of the sample. Also, sensors were not placed on
the bottom surface of the sample which contributes to uncertainty in the Z-
direction. Fig. 4.20 and Fig. 4.21 represent a plan and a lateral view
perpendicular to the applied stress for sample C14. Both plots represent
the distribution of the error ellipses which represent the uncertainties in the

different spatial coordinates.
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Fig. 4.20 — Plan view of sample C14 showing the uncertainties of the MS events as
error ellipses; it can be observed the highest uncertainties in the X-Y plane are in

the X-direction where there are no sensors attached to the sample.
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Fig. 4.21 — Lateral view perpendicular to the fracture plane for sample C14 showing
uncertainties of MS events in the X-Z plane; higher uncertainties are in the Z-
direction. No surface sensors are used in this sample.
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Fig. 4.20 shows that in the X-Y plane the higher uncertainties are in
the x-direction where no sensors are attached to the sample. Fig. 4.21
shows that in the X-Z plane the highest uncertainties are found to be in the
Z-direction. For this particular sample there are no sensors attached to the
upper surface of the sample.
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