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## CHAPTER I.

## INTRODUCTION

According to the theory of mass spectra developed by Rosenstock, et al., (l) the ionization process via electron impact is assumed to be a vertical process, following the Franck-Condon principle. The molecular ions formed have finite amounts of excitational energy distributed in their electronic, vibrational and/or rotational degrees of freedom. It is assumed that the excited molecular ion does not decompose immediately but undergoes several crossings to intersecting hypersurfaces. During these vibrations there is a high probability of nonradiative randomization of the excess energy over the available states. At ion source pressures usually encountered, the mean free path of the molecular ion is sufficient to rule out intermolecular energy randomization. Decomposition of the molecular ion occurs whenever sufficient energy is localized in a vibrational mode. The observed mass spectrum is thus composed of molecular ions and fragment ions produced by consecutive and competive unimolecular fragmentations of vibrationally excited ions.

For the unimolecular decomposition

$$
\begin{equation*}
m_{1}^{+} \rightarrow m_{2}^{+}+\left(m_{1}-m_{2}\right) \tag{I-1}
\end{equation*}
$$

The phenomenological rate constant $k(t)$ is given by Equation (I-2)(2)

$$
\begin{equation*}
k(t)=\frac{\int_{0}^{\infty} P(E) k(E) e^{-k(E) t} d E}{\int_{0}^{\infty} P(E) e^{-k(E) t} d E} \tag{I-2}
\end{equation*}
$$

where $k(E)$ is the microscopic unimolecular rate constant for ions of energy $E$ and $P(E)$ is the probability of $m_{1}^{+}$having internal energy between E and $\mathrm{E}+\mathrm{dE}$.

In most mass spectrometers, ions spend approximately 1 microsecond in the ion source and 10 microseconds traversing the instrument prior to collection (3). Therefore, ions with unimolecular rate constants exceeding $10^{6} /$ second decompose in the ion source while ions with rate constants of less than $10^{5} /$ second are collected without further decomposition. Ions with unimolecular rate constants within the range $10^{5}-10^{6}$ / second decompose during or after acceleration but prior to collection. Ihese decompositions are termed metastable and the parent ions of such decompositions are metastable ions. The recorded signal of the daughter ions formed from the fragmentation of metastable ions have become known as metastable peaks.

Metastable ions have received much attention in single focusing mass spectrometers since their original description by Hipple $(4,5)$ who correctly interpreted them as resulting from dissociations occurring in the field-free drift region following acceleration. More recently, interest has reintensified in metastable ions as a result of studies using double focusing instruments. Metastable decompositions can occur along the entire ion flight path of a double focusing instrument. As depicted in Figure 1 , such a mass spectrometer has six discrete regions. In three of the regions there are no electrostatic or magnetic forces acting on the ions; these are the field-free regions. During accelera-


$$
\begin{array}{ll} 
& \text { Distinct regions } \\
1 & \text { acceleration } \\
2 & \text { first field-free } \\
3 & \text { electrostatic field } \\
4 & \text { second field-free } \\
5 & \text { magnetic field } \\
6 & \text { final field-free }
\end{array}
$$

Figure l. Double-focusing Mass Spectrometer of the Mattauch-Herzog Geometry (From Mass Spectrometry, Ed., Charles A. McDowell, McGraw-Hill, 1963, pp. 19)
tion, electrostatic and magnetic deflection, fields are present; therefore, these regions are referred to as fielded. Extensive mathematical treatment has been given to the motion of ions resulting from decompositions in the fielded (6) and field-free (7) regions of double focusing mass spectrometers. In this discussion singly charged ions are considered; however, multiply charged metastable decompositions have received considerable attention (8). When $m_{1}^{+}$decomposes to $m_{2}^{+}$as in Equation (I-1), the daughter ion retains a fraction, $m_{2} / m_{1}$, of the kinetic energy and momentum. This assumes no vibrational energy from the bond rupture appears as translation energy. When this decomposition occurs in the accelerating region before falling through a large potential difference, discriminations will be small and if the daughter ions pass through the electrostatic analyzer, they will appear in the mass spectrum as a tail on the low mass side of $\mathrm{m}_{2}^{+}$. The actual apparent mass is given by (5)

$$
\begin{equation*}
m^{*}=\frac{m_{2}^{2}}{m_{1}}\left[1+\frac{\left(m_{1}-m_{2}\right)\left(V-V_{1}\right)}{m_{2} V}\right] \tag{I-3}
\end{equation*}
$$

where $V$ is the accelerating voltage and $V_{l}$ is the potential difference through which the ion of mass $m_{1}$ falls before decomposing. Metastable decomposition occurring after falling through nearly the entire acceleration ( $V_{1}$ slightly, smaller than $V$ ) will appear in the mass spectrum in the tail on the high mass side of $\mathrm{m}^{*}$ if allowed to pass the electrostatic analyzer.

Daughter ions from metastable decompositions formed within the acceleration region, electrostatic sector, or magnetic field will not be collected at discrete masses but will become part of the background.

The daughter ions from metastable decompositions which are formed after passing through the collector slit are likewise of little interest since they are collected with the parent ions unless a specialized detector is used (9). The ions formed in the field-free region(s) preceding the magnetic sector of single or double focusing instruments can be observed at discrete masses. The ions formed just prior to magnetic deflection appear in the mass' spectrum at m* given by Equation (I-4)

$$
\begin{equation*}
m *=\frac{m_{2}^{2}}{m_{1}} \tag{I-4}
\end{equation*}
$$

as would any ions formed in the first field-free region if permitted to pass through the electrostatic sector at the normal accelerating potential. Equation (I-4) follows from Equation (I-3) when $V_{1}$ equals $V$.

Decoupling the electrostatic sector voltage from the acceleration potential in order to pass ions formed in the first field-free region is termed defocusing. Techniques for defocusing the Nier-Johnson (10) or Mattauch-Herzog (11) double focusing instruments are well established. With the mass spectrometer. set to focus stable ions at the collector (as is the case for conventional mass analysis) the electrostatic field between the electric sector plates is such that ions which received the full acceleration energy will follow a central path through the sector. Daughter ions from metastable decompositions, $m_{2}^{+}$, will have a smaller radius of curvature in the field and will not be transmitted because they possess only a fraction, $m_{2} / m_{1}$, of the necessary energy. The daughter ions from metastable decompositions can be made to follow the central path by either increasing the accelerating voltage by a factor $m_{1} / m_{2}$ (holding the electric sector voltage constant), or by reducing
the electric sector voltage by a factor $m_{2} / m_{1}$ (holding the ion accelerating voltage constant). In either case, the main ion beam is not transmitted through the electrostatic sector.

The first method of defocusing has two disadvantages: as the ion accelerating voltage is changed, the tuning conditions within the ion source are altered due to changes in field penetration; and second, the voltage cannot be changed without bound, which consequently limits the ratios of $m_{1} / m_{2}$ that can be studied. This method has the advantage that the mass scale of the instrument is unchanged because the daughter ion of any first field-free decomposition now possesses what would be the normal acceleration energy. The magnet current can be set to observe ions at $m / e=m_{2}$ in the conventional mass spectrum, and as the accelerating voltage is scanned, a series of peaks are observed, each corresponding to a different metastable ion which decomposes into the $\mathrm{m}_{2}^{+}$ion. The second defocusing method has the disadvantage that the mass scale changes during the scan of electric sector voltage, and any ions being collected will appear at $m$ * (Equation $I-4$ ). The advantage is that all the daughter ions, without limit, can be made to pass the electric sector. In either defocusing technique described, the ion current may be monitored at the $\beta$-slit, Figure 1. The ion current plotted as a function of kinetic energy of the daughter ion constitutes the Ion Kinetic Energy Spectra, IKES (12). The observed metastable peaks in the IKES may be unambiguously assigned by setting the electric sector voltage (second defocusing method) to maximize the individual ion current at the beam monitor ( $\beta$-slit) and scanning the magnetic field until m* is determined. The daughter ions will pass the electric sector when

$$
\begin{equation*}
\frac{E^{\prime}}{E}=\frac{m_{2}^{+}}{m_{1}^{+}} \tag{I-5}
\end{equation*}
$$

where $E$ is the electric sector voltage needed to pass the main ion beam, $m_{1}^{+}$, and $E^{\prime}$ the voltage necessary to pass the daughter ion, $m_{2}^{+}$. By knowing $E, E^{\prime}$, and $m^{*}$ equations (I-4) and (I-5) may be used to calculate unique values for $\mathrm{m}_{1}^{+}$and $\mathrm{m}_{2}^{+}$.

The uses of metastable ions and IKES for elucidation of fragmentation pathways in mass spectrometry have been summarized in an excellent review (13). The literature has increased vastly within the last few years as the application of IKES to ion fragmentation studies has become more common. Among the recent applications are the following: consecutive metastable decompositions in the two field-free regions (14); analysis of mixtures (15); isotope measurements and effects (16); release of kinetic energy in unimolecular decompositions (17); collision-induced dissociations and charge transfer reactions (18); reverse geometry instruments (19); appearance potential measurements of metastable peaks (20); thermochemistry and energy partitioning (21); non-zero scattering angle reactions (22); and analysis of geometric isomers (23-27). In all of these IKES applications, the energy resolving power of the mass spectrometer is important.

A large percent of the double focusing instruments presently used for IKES are of either a Nier (28) or a Mattauch-Herzog (29) geometry. The Nier-Johnson mass spectrometer has a 90 degree electrostatic analyzer followed by a 90 degree magnetic sector (e.g. M.S.9 manufactured by GEC/AEl) (30). A modified Nier-Johnson geometry instrument, the RMH-2 (31) (manufactured by Hitachi-Perkin Elmer) has a 70 degree
degree electrostatic sector and a 70 degree magnetic field. The important aspect of the Nier-Johnson geometry instrument for IKES is the formation of an ion source energy image in the second field-free region at the $\beta$-slit. In Figure 2, ions of two slightly different energies but equal masses are energy focused in the plane containing the $\beta-s l i t$. By closing the $\beta$-slit and scanning the voltage on the electric sector plates at fixed accelerating potential; the IKES can be monitored with a detector behind the $\beta$-slit. The ability of the electrostatic sector to focus ions of the same energy to a point allows routine IKES of better than $0.5 \%$ energy resolution while recording peaks which make up only $10^{-7}$ to $10^{-8}$ of the total ion current (32). The maximum energy resolution with commercial Nier-Johnson geometry instruments for IKES is better than 0.025\% (32).

In the Mattauch-Herzog geometry the ion source is located at the focal point of the $I / 4 \sqrt{2}$ electrostatic sector forming an image at infinity. In Figure 1 ions of two slightly different energies and significantly different masses traverse the second field-free region with trajectories parallel to each other. By closing down the $\beta$-slit and scanning the voltage on the electric sector plates at fixed accelerating potential, the IKES can be monitored; however, the peaks observed will be broader than in the case of Nier-Johnson geometry with a significant loss in resolution due to the width of the intermediate image. One of the primary objectives of this research was to increase the applicability of Mattauch-Herzog mass spectrometers for IKES by increasing the energy resolution without affecting the performance of the instrument for routine mass analysis.

Once an improvement in energy resolution was realized it was a


Figure 2. Double-focusing Mass Spectrometer of the Nier Geometry (From A. O. Nier, Rev. Sci. Instr., 31, 1127 (1960))
further aim of this research to investigate the applicability of IKES as a structural probe. It was intended to investigate similarities or differences between normal ion abundances and those produced by decompositions in the first field-free region for a group of substituted thiophenes. Because the metastable decompositions are processes with halflives of approximately $10^{-5}$ seconds these are molecular ions that have received a relatively small amount of excess energy on ionization. Ions that have received a large excess of excitation energy will decompose in the ionization chamber while those receiving less excitational energy than necessary for decomposition will reach the detector intact. The mass spectrometer is thus acting as an energy filter since the first field-free region metastable decompositions are studied by rejecting all ions that undergo rapid reaction and allow only those undergoing slow reaction to be analyzed. Because the metastable ions possess less excitational energy than their counterparts which fragment in the ion source it is becoming evident that these ions are of more importance in obtaining correlations between fragmentation patterns and ion structure. The applications of IKES to analysis of structural isomers has included the following: N. R. Daly et al. (23) with the cis- and trans-butenes, R. M. Caprioli, et al. (24) with ortho-, meta-, and para-phenylenediamines, E. M. Chait and W. B. Askew (25) with camphor and trans-8-methylhydrindan-2-one, H. W. Majors (26) with cis-, and trans-dimethyl maleate, and more recently $S$. Safe et al. (27) with isomeric chlorobenzenes and polychlorinated biphenyls. Some compounds have identical fragmentation patterns; no differences in IKES has been observed for meta-, and para-isomers of fluorophenylacetylene or for l-butene and cis-2-butene (25). The lack of differences in the spectra in many cases
is probably due to common structure for the molecular ion prior to metastable decomposition.

## LOW RESOLUTION ION KINETIC ENERGY SPECTRA

## Part I - Experimental Modifications

All spectra were obtained with a Mattauch-Herzog double focusing mass spectrometer (model DuPont/CEC 21-110B). For conventional mass analysis the accelerating potential of the instrument is slaved to the positive half of the electrostatic sector dual-purpose power supply. An approximate 20:1 voltage relationship exists between the acceleration and positive electrostatic sector plate (i.e. $\mathrm{V}_{\text {sector }}= \pm \frac{\mathrm{V} \text { accel. }}{20}$ ). The electric sector plate potentials are not continuously variable but rather six discrete voltages can be supplied from the mass measurement chassis. It was required for metastable observation that the power supplies be separated and that the electrostatic plate potentials be continuously variable and independent of the accelerating potential. This decoupling of the power supplies was done by the addition of the circuit in figure 3. Switch \#l (Sl) is a three position multilayer rotary switch. Position \#l of $S l$ bypasses most of the circuit and applies the $\pm$ voltage from the mass measurement chassis to the sector plates. Switch \#l should be in position \#l for mass spectral analysis. Position \#2 is an off position and applies no voltage to the electric sector plates. Position \#3 applies $\pm 750$ volts through wafers $C$ and $D$ to $S 2-A$ and $S 2-B$ respectively. The voltage is dropped along the fixed resistor string and


Figure 3. Circuit Diagram for Decoupling and Scanning the Electric Sector Voltage of a DuPont/CEC 2l-llOB Mass Spectrometer
the tandem potentiometer (Beckmann instruments precision Helipot, model \#7603, R650K) where it is picked off and applied to the electric sector plates via Sl-A and Sl-B position \#3. The electric sector voltage was monitored with Hewlett-Packard $4 \frac{1}{2}$ digit multimeter (model \#34702A). Switch \#2 electronically inverts the position of the potentiometer and the fixed resistor string and allows a low ( $\pm .8$ to 375 volts) or a high ( $\pm 741$ to 333 volts) range of voltages to be applied to the electric sector plates. A multiratio gearmotor (Apcor, model \#2201-010) was used to drive the 10 -turn tandem potentiometer at speeds of $10,5,2,1,1 / 2$, and $1 / 5$ RPM. The ion signal was taken off the beam monitor vacuum feedthrough by a Keithley high speed picoammeter (model \#417) and displayed on a Keithley recorder (model \#370). The spectra were usually scanned with a potentiometer speed of $1 / 2 \mathrm{RPM}$ (sector plates changed at $\pm 18$ volts/min.) and a chart speed of $.75 \mathrm{in} / \mathrm{min}$. The majority of the spectra were measured from 0\% through 100\% electrostatic sector voltage; however, peaks were generally observed in the 50\% - 100\% region. Precise measurement of the energy of peaks in the IKE spectra was obtained by manually scanning the electric sector voltage to maximize the peak intensity while monitoring the digital multimeter.

The ion source temperature and pressure were noted on the spectra. Other ion source conditions were as follows except where otherwise noted: electron energy, 70 eV ; trap current, $80 \mu$ amps; bilateral source slits, open maximum; and focus electrode; maximum signal at beam monitor for the main beam.

Part II - Results and Discussion

The Ion Kinetic Energy Spectra of $n$-decane recorded with a Nier
geometry mass spectrometer ( $\mathrm{RMH}-2$ ) by Beynon, et. al. (33) is given in Figure 4. The metastable peak assignments are indicated in Table I. The energy resolution in Figure 4 is between $.6-.9 \%$ depending upon the metastable peaks selected (peaks $F$ and $G, C$ and $D$ respectively). Chait, et. al. (25) has recorded the IKES of $n$-decane on a Mattauch-Herzog instrument (DuPont 2l-llOB), Figure 5. The metastable peak assignments refer to Table I. The lower energy resolution is indicated in the latter spectra by the complete loss of the $C-D$ doublet as well as peaks $E, F$, $G$, the shoulder on the low energy side of $I$, and $M$. The calculated energy resolution is approximately $3 \%$ based on the $B, C-D$ doublet. Both spectra were obtained by scanning the voltage on the electrostatic sector plates at fixed acceleration potential and recording the ion intensity at the $\beta$-slit. In the Nier geometry instrument with the presence of an energy image in the second field-free region, a narrow $\beta$-slit was used to yield the high energy resolution. The instrument's sensitivity and detectibility were increased for IKES by incorporation of an electron multiplier behind the energy resolving slit (12). In the MattauchHerzog instrument there is no intermediate image and the signal was recorded with an electrometer behind the wide ( 0.250 inch) $\beta-s l i t$.

The n-decane IKE spectra recorded with the O.S.U. mass spectrometer is given in Figure 6. Figures 5 and 6 are essentially identical except for intensity variations (e.g. peaks $H, I$, and $J$ ) which could be due to ion source pressure or temperature discrepancies. The authors do not indicate the ion source conditions under which Figure 5 was obtained.

To check further the performance of the O.S.U. instrument, the IKES of benzene was recorded, Figure 7. The daughter ions were mass analyzed and the metastable transitions were identified using Equations I-4 and

TABLE I

METASTABLE PEAKS AND TRANSITIONS IN THE IKES OF n-DECANE (TAKEN FROM A. H. STRUCK \& H. W. MAJOR JR., ASTM E-14, 1969)

| Metastable Peak | Assigned Transition | Calculated $\mathrm{m}_{2} / \mathrm{m}_{1}$ |
| :---: | :---: | :---: |
| a | $43 \rightarrow 41$ | . 953 |
|  | $41 \rightarrow 39$ | . 951 |
| b | $84 \rightarrow 69$ | . 821 |
| c | $142 \rightarrow 113$ | . 796 |
| d | $142 \rightarrow 112$ | . 789 |
|  | $70 \rightarrow 55$ | . 786 |
| e | $113 \rightarrow 85$ | . 752 |
| f | $113 \rightarrow 83$ | . 735 |
|  | $57 \rightarrow 42$ | . 737 |
| 9 | $112 \rightarrow 83$ | . 741 |
|  | $56 \rightarrow 41$ | . 732 |
| h | $98 \rightarrow 70$ | . 714 |
|  | $57 \rightarrow 41$ | . 719 |
| i | $142 \rightarrow 99$ | . 697 |
| j | $127 \rightarrow 85$ | . 669 |
|  | $85 \rightarrow 57$ | . 671 |
|  | $85 \rightarrow 56$ | . 659 |
| k | $113 \rightarrow 71$ | . 628 |
| 1 | $71 \rightarrow 43$ | . 606 |
| m | $142 \rightarrow 85$ | . 599 |
| n | $99 \rightarrow 57$ | . 576 |
| - | $55 \rightarrow 29$ | . 527 |
| p | $142 \rightarrow 71$ | . 500 |
|  | $113 \rightarrow 57$ | . 504 |
|  | $85 \rightarrow 43$ | . 506 |
|  | $57 \rightarrow 29$ | . 509 |
|  | $55 \rightarrow 27$ | . 491 |



Figure 4. Ion Kinetic Energy Spectrum of $n$-decane With a Nier Geometry Mass Spectrometer (From Beynon, et al., Chem. Commun., 723 (1969))


Figure 5. Ion Kinetic Energy Spectrum of $n$-decane With a Mattauch-Herzog Mass Spectrometer (From Chait, et al., Org. Mass Spectrom., 5, 147 (1971))


Figure 6. Low Energy Resolution Ion Kinetic Energy Spectrum of n-decane


| $\begin{aligned} & \text { Peak } ⿰ ⿰ 三 丨 ⿰ 丨 三 一 \end{aligned} \text { (low ESA } \rightarrow \text { Hi ESA) }$ | $\begin{aligned} & \text { ESA } \\ & \text { (obs.) } \end{aligned}$ | $\begin{gathered} \mathrm{m}^{*} \text { from } \\ \text { Plate } \end{gathered}$ | Transition | $\begin{aligned} & \text { ESA } \\ & \text { (calc.) } \end{aligned}$ | $\underset{(c a 1 c .)}{\mathrm{m}^{*}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | ． 503 | 19.58 | $78^{+} \rightarrow 39^{+}+39$ | ． 500 | 19.50 |
| 2 | ． 599 | 23.27 | $65^{+} \rightarrow 39^{+}+26$ | ． 600 | 23.4 |
| 3 | ． 670 | 34.72 | $78_{+}^{+} \rightarrow 52_{+}^{+}+26$ | ． 667 | 34.67 |
|  | ． 670 | 35.39 | $79^{+} \rightarrow 53_{+}^{+}+26$ | ． 670 | 35.56 |
|  | ． 671 | 33.98 | $76_{+}^{+} \rightarrow 51_{+}^{+}+25$ | ． 671 | 34.22 |
|  | ． 671 | 33.98 | $77^{+} \rightarrow 51^{+}+26$ | ． 662 | 33.78 |
| 4 | ． 968 | 72.98 | $77^{+} \rightarrow 75^{+}+2$ | ． 974 | 73.05 |
|  | ． 970 | 73.19 |  | ． 974 | 73.05 |
| 4 | ． 970 | 74.14 | $78^{+} \rightarrow 76^{+}+2$ | ． 974 | 74.05 |

Figure 7．Ion Kinetic Energy Spectrum of Benzene Below the Main Ion Beam

I-5. The IKE spectra agreed well with that of Chait, et. al. (25); however, the assignment of the metastable peak at $67 \%$ of the electrostatic analyzer voltage was incorrectly reported in the literature. The transition was reported as $78^{+} \rightarrow 63^{+}+15$. If this decomposition does occur in the first field-free region, the daughter ion would be detected when the electric sector plates are lowered to $81 \%$, not $67 \%$, of the voltage necessary to pass the main ion beam. Our identification was obtained by measuring the apparent mass, $\mathrm{m}^{*}$, of the daughter ions passed at an electrostatic sector energy of $67 \%$. An apparent mass of 34.7 uniquely determined the transition as $78^{+} \rightarrow 52^{+}+26$.

The energy resolving limitations of the Mattauch-Herzog mass spectrometer were investigated computationally on an IBM 360/65 computer (Appendix B, Program \#l). For computational purposes the ions were treated as point particles at ion fluxes low enough to neglect space charging effects. All metal surfaces were considered as ideal in that no charge build-up or screening was considered although this can be of considerable importance (34). The results of these computations presented in Figure 8 are for ions exiting the infinitely narrow ion source slit with divergent angles from the central axis of the instrument as indicated by $\alpha$. The maximum acceptance angles of the entrance slit to the electric sector in the O.S.U. instrument is $\pm 0.00045$ radians. The ions treated computationally in the first field-free region were those moving in the plane orthogonal to the electric sector entrance slit. In Figure 8 the final position of the ions in the plane of the exit slit of the electrostatic sector (measured from the vertex of the sector) is given as a function of the accelerating voltage and the angle of entrance (in radians) to the sector. The arrows at 63.84


Figure 8. Profile of the Ion Beam at the Exit Slit of the Electrostatic Sector on a Mattauch-Herzog Mass Spectrometer
and 63.69 cm mark the extremes of the 0.060 inch exit slit. Opening the adjustable ion source slit by 0.001 inch has the effect of broadening each of the lines in Figure 8 by approximately that amount.

From Figure 8 it is clear that ions resulting from metastable decompositions in the first field-free region entering the electrostatic sector with differences in their translational energies greater than about 5 percent can be completely separated and detected at the $\beta$-slit using different electric sector voltages. Each group of daughter ions, although translationally monoenergetic, exit the electric sector at a fixed sector voltage at radial distances determined entirely by the angle of entrance to the sector. If the daughter ions differ in translational energy by less than about 5\%, the groups of ions are not completely resolved. This accounts for the wide metastable peaks and low energy resolution observed in the IKES with the Mattauch-Herzog mass spectrometer. With an ion source slit of .002 inches, entrance and exit slit widths of the electric sector of .016 and .060 inches respectively, and an accelerating potential of 7500 eV , the computed overlap of IKE peaks on the DuPont/CEC 2l-llOB mass spectrometer are as follows: 80\% overlap at energy differences of $1.3 \%$; and a $10 \%$ overlap at an energy difference of $2.3 \%$.

The energy resolution of the Mattauch-Herzog mass spectrometer can be improved by decreasing the width of the entrance slit to the electric sector. This decreases the acceptance angle $\alpha$, Figure 8, narrowing the width of the ion beam at the exit slit of the sector. The energy resolution of the IKE spectra can also be improved by narrowing the exit slit to the electrostatic sector. Both methods unfortunately also decrease the sensitivity of the instrument and correspondingly limit its utility
as a general purpose mass spectrometer. Hence, it was decided to attempt further improvement of the energy resolution by designing a variable $\beta$-slit which could be completely removed from the ion path during normal mass spectrometric operation of the instrument.

## CHAPTER III

## MEDIUM ENERGY RESOLUTION ION

KINETIC ENERGY SPECTRA

## Part I - Experimental Modifications

The second field-free region of a Mattauch-Herzog mass spectrometer (DuPont/CEC 2l-llOB) was fitted with a bellows assembly to insert a variable $\beta$-slit and an electron multiplier (Bendix Continuous-Dynode, Model 4700) into the ion beam traversing the region, Figure 9. The bellows assembly had a travel of greater than $3 \frac{1}{2} \mathrm{~cm}$ allowing the slit and electron multiplier to be completely removed from the ion beam when not in use. One end of the continuous-dynode resistor was grounded to the mass spectrometer. The front of the resistor string (also the entrance to the electron multiplier) was connected to a vacuum feed-through placed in the auxiliary pump-out flange behind the photoplate holder. The negative high voltage (1000-2800v) for the continuous-dynode electron multiplier was supplied by the power supply for the instrument's discrete dynode electron multiplier.

The slit was positioned in front of the continuous-dynode electron multiplier and was continuously variable in width from closed to approximately 0.5 cm open. With the electron multiplier-slit assembly positioned in the ion beam the variable slit acts as an adjustable $\beta$-slit. However, because the adjustable $\beta$-slit was physically connected to the

Figure 9. Diagram of the Adjustable $\beta$-slit and the Electron Multiplier Assembly
electron multiplier it cannot be inserted into the ion beam independently.

The signal from the anode of the electron multiplier was connected to the conventional beam monitor vacuum feed-through via a wiper arm. The wiper arm contact introduces a larger than normal dark current into the detection system. At 2500 v a dark current of $1 \times 10^{-12}$ amps was detected. The signal from the vacuum feed-through was fed into a high speed picoammeter (Keithley Model 417) and recorded on a strip chart recorder (Keithley Model 370). In order to avoid perturbations of the secondary electron trajectories within the multiplier by fringing magnetic fields the magnetic sector current was set to the minimum.

Part II - Results and Discussion

The increase in energy resolution of the mass spectrometer using the adjustable $\beta$-slit-electron multiplier is illustrated with n-decane, Figure 10. The metastable transitions and peak assignments correspond to those in Table I. The IKES of n-decane using only the electrometer detector behind the wide (~ 0.250 inch) $\beta$-slit is given in Figure 6. The increased energy resolution for IKES in Figure 10 is apparent with the splitting of additional metastable peaks from the main ion beam with daughter ions retaining $98.5 \%$ and $97.7 \%$ of the kinetic energy. Further indications of the increased energy resolution and sensitivity are the resolution of the $C-D$ doublet; the appearance of peaks $e, f$, and $g$; the splitting of peak $i$; and the appearance of the $m$ doublet. The energy resolution of $n$-decane in Figure 10 is comparable to that reported with a Nier geometry instrument, Figure 4; however, in the former case the adjustable $\beta$-slit was set for maximum energy resolution


Figure 10. Ion Kinetic Energy Spectrum of $n$-decane With the Adjustable $\beta$-slit and Electron Multiplier
whereas in the latter this was not the case.

The minimum detectability of our Mattauch-Herzog mass spectrometer for IKES peaks was not as low as the Nier geometry. Beynon et. al.
(12) have investigated electron transfers to multiply charged argon ions in the first field-free region. For the transition $\mathrm{Ar}^{+4} \rightarrow \mathrm{Ar}^{+}$ (1) $, \mathrm{Ar}^{+3} \rightarrow \mathrm{Ar}^{+}(39), \mathrm{Ar}^{+2} \rightarrow \mathrm{Ar}^{+}$(820) $, \mathrm{Ar}^{+3} \rightarrow \mathrm{Ar}^{+2}(123), \mathrm{Ar}_{3}^{+2} \rightarrow \mathrm{Ar}_{2}^{+2}$ or $2 \mathrm{Ar}^{+}$(9), and $\mathrm{Ar}_{2}^{+2} \rightarrow \mathrm{Ar}^{+2}$ (28) the relative intensities are given in parentheses. At maximum sensitivity we have been able to observe only $\mathrm{Ar}^{+2} \rightarrow \mathrm{Ar}^{+}$, and $\mathrm{Ar}^{+3} \rightarrow \mathrm{Ar}^{+2}$ on our instrument. Electric sector potentials required for $\mathrm{Ar}^{+3} \rightarrow \mathrm{Ar}^{+}$have not been attempted due to limitations in our dual-purpose power supply; however, $\mathrm{Ar}_{2}^{+2} \rightarrow \mathrm{Ar}^{+2}$ and $\mathrm{Ar}_{3}^{+2} \rightarrow \mathrm{Ar}_{2}^{+}$ or $\mathrm{Ar}^{+}$have not been observed. The difference in the minimum detectability is attributed to the presence in the Nier and lack in the Mattauch-Herzog geometry of a focal point for metastable daughter ions in the second field-free region. An additional factor is the increased dark current introduced by using the wiper arm in our installation of the electron multiplier in the second field-free region.

The occurrence of multiply charged metastable decompositions are well documented in double focusing mass spectrometers. Beynon, et. al. (8) have reported dish shaped peaks resulting from the large amounts of translational energy imparted to the ionic fragments upon bond rupture. In the IKES of benzene a dish shaped peak at electrostatic sector voltage above the main ion beam can be found at $162 \%$ of the energy. This peak corresponds to the singly charged daughter ion at m/e 63 resulting from the doubly charged molecular ion decomposing in the first fieldfree region. The Mattauch-Herzog instrument with an adjustable $\beta$-slit and electron multiplier has the necessary energy resolution and sensi-
tivity to resolve the dish shaped metastable in benzene, Figure 11.

The interest in substituted thiophene compounds has been intensified recently by their presence in fossil fuels. An analysis using the 70 eV mass spectra of a liquification product mixture from coal is complicated by the predominance of common fragment ions. Due to the mass defect of sulfur, thiophene compounds with molecular weights of 200 or greater require very high mass resolution to separate their molecular ions from those of many hydrocarbons at the same nominal mass. An incomplete series of alkyl- and benzo- thiophene compounds were obtained from the ERDA laboratory in Bartlesville, Oklahoma. Two additional compounds, 2-heptylthiophene and 2-butylthiophene, were prepared by previously reported synthetic routes (35). All of the thiophene compounds were vacuum distilled and found to be $99+\%$ pure by gas chromatography and field ionization mass spectrometry (36). The mass spectra of all of the thiophene compounds obtained have been reported (37). The IKES of the thiophene compounds were undertaken to investigate the types and number of transitions present and determine whether it would be possible to distinguish the presence of thiophene compounds generally (or specific thiophene compounds) in a mixture on the basis of their IKES. An additional aim of the analysis of the thiophenes was to determine whether structural isomers, which give similar mass spectra, could be characterized better on the basis of their IKES.

The sensitivity and energy resolution of the Mattauch-Herzog mass spectrometer using the adjustable $\beta$-slit and electron multiplier was further illustrated with 2-heptylthiophene. In Figure 12; the IKES was recorded using only the electrometer, whereas in Figure 13 the electron multiplier and adjustable $\beta$-slit was used. The spectra in Figure 12 was


Figure 11. Ion Kinetic Energy Spectrum of Benzene Above the Main Ion Beam Energy


Figure 12. Ion Kinetic Energy Spectrum of 2-heptylthiophene Using Only the Electrometer Detector


Figure 13. Ion Kinetic Energy Spectrum of 2 -heptylthiophene Using the Adjustable $\beta$-slit and the Electron Multiplier
recorded with the bilateral ion source slits opened for maximum sensitivity. In Figure 13, although the source slits were left open the adjustable $\beta$-slit, electron multiplier, and electrometer were all reduced to bring the peaks on scale. The additional energy resolution in Figure 13 is apparent in the C-D doublet as well as many of the lower intensity peaks. The electron multiplier-adjustable slit assembly was removed from the beam and the apparent masses, m*, of the daughter ions were obtained from the photographic plate. Plate exposures of approximately $10^{-12}-10^{-11}$ coulombs were taken. Using Equations (I-4) and (I-5) the metastable transitions in Table II were assigned. No attempt was made to quantify the metastable transitions since generally several daughter ions were present in a recorded metastable peak and the photographic plate was exposed at the metastable peak maximum. The metastable peak maximum corresponds to the maximum intensity resulting from superposition of all metastable peak contributions at that point.

The IKE spectra of the remaining thiophene compounds are reported in Figures 14-26. The metastable transitions were assigned on a basis of the electrostatic sector voltage; however, for major and pertinent peaks for the discussion the apparent mass of the daughter ions were checked with the photographic plate or the electron multiplier following magnetic deflection. The percent electrostatic sector energies indicated are the experimentally determined values. The IKES of thiophene in Figure 14 illustrates the fragmentation of the unsubstituted ring. The molecular ion undergoes multiple bond rupture to lose mass $45,84^{+} \rightarrow$ $39^{+}+45$, as well as hydrocarbon loss from the molecular ion to form the daughter ion at $m / e 45$. Loss of sulfur, $m / e ~ 32$, is common from the molecular or fragment ions as are rearrangements or multiple bond rup-

TABLE II
METASTABLE PEAKS AND TRANSITIONS IN THE IKES OF 2-HEPTYLTHIOPHENE

| Metastable Peak | Assigned Transition | Calculated $\mathrm{m}_{2} / \mathrm{m}_{1}$ |
| :---: | :---: | :---: |
| a | $97 \rightarrow 45$ | . 464 |
| b | $85 \rightarrow 43$ | . 506 |
| c | $182 \rightarrow 97$ | . 533 |
|  | $183 \rightarrow 98$ | . 536 |
|  | $84 \rightarrow 45$ | . 536 |
|  | $55 \rightarrow 29$ | . 527 |
| d | $180 \rightarrow 98$ | . 544 |
|  | $97 \rightarrow 53$ | . 546 |
| e | $65 \rightarrow 39$ | . 600 |
|  | $111 \rightarrow 67$ | . 604 |
|  | $110 \rightarrow 66$ | . 600 |
|  | $108 \rightarrow 65$ | . 602 |
|  | $97 \rightarrow 58$ | . 598 |
| f | $67 \rightarrow 41$ | . 612 |
|  | $182 \rightarrow 1.11$ | . 610 |
|  | $182 \rightarrow 110$ | . 604 |
| g | $43 \rightarrow 27$ | . 628 |
| h | $71 \rightarrow 45$ | . 634 |
|  | $153 \rightarrow 97$ | . 634 |
| i | $97 \rightarrow 63$ | . 649 |
| j | $84 \rightarrow 58$ | . 690 |
|  | $181 \rightarrow 125$ | . 691 |
|  | $111 \rightarrow 77$ | . 694 |
| k | $55 \rightarrow 39$ | . 709 |
|  | $97 \rightarrow 69$ | . 711 |
| 1 | $153 \rightarrow 111$ | . 726 |
| m | $182 \rightarrow 139$ | . 764 |
|  | $139 \rightarrow 105$ | . 755 |
|  | $110 \rightarrow 84$ | . 764 |
| n | $148 \rightarrow 119$ | . 804 |
|  | $149 \rightarrow 120$ | . 805 |

```
TABLE II (Continued)
```

| Metastable Peak | Assigned Transition | Calculated $\mathrm{m}_{2} / \mathrm{m}_{1}$ |
| :---: | :---: | :---: |
| $\bigcirc$ | $182 \rightarrow 148$ | . 813 |
|  | $183 \rightarrow 149$ | . 814 |
| p | $182 \rightarrow 153$ | . 841 |
|  | $183 \rightarrow 154$ | . 842 |
| q | $97 \rightarrow 84$ | . 866 |
| $r$ | $110 \rightarrow 96$ | . 873 |
| S | $29 \rightarrow 26$ | . 897 |
| t | $43 \rightarrow 39$ | . 907 |
| u | $27 \rightarrow 25$ | . 926 |
|  | $28 \rightarrow 26$ | . 929 |
|  | $29 \rightarrow 27$ | . 931 |
|  | $41 \rightarrow 38$ | . 927 |
|  | $57 \rightarrow 53$ | . 930 |
| v | $29 \rightarrow 27$ | . 931 |
|  | $30 \rightarrow 28$ | . 933 |
|  | $43 \rightarrow 41$ | . 953 |
|  | $42 \rightarrow 40$ | . 952 |
|  | $47 \rightarrow 45$ | . 957 |
|  | $41 \rightarrow 39$ | . 951 |
|  | $44 \rightarrow 42$ | . 955 |
| w | $27 \rightarrow 26$ | . 963 |
|  | $28 \rightarrow 27$ | . 964 |
|  | $30 \rightarrow 29$ | . 967 |
|  | $39 \rightarrow 38$ | . 974 |
|  | $40 \rightarrow 39$ | . 975 |
|  | $44 \rightarrow 43$ | . 977 |
|  | $46 \rightarrow 45$ | . 978 |
|  | $55 \rightarrow 53$ | . 964 |
|  | $53 \rightarrow 51$ | . 962 |
|  | $67 \rightarrow 65$ | . 970 |
|  | $68 \rightarrow 66$ | . 971 |
|  | $69 \rightarrow 67$ | . 971 |



Figure 14. Ion Kinetic Energy Spectrum of Thiophene
tures to lose m/e 34 and m/e 26 .

The mass spectra of 2-(2-methylpropyl)thiophene and 2-butylthiophene are similar (36). The differences that do exist in the mass spectra are in intensities at m/e 125 (1.23 vs. .l7), m/e 111 (. 42 vs . 3.66 ) , m/e 110 (. 64 vs. 1.19 ), $\mathrm{m} / \mathrm{e} 85$ (. 61 vs .1 .66 ), $\mathrm{m} / \mathrm{e} 84$ (1.11 vs. 2.59), and m/e 77 (.95 vs. 1.72). The numbers in parentheses are the percent of the base peak, m/e 97, contributed to a given ion fragment by 2-(2-methylpropyl)thiophene and 2-butylthiophene respectively.

The differences in the mass spectral intensities can be explained by the metastable transitions in their respective IKE spectra, Figures 15 and 16. The loss of $\mathrm{m} / \mathrm{e} 29$ from the molecular ions to form $\mathrm{m} / \mathrm{e} 111$ is observed in the IKES at $79.3 \%$ of the electrostatic sector energy. The $79.3 \%$ peak in the IKES of 2-butylthiophene is a significant metastable transition. The m/e 111 peak is small in the 2-(2-methylpropyl) thiophene mass spectra since it is probably not a simple fragmentation but requires at least one rearrangement; however, daughter ions at m/e 111 do occur in the IKES at $79.3 \%$ and $88.8 \%$ of the electrostatic sector energy. These fragmentations, although they do occur in 2-(2-methylpropyl)thiophene, do not have sufficiently large rate constants to be of any consequence in the time frame of the mass spectra. The metastable transition indicating the loss of a methyl group from the 2-(2-methylpropyl)thiophene molecular ion is present in the IKES as is the large peak indicating the loss of m/e 41 at $71.2 \%$ of the electrostatic sector energy. At an electron energy of 70 eV fragment ions resulting from rearrangements will be observed in the mass spectra; however, they may be minor peaks. In the IKES daughter ions resulting from transitions requiring rearrangements will generally account for a


larger part of the total ion current than the ions in the mass spectra. Examples of large metastable peaks in the IKES resulting from rearrangements are $140^{+} \rightarrow 84^{+}$and $97^{+} \rightarrow 53^{+}$in both 2-butylthiophene and $2-\left(2-\right.$ methylpropyl) thiophene as well as $140^{+} \rightarrow 99^{+}, 125^{+} \rightarrow 91^{+}$, and $140^{+} \rightarrow 111^{+}$, in $2-(2-$ methylpropyl $)$ thiophene and $110^{+} \rightarrow 77^{+}, 140^{+} \rightarrow 84^{+}$, and $97^{+} \rightarrow 53^{+}$in 2-butylthiophene.

Analysis of mixtures of small amounts (a few percent) of either 2-butylthiophene in 2-(2-methylpropyl)thiophene or 2-(2-methylpropyl)thiophene in 2-butylthiophene can be done on any mass spectrometer which has good reproducibility of peak intensities (e.g. a Dempster mass spectrometer). The analysis could be done with the intensity variation at m/e 125 for the first mixture and $m / e l l$ for the second. The analysis using IKES could be done on small amounts of 2 -butylthiophene in 2-(2-methylpropyl)thiophene using the $140^{+} \rightarrow 111^{+}$transition if it is shown to be a true first order decomposition. The analysis of small amounts of 2-(2-methylpropyl)thiophene in 2-butylthiophene using IKES would be more difficult. With higher energy resolution (.1\% or better) the metastable decomposition, $111^{+} \rightarrow 99^{+}$, in 2-butylthiophene could be separated from $140^{+} \rightarrow 125^{+}$in $2-\left(2-\right.$ methylpropyl)thiophene; the $111^{+} \rightarrow$ $99^{+}$transition could then be used for the analysis.

The IKES of the 2-(1,l-dimethylethyl)thiophene, Figure 17, is significantly different from that of either 2-(2-methylpropyl) thiophene or 2-butylthiophene; however, these mass spectra are also different. The base peak is at m/e 125 with large fragment ions at m/e 140 (25\%), m/e 97 (17\%), and m/e 85 (12.3\%).

Figures 18-23 are IKES of alkylthiophenes substituted in the 2 or 2,5 positions. The daughter ions observed result in large part from




Figure 20. Ion Kinetic Energy Spectrum of 2-propyl-5-(3-methylbutyl)thiophene



decompositions of hydrocarbon fragment ions (e.g. $91^{+} \rightarrow 65^{+}, 65^{+} \rightarrow 39^{+}$, $43^{+} \rightarrow 41^{+}$, etc.) and loss of sulfur fragments ( $\mathrm{HS}, \mathrm{H}_{2} \mathrm{~S}, \mathrm{HCS}, \mathrm{H}_{3} \mathrm{C} \mathrm{S}_{2}$, etc.) from the molecular ions and large fragments. Metastable decompositions from the molecular ions give daughter ions which predominately contain the sulfur atom. The alkylthiophenes substituted in the 2-position have large metastable transitions from the molecular ion to the base peak of the mass spectra, Figures 13-18, 22, and 23. The mono-substituted thiophenes which have large or branched alkyl groups have significant transitions from the molecular ion to $\mathrm{m} / \mathrm{e}$ lll (97+14) and m/e 125 $(97+28)$.

The IKES of the 2,5-dialkylthiophenes rich in transitions usually exhibit significant transitions from the molecular ions. For example, 2-propyl-5-(3-methylbutyl)thiophene, Figure 20, and 2-ethyl-5-(2-methylpropyl)thiophene, Figure 2l, unlike 2-ethyl-5-(3-methylbutyl)thiophene, Figure 19, have prominent metastable peaks from the molecular ions. A characteristic transition of dialkylthiophenes with molecular weights greater than 168 is $167^{+} \rightarrow 111^{+}$.

The IKES of benzo[b]thiophene, Figure 24, contains several intense metastable peaks which result from fragmentation of the molecular ion by multiple bond ruptures and/or rearrangements. The most intense metastable peak results from the loss of $m / e 45$ from the molecular ion. A similar fragmentation pattern occurs in 6-methylbenzo[b]thiophene and 2-benzylthiophene, Figures 25 and 26 , with major metastable peaks resulting from the loss of $\mathrm{m} / \mathrm{e} 45,26,32,59$, and 71 from the molecular ion.

As indicated previously, high mass resolution is required to separate the molecular ions of the large thiophene compounds from those of hydrocarbons at the same nominal mass. Specifically, 2-heptylthiophene


Figure 24. Ion Kinetic Energy Spectrum of Benzo[b]thiophene


Figure 25. Ion Kinetic Energy Spectrum of 6-methylbenzo[b]thiophene

has a molecular weight of 182.1129 and bibenzyl has a molecular weight of 182.1095. The mass resolution required to separate the molecular ions would be in excess of 53,000 . Although the fragmentation patterns are quite different for the two compounds, in mixtures containing homologous compounds common ions would make identification difficult. The IKES could be helpful in identification of the two compounds in the mixture. The IKES of 2-heptylthiophene, Figure 13, has several transitions from the molecular ion (peak $c, m, o$, and $p$ ). In the IKES of bibenzyl, Figure 27, there are two transitions from the molecular ion. Whereas in the mass spectra identification of $\mathrm{m} / \mathrm{e} 182$ in the mixture would be difficult, requiring high mass resolution, the same problem is not present in the IKES. If sufficient energy resolution is not possible to resolve the transitions at the $\beta$-slit, the daughter ions at the specific electric sector voltage can be mass analyzed giving a unique assignment to each transition.

To explore the uses of IKES further, higher energy resolution and increased sensitivity would be beneficial. The increase in energy resolution and sensitivity was explored by theoretical modification of the ion optical path.


Figure 27. Ion Kinetic Energy Spectrum of Bibenzyl

## CHAPTER IV

## FURTHER IMPROVEMENTS IN ENERGY RESOLUTION FOR A MATTAUCH-HERZOG MASS SPECTROMETER

In the Mattauch-Herzog geometry the ion source is placed at the focal point of the electric sector giving rise to ions whose trajectories in the second field-free region are parallel to each other (38). The interdependence of the solid angle and energy bandwidth which was discussed quantitatively in Chapter II is represented in Figure 28. (39) In Figure $28(a)$, the $\beta$-slit is opened to transmit all ions of energy eU that have passed the $\alpha$-slit. The ions with energy $e\left(U_{0}+\Delta U\right)$ exiting the electric sector also form a parallel beam but make a small angle with the beam of ions with energy $\mathrm{eU}_{0}$. The ions with the higher energy $e\left(U_{0}+\Delta U\right)$ are partially cut off by the $\beta-s l i t ;$ for these ions the $\beta$-slit acts as a one-sided $\alpha$-stop. In Figure $28(\mathrm{~b})$ the $\beta$-slit is closed to allow only the ions at the extremes of the beams with energy $e^{\left(U_{0}+\right.}$ $\Delta U)$ and $e\left(U_{O}-\Delta U\right)$ to pass. In this second case the energy pass of the $\beta$-slit increases with the width of the $\alpha$-slit.

A proposed solution to this problem of interdependence has been to use two radial electrostatic sectors instead of one (40). The $\beta$-slit could then be placed between the first and second electrostatic sector; if proper geometry is maintained, excellent energy resolution would be achieved. Although this solution is no doubt possible, it was not considered for two reasons: (1) it would require severe modification of


Figure 28. Interdependence of Solid Angle and Energy Bandwidth in a Mattauch-Herzog Mass Spectrometer
the optical bench and expense in obtaining an appropriate electrostatic sector; and (2) it would effectively exclude the Mattauch-Herzog portion of the instrument from the energy focusing for ion kinetic energy spectra.

A second approach to the problem of interdependence of the solid angle and energy bandwidth was that of Liebl (39). He had suggested the incorporation of a single linear three-element electrostatic lens in the second field-free region as indicated in Figure 29. Such lenses are often called Einzel lenses. There is one additional characteristic this electrostatic lens must have for ion kinetic energy spectra not considered.by Liebl in his application to conventional mass spectrometry. With IKES, as the radial electrostatic voltage is decreased to pass daughter ions of lower energy, the voltage on the three-element electrostatic lens would also have to be changed. The voltage on the lens must be changed in such a way as to maintain a constant focal length for the ions with the proper energy (those ions whose energies are in the proper ratio to the radial electrostatic sector voltage). To avoid having to design a power supply for the three-element lens which would be scanned as some non-linear function of the radial electrostatic sector voltage, it would be desirable to design the lens such that its focal length would be constant as its applied voltage maintains a con-stant-ratio to the radial electrostatic sector voltage, i.e.


In this way as two daughter ions enter the lens system with kinetic


Figure 29. Incorporation of an Einzel Lens After a $\pi / 4 \sqrt{2}$ Radial Electric
Sector
energies $e U_{o}$ and $e\left(U_{o}+\Delta U\right)^{\prime}$, their focal length and hence their image size at the $\beta$-slit would be a function only of their kinetic energy. Although this modification would improve ion kinetic energy discrimination at the $\beta$-slit, the double focusing properties of the instrument would be lost if this lens were energized during conventional mass spectra analysis.

Experimental focal properties of linear three-element electrostatic lenses have been compiled and discussed by Septier (41), the essential properties of which are illustrated in Figure 30. The ratio of potentials for the single lens, $\mathrm{R}_{\mathrm{sl}}$, contains the potentials of the two outer and the inner electrodes as well as the kinetic energy of the incident particle, $U_{a}, U_{i}$, and $U_{o}$ respectively. The inverse of the focal length of the lens, $K$, is given as a function of lens potentials, $R_{s l}$. For given $U_{a}$ and $U_{i}$ particles entering the lens normal, with a range of kinetic energies sufficient to give rise to $R_{s l}$ values of . $5-.6$ are focused to approximately equal focal lengths. However, if the potentials on the lens are adjusted to yield $R_{s l}$ values of -0.1 to 0.1 (actual values depending upon the specific lens chosen), a small difference in ion energies yields a large difference in focal lengths. It is this later case that is of most interest in increasing the energy discrimination of the Mattauch-Herzog instrument for ion kinetic energy spectra.

Due to the demand on our instrument for conventional mass analysis, it was decided that the proposed incorporation of a linear three-element electrostatic lens be investigated computationally prior to any experimental modification. For computational purposes the ions were considered as point particles, and the influence of their charges on those of the electrodes, as well as other ions, was ignored so the focusing


Figure 30. Power Characteristics of Three Element Electrostatic Lenses. (Taken From Reference 41)
field could be calculated independently of the beam it is to focus. This approximation is acceptable in the case of low particle flux beams. Furthermore, all electrode surfaces were treated as ideal in that no charge build-up or screening was considered at the electrode surfaces (42) .

In the calculation of the ion focal properties of slit-aperture electrostatic lenses, it is usually necessary to first determine accurately the potential distribution within the lens system. At present, the most widely used method involves computation of tens of thousands of potentials at mesh points by numerical relaxation and interpolation between points by either Lagrange formulas (43) or cubic splines (44). The present experimental methods, such as the electrolytic plotting tank. (45) and the resistor network (46), require special equipment and are very time consuming if one is to obtain potentials of sufficient accuracy for trajectory analysis.

Despite the popularity of the numerical relaxation method, it requires substantial computer time and generates potentials at a large number of points outside the region of interest (47). For this reason the method of Conformal Mapping was used. With the knowledge of potentials and potential gradients throughout the lens system, ions with known mass and initial momentum were traced through the lens.

If the electrodes and slits of the three-element lens in Figure 31 are treated as infinite in the $x$ and $z$ directions, then the lens can be treated as two dimensional in the xy plane. The electrode system is now considered mathematically as a degenerate polygon in the complex $z-p l a n e(x+i y) . A s$ the boundary of the electrode system and the associated electrostatic field can be rather complicated, the region


Figure 31. XY Cross-sectional Plane of a Three Apertured Planes Lens System (Six Electrodes)
between the projections of the slits was mapped on the positive imaginary half of a complex w-plane (u + iv) Figure 32. This conformal mapping is best accomplished by the Schwarz-Christoffel transformation $(48,49)$ which is applicable to bounded polygons. In this transformation LaPlace's equation is invariant; so the same equation must be solved in the $w$-plane but with simplier boundary conditions.

The potential distribution along the center line of the lens system can be obtained in closed form (Appendix A) whereas off-axis potentials near the main axis are computed by series expansion (48).

$$
\begin{equation*}
V(x, y)=V(0, y)+\left(\frac{\partial V}{\partial x}\right)_{0, y} x+\frac{1}{2}\left(\frac{\partial^{2} V}{\partial x^{2}}\right)_{0, y} x^{2}+\cdots \tag{IV-2}
\end{equation*}
$$

For the case of a symmetrical potential distribution all odd derivatives are zero.

$$
\begin{equation*}
V(x, y)=V(-x, y) \tag{IV-3}
\end{equation*}
$$

The partials of the potential with respect to $x$ are not easily obtainable; however, by differentiation of LaPlace's equation all even derivatives can be found

$$
\begin{aligned}
& \frac{\partial^{2} v}{\partial x^{2}}=-\frac{\partial^{2} v}{\partial y^{2}}, \quad \text { (LaPlace Equation) } \\
& \frac{\partial^{4} v}{\partial x^{4}}=\frac{\partial^{4} v}{\partial y^{4}} \\
& \text { etc. }
\end{aligned}
$$

From knowledge of the potential distribution along the center line, potentials near this line are given by:


Figure 32. Electrode System in Complex w-plane

$$
\begin{equation*}
V(x, y)=v(0, y)-\frac{x^{2}}{2!}\left(\frac{\partial^{2} v}{\partial y^{2}}\right) \quad+\frac{x^{4}}{4!}\left(\frac{\partial^{4} v}{\partial y^{4}}\right) \quad-+\cdots \tag{IV-5}
\end{equation*}
$$

Numerically, the ray tracing can be simplified by calculating the gradients of the potential at the points of interest. Equations (IV-6) and (IV-7) are obtained by differentiation of Equation (IV-5).

$$
\begin{gathered}
\left(\frac{\partial V}{\partial x}\right)=-x\left(\frac{\partial^{2} V}{\partial y^{2}}\right)+\frac{x^{3}}{6}\left(\frac{\partial^{4} V}{\partial y^{4}}\right)-\frac{x^{5}}{120}\left(\frac{\partial^{6} V}{\partial y^{6}}\right)+-\cdots(I V-6) \\
\left(\frac{\partial V}{\partial y}\right)_{0, Y}=\left(\frac{\partial V}{\partial y}\right)_{0, y}-\frac{x^{2}}{2}\left(\frac{\partial^{3} V}{\partial y^{3}}\right)+\frac{x^{4}}{24}\left(\frac{\partial^{5} V}{\partial y^{5}}\right)-\frac{x^{6}}{720}\left(\frac{\partial^{7} V}{\partial y^{7}}\right)+\cdots(I V-7)
\end{gathered}
$$

It is thus possible to calculate the potential (Equation IV-5) or the gradients of the potential (Equations IV-6 and IV-7) at any point in the lens system with only the knowledge of the potential as well as the derivatives of the potential at that $y$-coordinate on the central axis. The principle of the Schwarz-Christoffel method is to treat the electrode array as the limiting case of a polygon; in so doing no prome visions are made to calculate potential distributions on the outer sides of the electrode system, Figure 31. Since it is intended to ground the outer electrodes, field penetration of the center electrode potential out of the lens system is of concern. By incorporation of two extra apertured planes as in Figure 33, ion trajectories into and out of the central three apertured planes can be considered. The conformal mapping of this larger lens follows identically that of the three apertured case; however, the size and number of the actual equations for the transformation increase.


Figure 33. Five Apertured Plane Linear Electrostatic
Lens

The thickness of each electrode must be considered if the lens is to be realistic. In the Schwarz-Christoffel transformation the electrodes are represented as infinitely thin. Wallington (50) has found that accurate theoretical representation of an electrode requires the use of two or more planes of infinitesimal thickness with the outermost planes separated by distances equal to the real thickness of the electrode. The potential on each plane is the same as the real electrode. In the case of Einzel lenses (three-element electrostatic lenses in which the outer two electrodes are at the same potential; usually ground) the thickness of the center electrode is most important for the lens properties $(50,51)$.

To simulate trajectories of ions leaving the exit slit of the radial electrostatic sector in the mass spectrometer and entering an Einzel lens, the potentials and notation indicated in Figure 34 are used. Four electrodes are used to represent the "thick" electrode instead of two; so a wide range of electrode thickness can be investigated without adversely affecting potentials near the center line between the "thick" electrodes. The potentials at x-positions up to 30\% of the slit widths were plotted as a function of $y$ in the vicinity of the "thick" electrode; no effects of multiple thin electrodes were apparent.

The conformal map constants as well as calculated geometry (using Program \#3, Appendix B, Statement \#40-69) are given in Table III for the electrostatic lens in Figure 34. The calculated geometry compares to better than 1 part in $10^{5}$ to the initial geometry which was used to compute the conformal mapping constants. This is well within machining tolerances for construction of lenses.


Figure 34. Eight Apertured Plane Linear Electrostatic Lens With a "Thick" Center Plane

TABLE III

CONFORMAL MAPPING CONSTANTS AND CALCULATED GEOMETRY FOR AN EIGHT APERTURED ELECTROSTATIC LENS


Computed trajectories were carried out on monoenergetic positive ions entering the lens system parallel to the $y$-axis. The time step ( $\delta t$ ) used in all calculations was determined by first selecting a large time interval and calculating the final position of the particle at the seventh apertured slit. The time interval was then reduced in steps until the position of the ion at the seventh electrodes remained constant to five significant figures with successive changes in $\delta t$. Consistency in the final position was obtained with $\delta t$ values of approximately .75 nanoseconds; however, time intervals of .1 nanoseconds were typically used to insure that the trajectories would be well within achievable experimental accuracy.

The final $x$-coordinates of the ions are indicated as a function of initial ion kinetic energy as well as initial x-coordinates in Figure 35. All ions enter the lens system parallel to the $y$-axis. The final $x$-coordinates for the 7300 eV ions form a sharp image at the seventh apertured plane at $-0.0004 \mathrm{~cm},-0.0005 \mathrm{~cm},-0.0004 \mathrm{~cm}$, and +0.0006 cm for ions with initial $x$-coordinates of $+0.0025 \mathrm{~cm},+0.0050 \mathrm{~cm},+0.0075 \mathrm{~cm}$, and +0.0100 cm respectively. The apparent discrepancy of the fourth final $x$-position from the previous three is an artifact of the calculation. The symmetry of the lens system about the y-axis was tested by using initial values for the ions of $-0.0025 \mathrm{~cm},-0.0050 \mathrm{~cm},-0.0075 \mathrm{~cm}$, and -0.0100 cm ; the final $x$-coordinates at the seventh apertured plane agreed in magnitude but differed in sign from the previous results.

In using the conformal transformation method for calculations of the forces acting on the ions, the series expansion for the gradients of the potentials given in Equations (IV-6) and (IV-7) were used. Wallington (50) has found that by including terms up to and including


Figure 35. Trajectory Analysis of 7300 eV Ions in an Eight Apertured Symmetric Lens
the fourth partial of the potential, the paraxial trajectories calculated are good approximations to the true trajectories only when the starting $x$-coordinates of the trajectories are less than approximately $1 / 10$ of the width of the apertures. Therefore, in the present calculations a starting position of $\pm 0.0100 \mathrm{~cm}$ for the ions represents the $A$ $x$-coordinates extrema as partial derivatives up to and including only the fourth were included. The calculations of paraxial trajectories with starting positions greater than 0.0100 cm were considered for purposes of comparison. Figure 36 is a point-by-point ray trace of 7300 eV positively charged ions through the eight apertured lens with +7440 volts on the "thick" electrodes. With starting positions of $\pm 0.0100$ cm the ions reach maximum off-axis values of $\mp 0.0181 \mathrm{~cm}$. At this offaxis point the second term in Equation (IV-7) was less than 1\% of the first term. If the starting $x$-coordinate of the paraxial trajectory is increased to $\pm 0.015 \mathrm{~cm}$ or $\pm 0.020 \mathrm{~cm}$ (the ions reaching maximum off-axis x-coordinates of $\mp 0.0276 \mathrm{~cm}$ and $\mp 0.0378 \mathrm{~cm}$ ), the second term in the series expansion (Equation (IV-7) now represents 4\% and 9\% respectively of the first terms. Because $\left(\frac{\delta^{5} \mathrm{v}}{\delta y^{5}}\right)$ is positive in the vicinity of the maximum $x$-coordinates of a trajectory in Figure 36, the calculated $\left(\frac{\delta V}{\delta y}\right)$ and hence the force in the $y$-direction is smaller than it should be. The ion therefore spends too much time in the lens system subject to the forces acting in the $x$-direction and appears at increasingly larger final x-coordinates at the seventh apertured plane with increasing starting $x$-coordinates. The second term in Equation (IV-6) approaches only $1 \%$ of the first term as the starting $x$-coordinate for the paraxial trajectory is increased to $\pm 0.0200 \mathrm{~cm}$. To use starting $x$-coordinates for the paraxial trajectories in the range 0.010 to
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Figure 36. Ray Trace of a 7300 eV Positive Ion Through the Eight
Apertured Lens
0.020 would therefore require the inclusion of an additional term in Equation (IV-6) as it must be significant. Starting x-positions greater than 0.0200 cm would no doubt require additional terms in both Equations (IV-6) and (IV-7).

The introduction of an apertured plane with an adjustable slit into the Einzel lens was considered in order to determine whether this would adversely affect the final positions of the trajectories or the image size. A second lens was conformally mapped to give the constants and calculated geometry in Table IV. This second lens is identical in calculated geometry to the first lens (Table III) except for the much smaller aperture in the seventh plane $\left(S_{7}\right)$. Ray traces were carried out for positive ions with paraxial trajectories as previously described. The results of the final $x$-coordinates of the ions are illustrated in Figure 37 as well as trajectory analysis in Figure 38 through Figure 40. Figure 37 illustrates the path of ions with the proper as well as improper energy to pass the lens at a given potential on the "thick" electrodes. Figure 38 when compared to Figure 35 illustrates the minor focusing change when the seventh aperture is changed from a large to a narrow slit. The image size of a 7300 eV beam of ions compares favorably with the image size of the first lens. The final x-coordinates at the seventh apertured plane for the second lens are $-0.0004 \mathrm{~cm},-0.0004$ $\mathrm{cm},-0.0005 \mathrm{~cm}$, and +0.0006 cm for initial x -coordinates of 0.0025 cm $0.0050 \mathrm{~cm}, 0.0075 \mathrm{~cm}$, and 0.0100 cm respectively. Therefore, changes in the size of the collector slit do not significantly change focal properties of the Einzel lens.

It was previously established that in order for the Einzel lens to be useful as an energy selective device for ion kinetic spectra,

TABLE IV

CONFORMAL MAP CONSTANTS AND CALCULATED GEOMETRY FOR AN EIGHT APERTURED LENS WITH A NARROW SEVENTH APERTURE

## Conformal Map Constants

$a=.50024774723523 \times 10^{-1}$
$0=.17963624022968 \times 10^{-6}$
$b=.19300862635880 \times 10^{-2}$
$p=.10027910788180 \times 10^{-6}$
$c=.75028372396914 \times 10^{-4}$
$q=.53657306727246 \times 10^{-7}$
$d=.11354848732495 \times 10^{-4}$
$r=.91460386857642 \times 10^{-8}$
$e=.18924732492200 \times 10^{-5}$
$s=.28076474096165 \times 10^{-10}$
$f=.10121472509559 \times 10^{-5}$
$t=.86093522158906 \times 10^{-13}$
$g=.56494427727956 \times 10^{-6}$
$u=.13306465669631 \times 10^{-13}$
$h=.31856328547029 \times 10^{-6}$

Calculated Geometry (cm)

| $S 1=0.1000$ | $S 6=0.1020$ | $\mathrm{D} 3=0.0874$ |
| :--- | :--- | :--- |
| $S 2=0.1000$ | $\mathrm{~S} 7=0.0020$ | $\mathrm{D} 4=0.0874$ |
| $S 3=0.1020$ | $\mathrm{~S} 8=0.1000$ | $\mathrm{D} 5=0.0874$ |
| $S 4=0.1020$ | $\mathrm{D} 1=2.0306$ | $\mathrm{D} 6=0.5000$ |
| $\mathrm{~S} 5=0.1020$ | $\mathrm{D} 2=0.5000$ | $\mathrm{D} 7=0.5000$ |



Figure 37. Ray Trace of Ions Focused (a) in Front, (b) at, and (c) Behind a Narrow Slit in an Eight Apertured Lens


Figure 38. Trajectory Analysis of an Eight Apertured Lens With a Center Electrode Potential of 7440 Volts and a Narrow 7th Slit


Figure 39. Trajectory Analysis of an Eight Apertured Lens With a Center Electrode Potential of 5952 Volts and a Narrow 7th Slit


Figure 40. Trajectory Analysis of an Eight Apertured Lens With a Center Electrode Potential of 4464 Volts and a Narrow 7th Slit
there must exist a linear relationship between the energy of the ions focused and the voltage on the "thick" electrodes. This relationship is illustrated in Figure 39 and Figure 40 where the potential on the "thick" electrodes is reduced to 5952 volts and 4464 volts respectively. The arrow in the figures indicates the required focal point for a linear relationship; i.e. $V($ center electrode) $/ V($ focus $)=1.0192$.

The final problem is to calculate the energy resolution of the combination $\Pi / 4 \sqrt{2}$ radial electrostatic analyzer followed by the linear electrostatic lens. The method used in calculation of trajectories restricted analysis of the three element electrostatic lens to the center $10 \%$. Fortunately, when two beams of ions with similar energy exit the radial electric sector, the width of the combined beam is only 0.139 cm (Chapter II); thus the analysis uses approximately 15\% of the combined beam in the calculated trajectories through the three element lens. The ions entering the Einzel lens have initial trajectories parallel to each other and perpendicular to the plane of each of the apertures. The ions entering the lens along the center line ( $\mathrm{x}=0.0$ ) experience no deflection regardless of their energy or the potential on the "thick" electrodes of the lens. The further off-axis an ion of a given energy enters the lens, the more deflection it experiences at the energy resolving slit. To obtain the energy resolution of the Einzel lens, the final $x$-coordinates at the seventh apertured plane were plotted as a function of the initial x-coordinates for various energy paraxial trajectories, Figure 41. Linear extrapolations were then made to the full beam width. The energy resolution calculated will serve only as an approximation to the true energy resolving power of the lens due to the uncertainty in the extrapolation beyond the data points.


Figure 41. Energy Discriminating Properties of an Eight-apertured Electrostatic Lens With a Narrow Seventh Slit

The calculations indicate that the energy resolution using the Einzel lens described would be approximately .13\% with a .0005 inch $\beta-s l i t$ and $.26 \%$ with a .002 inch $\beta$-slit and a $10 \%$ valley. No attempt has been made to optimize the energy resolution of the Einzel lens by changing geometries.

The energy resolution of the Mattauch-Herzog mass spectrometer without the $\beta$-slit modification was approximately $3-5 \%$. It has been shown that because of the poor energy resolution and sensitivity the instrument is limited as a research tool for the study of first field-free region metastable decompositions. Modification of the $\beta$-slit and insertion of an electron multiplier increased the energy resolution to $.6 \%$ while also increasing the detectibility and sensitivity of the instrument. Calculations have shown the feasibility of using an Einzel lens to further increase the energy resolution of the instrument while maintaining its utility as a general purpose mass spectrometer. The use of such a lens would give an energy dispersed intermediate energy image in the second field-free region at the $\beta$-slit and would thus circumvent the inherent low energy resolution associated with the Mattauch-Herzog geometry mass spectrometer by providing an independent adjustment of the aperture and energy bandwidth for Ion Kinetic Energy Spectra.
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APPENDIX A

NUMERICAL CALCULATION OF THE POTENTIAL
DISTRIBUTION IN À EIGHT

APERTURED PLANE LENS

## APPENDIX A

1<br>NUMERICAL CALCULATION OF POTENTIAL DISTRIBUTION<br>IN AN EIGHT APERTURED PLANE LENS

The region between the projections of the electrodes was mapped conformally on the positive imaginary half of the complex $w$-plane. The Schwarz-Christoffel transformation was used because of its general applicability to regions bounded by straight lines (52). For the calculations in Appendices $A$ and $B$, the variable names $a, b, c, \ldots, u$ (excluding $i-n)$ are attributed successively to the internal and infinite ends of the electrodes as indicated in Figure 42. The conformal mapping of the planar lens system from the complex $z-p l a n e(z=x+i y)$ to the complex $w-p l a n e(w=u+i v)$ was performed by the inverse of the function (47, 53)
$z=\int_{w_{0}}^{w} \frac{\left(x^{2}-a^{2}\right)\left(x^{2}-c^{2}\right)\left(x^{2}-e^{2}\right)\left(x^{2}-g^{2}\right)\left(x^{2}-o^{2}\right)\left(x^{2}-q^{2}\right)\left(x^{2}-s^{2}\right)\left(x^{2}-u^{2}\right)}{\left(x^{2}-b^{2}\right)\left(x^{2}-d^{2}\right)\left(x^{2}-f^{2}\right)\left(x^{2}-h^{2}\right)\left(x^{2}-p^{2}\right)\left(x^{2}-x^{2}\right)\left(x^{2}-t^{2}\right)} d x$

The function was decomposed into partial fractions; integrated, and the boundary conditions ware applied (48). The resulting equations contain the physical constants of the lens and the parameters governing the conformal mapping, Table V. From the nature of the problem the conformal mapping constants $a, b, c, \ldots, u$ are real and subject to the constraints $a>b>c>d>e>f>g>h>0>p>q>r>s>t>u$. The restrictions limit the solutions to one which is not obvious without further approximations.


Figure 42. Cross Section of Eight Element Lens System

TABLE V
EQUATIONS TO DETERMINE THE PARAMETERS GOVERNING THE CONFORMAL MAPPING

$$
\begin{aligned}
& r_{1}=\frac{\left(a^{2}-b^{2}\right)\left(b^{2}-c^{2}\right)\left(b^{2}-e^{2}\right)\left(b^{2}-g^{2}\right)\left(b^{2}-o^{2}\right)\left(b^{2}-q^{2}\right)\left(b^{2}-s^{2}\right)\left(b^{2}-u^{2}\right)}{2 b\left(b^{2}-d^{2}\right)\left(b^{2}-f^{2}\right)\left(b^{2}-h^{2}\right)\left(b^{2}-p^{2}\right)\left(b^{2}-r^{2}\right)\left(b^{2}-t^{2}\right) b^{2}} \\
& r_{2}=\frac{\left(a^{2}-d^{2}\right)\left(c^{2}-d^{2}\right)\left(d^{2}-e^{2}\right)\left(d^{2}-g^{2}\right)\left(d^{2}-o^{2}\right)\left(d^{2}-q^{2}\right)\left(d^{2}-s^{2}\right)\left(d^{2}-u^{2}\right)}{2 d\left(b^{2}-d^{2}\right)\left(d^{2}-f^{2}\right)\left(d^{2}-h^{2}\right)\left(d^{2}-p^{2}\right)\left(d^{2}-r^{2}\right)\left(d^{2}-t^{2}\right) d^{2}} \\
& r_{3}=\frac{\left(a^{2}-f^{2}\right)\left(c^{2}-f^{2}\right)\left(e^{2}-f^{2}\right)\left(f^{2}-g^{2}\right)\left(f^{2}-o^{2}\right)\left(f^{2}-q^{2}\right)\left(f^{2}-s^{2}\right)\left(f^{2}-u^{2}\right)}{2 f\left(b^{2}-f^{2}\right)\left(d^{2}-f^{2}\right)\left(f^{2}-h^{2}\right)\left(f^{2}-p^{2}\right)\left(f^{2}-r^{2}\right)\left(f^{2}-t^{2}\right) f^{2}} \\
& r_{4}=\frac{\left(a^{2}-h^{2}\right)\left(c^{2}-h^{2}\right)\left(e^{2}-h^{2}\right)\left(g^{2}-h^{2}\right)\left(h^{2}-o^{2}\right)\left(h^{2}-q^{2}\right)\left(h^{2}-s^{2}\right) \cdot\left(h^{2}-u^{2}\right)}{2 h\left(b^{2}-h^{2}\right)\left(d^{2}-h^{2}\right)\left(f^{2}-h^{2}\right)\left(h^{2}-p^{2}\right)\left(h^{2}-r^{2}\right)\left(h^{2}-t^{2}\right) h^{2}} \\
& r_{5}=\frac{\left(a^{2}-p^{2}\right)\left(c^{2}-p^{2}\right)\left(e^{2}-p^{2}\right)\left(g^{2}-p^{2}\right)\left(o^{2}-p^{2}\right)\left(p^{2}-q^{2}\right)\left(p^{2}-s^{2}\right)\left(p^{2}-u^{2}\right)}{2 p\left(b^{2}-p^{2}\right)\left(d^{2}-p^{2}\right)\left(f^{2}-p^{2}\right)\left(h^{2}-p^{2}\right)\left(p^{2}-r^{2}\right)\left(p^{2}-t^{2}\right) p^{2}} \\
& r_{6}=\frac{\left(a^{2}-r^{2}\right)\left(c^{2}-r^{2}\right)\left(e^{2}-r^{2}\right)\left(g^{2}-r^{2}\right)\left(o^{2}-r^{2}\right)\left(q^{2}-r^{2}\right)\left(r^{2}-s^{2}\right)\left(r^{2}-u^{2}\right)}{2 r\left(b^{2}-r^{2}\right)\left(d^{2}-r^{2}\right)\left(f^{2}-r^{2}\right)\left(h^{2}-r^{2}\right)\left(p^{2}-r^{2}\right)\left(r^{2}-t^{2}\right) r^{2}} \\
& r_{7}=\frac{\left(a^{2}-t^{2}\right)\left(c^{2}-t^{2}\right)\left(e^{2}-t^{2}\right)\left(g^{2}-t^{2}\right)\left(o^{2}-t^{2}\right)\left(q^{2}-t^{2}\right)\left(s^{2}-t^{2}\right)\left(t^{2}-u^{2}\right)}{2 t\left(b^{2}-t^{2}\right)\left(d^{2}-t^{2}\right)\left(f^{2}-t^{2}\right)\left(h^{2}-t^{2}\right)\left(p^{2}-t^{2}\right)\left(r^{2}-t^{2}\right) t^{2}} \\
& s_{1}=a+r_{1} \ln \frac{a+b}{a-b}+r_{2} \ln \frac{a+d}{a-d}+r_{3} \ln \frac{a+f}{a-f}+r_{4} \ln \frac{a+h}{a-h}+r_{5} \ln \frac{a+p}{a-p}+r_{6} \ln \frac{a+r}{a-r}+r_{7} \ln \frac{a+t}{a-t}+\frac{a c^{2} e^{2} g^{2} o^{2} q^{2} s^{2} u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}}
\end{aligned}
$$

## TABLE V (Continued)

$$
\begin{aligned}
& s_{2}=c+r_{1} \ln \frac{b+e}{b-e}+r_{2} \ln \frac{c+d}{c-d}+r_{3} \ln \frac{c+f}{c-f}+r_{4} \ln \frac{c+h}{c-h}+r_{5} \ln \frac{c+p}{c-p}+r_{6} \ln \frac{c+r}{c-r}+r_{7} \ln \frac{c+t}{c-t}+\frac{a^{2} c e^{2} g^{2} o^{2} q^{2} s^{2} u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}} \\
& s_{3}=e+r_{1} \ln \frac{b+e}{b-e}+r_{2} \ln \frac{d+e}{d-e}+r_{3} \ln \frac{e+f}{e-f}+r_{4} \ln \frac{e+h}{e-h}+r_{5} \ln \frac{e+p}{e-p}+r_{6} \ln \frac{e+r}{e-r}+r_{7} \ln \frac{e+t}{e-t}+\frac{a^{2} c^{2} e q^{2} o^{2} q^{2} s^{2} u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}} \\
& s_{4}=g+r_{1} \ln \frac{b+g}{b-g}+r_{2} \ln \frac{d+g}{d-g}+r_{3} \ln \frac{f+g}{f-g}+r_{4} \ln \frac{g+h}{g-h}+r_{5} \ln \frac{g+p}{g-r}+r_{6} \ln \frac{g+r}{g-r}+r_{7} \ln \frac{g+t}{g-t}+\frac{a^{2} c^{2} e^{2} g o^{2} q^{2} s^{2} u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}} \\
& s_{5}=o+r_{1} \ln \frac{b+o}{b-o}+r_{2} \ln \frac{d+o}{d-o}+r_{3} \ln \frac{f+o}{f-o}+r_{4} \ln \frac{h+o}{h-o}+r_{5} \ln \frac{o+p}{o-p}+r_{6} \ln \frac{o+r}{o-r}+r_{7} \ln \frac{o+t}{o-t}+\frac{a^{2} c^{2} e^{2} g^{2} o q^{2} s^{2} u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}} \\
& s_{6}=q+r_{1} \ln \frac{b+q}{b-q}+r_{2} \ln \frac{d+q}{d-q}+r_{3} \ln \frac{f+q}{f-q}+r_{4} \ln \frac{h+q}{h-q}+r_{5} \ln \frac{p+q}{p-q}+r_{6} \ln \frac{q+r}{q-r}+r_{7} \ln \frac{q+t}{q-t}+\frac{a^{2} c^{2} e^{2} g^{2} o^{2} q s^{2} u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}} \\
& s_{7}=s+r_{1} \ln \frac{b+s}{b-s}+r_{2} \ln \frac{d+s}{d-s}+r_{3} \ln \frac{f+s}{f-s}+r_{4} \ln \frac{h+s}{h-s}+r_{5} \ln \frac{p+s}{p-s}+r_{6} \ln \frac{r+s}{r-s}+r_{7} \ln \frac{s+t}{s-t}+\frac{a^{2} c^{2} e^{2} g^{2} o^{2} q^{2} s u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}} \\
& s_{8}=u+r_{1} \ln \frac{b+u}{b-u}+r_{2} \ln \frac{d+u}{d-u}+r_{3} \ln \frac{f+u}{f-u}+r_{4} \ln \frac{h+u}{h-u}+r_{5} \ln \frac{p+u}{p-u}+r_{6} \ln \frac{r+u}{r-u}+r_{7} \ln \frac{t+u}{t-u}+\frac{a^{2} c^{2} e^{2} g^{2} o^{2} q^{2} s^{2} u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}}
\end{aligned}
$$

## Part I - The Transformation Constants

Boerboom (47) has introduced a general method for obtaining the transformation constants for linear electrostatic lens systems where all slit dimensions are smaller than the distances between successive apertured planes $\left(\frac{1}{4} \pi r_{\#}>2 s_{\#}\right.$, Figure 42). Although this was not the case for the lenses in the present study, the approximation will serve as a basis for procedures to obtain the transformation constants. Subject to the constraint $\frac{1}{4} \pi r_{\#}>2 s_{\#}, a^{2} \gg b^{2} \gg c^{2} \gg e t c$; therefore, $a \gg c \gg$ $e \gg g \gg 0 \gg q \gg s \gg u$ and likewise $b \gg d \gg g \gg h \gg p \gg r \gg t$. Using the series expansion

$$
\begin{equation*}
\ln \frac{a+b}{a-b}=2 \frac{b}{a}\left\{1+\frac{1}{3} \frac{b^{2}}{a^{2}}+\frac{1}{5} \frac{b^{4}}{a^{4}}+\cdots\right\} \quad(b<a) \tag{A-2}
\end{equation*}
$$

and neglecting terms of order higher than one, the following equations clearly follow from Table V.

$$
\begin{array}{ll}
a+2 r_{1}\left(\frac{b}{a}\right)=s_{1} & (A-3) \\
2 r_{1}\left(\frac{c}{b}\right)+2 r_{2}\left(\frac{d}{c}\right)=s_{2}(A-4) & r_{1}=\frac{a^{2}}{2 b} \\
2 r_{2}\left(\frac{e}{d}\right)+2 r_{3}\left(\frac{f}{e}\right)=s_{3} & (A-5) \\
2 r_{3}\left(\frac{g}{f}\right)+2 r_{4}\left(\frac{h}{g}\right)=s_{4} & (A-6) \\
2 r_{4}\left(\frac{o}{h}\right)+2 r_{5}\left(\frac{p}{o}\right)=s_{5} & (A-7) \\
2 r_{5}\left(\frac{q}{p}\right)+2 r_{6}\left(\frac{r}{q}\right)=s_{6} & =\frac{r_{2} e^{2}}{d f} \\
2 r_{6}\left(\frac{s}{r}\right)+2 r_{7}\left(\frac{t}{s}\right)=s_{7} & (A-8) \\
(A-9) & r_{4}=\frac{r_{3} g^{2}}{f h} \\
r_{5} & =\frac{r_{4} o^{2}}{h p}  \tag{A-17}\\
r_{6} & =\frac{r_{5} q^{2}}{p r}
\end{array}
$$

$$
\begin{equation*}
2 r_{7}\left(\frac{u}{t}\right)+\frac{a^{2} c^{2} e^{2} g^{2} o^{2} q^{2} s^{2} u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}} \tag{A-10}
\end{equation*}
$$

The approximate equations $(A-3)-(A-17)$ were solved to obtain expressions for the transformation constants, Table VI. Equations (A-5) -(A-17) were made exact by adding the terms ignored when Equation (A-2) was used to approximate the solutions. For example, Equation ( $A-3$ ) was re-written
$a+2 r_{1}\left(\frac{b}{a}\right)=s_{1}-\left(r_{1} \ln \frac{a+b}{a-b}-2 r_{1}\left(\frac{b}{a}\right)\right)-r_{2} \ln \frac{a+d}{a-d}-r_{3} \ln \frac{a+f}{a-f}-r_{4} \ln \frac{a+h}{a-h}-$

$$
r_{5} \ln \frac{a+p}{a-p}-r_{6} \ln \frac{a+r}{a-r}-r_{7} \ln \frac{a+t}{a-t}-\frac{a c^{2} e^{2} g^{2} o^{2} q^{2} s^{2} u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}} \quad(A-3 a)
$$

To avoid repetition, the exact presentation of Equations (A-3a) -(A-17a) are listed in Appendix B, Program 2, Subroutine CONMP8, Statements \#0112 - \#0126. The values generated for $\mathrm{Sll}, \mathrm{S} 22, \ldots, \mathrm{~S} 88, \mathrm{Rll}, \ldots$, R77 were used to replace $s_{1}, s_{2}, \ldots, s_{8}, r_{1}, \ldots, r_{7}$ respectively in Equations $(A-3)-(A-17)$. The new equations were solved for the transformation constants $a, b, c, \ldots, u$ in terms of $S 11, S 22, \ldots, S 88, R 11, \ldots, R 77$ and $s_{1}, s_{2}, \ldots, s_{8}, r_{1}, \ldots, r_{7}$. The equations are given in Appendix $B$, program 2, Subroutine CONMP8, statements \#0143-\#0157. The variable names in the computer program $A 1, B 1, \ldots, R B l, S B l, \ldots, U l$ correspond to the transformation constants $a, b, \ldots, r, s, \ldots, u$.

The new values of the constants were substituted into the exact equations (Appendix B, Program 2, Subroutine CONMP8, Statements 0112 0126 ) to generate new values for $S 11, \ldots, S 88, R 11, \ldots, R 77$ which were in turn used to calculate better values for the transformation constants

## TABLE VI

SOLUTIONS TO APPROXIMATE EQUATIONS (A-3)-(A-17)
$\mathrm{a}=\frac{\mathrm{S}_{1}}{2}$
$\mathrm{b}=\frac{\mathrm{s}_{1}^{2}}{2^{3} r_{1}}$
$q=\frac{s_{6} s_{5}^{2} s_{4}^{2} s_{3}^{2} s_{2}^{2} s_{1}^{2}}{2^{21} r_{5}^{2} r_{4}^{2} r_{3}^{2} r_{2}^{2} r^{2}}$
$c=\frac{s_{2} s_{1}^{2}}{2^{5} r_{1}^{2}}$
$r=\frac{s_{6}^{2} s_{5}^{2} s_{4}^{2} s_{3}^{2} s_{2}^{2} s_{1}^{2}}{2^{23} r_{6} r_{5}{ }^{2} r_{4}{ }_{4} r_{3}{ }^{2} r^{2}{ }_{2} r^{2}}$
$\mathrm{d}=\frac{\mathrm{s}_{2}^{2} s_{1}^{2}}{2^{7} r_{2} r^{2}{ }_{1}}$
$s=\frac{s_{7} s_{6}^{2} s_{5}^{2} s_{4}^{2} s_{3}^{2} s_{2}^{2} s_{1}^{2}}{2^{25} r_{6}^{2} r_{5}^{2} r_{4}^{2} r_{3}^{2} r_{2}^{2} r_{1}^{2}}$
$t=\frac{s_{7}^{2} s_{6}^{2} s_{5}^{2} s_{4}^{2} s_{3}^{2} s_{2}^{2} s_{1}^{2}}{2^{27} r_{7} r_{6}^{2} r_{5}^{2} r_{4}^{2} r_{3}^{2} r^{2} r_{2}^{2}{ }^{2}}$
$e=\frac{s_{3} s_{2}^{2} s_{1}^{2}}{2^{9} r_{2}^{2} r_{1}^{2}}$
$u=\frac{s_{8} s_{7}^{2} s_{6}^{2} s_{5}^{2} s_{4}^{2} s_{3}^{2} s_{2}^{2} s_{1}^{2}}{2^{2{ }^{2}} r_{7}^{2} r_{6}^{2} r_{5}^{2} r_{4}^{2} r_{3}^{2} r_{2}^{2} r_{1}^{2}}$
$f=\frac{s_{3}^{2} s_{2}^{2} s_{1}^{2}}{2^{11} r_{3} r_{2}^{2} r_{1}^{2}}$
$g=\frac{s_{4} s_{3}^{2} s_{2}^{2} s_{1}^{2}}{2^{13} r_{3}^{2} r_{2}^{2} r_{1}^{2}}$
$h=\frac{s_{4}^{2} s_{3}^{2} s_{2}^{2} s_{1}^{2}}{2^{15} r_{4} r_{3}^{2} r_{2}^{2} r^{2}}$
$0=\frac{s_{5} s_{4}^{2} s_{3}^{2} s_{2}^{2} s_{1}^{2}}{2^{17} r_{4}^{2} r_{3}^{2} r_{2}^{2} r_{2}^{2}}$
$p=\frac{s_{5}^{2} s_{4}^{2} s_{3}^{2} s_{2}^{2} s_{1}^{2}}{2^{19} r_{5} r_{4}^{2} r_{3}^{2} r^{2} r^{2} r_{1}^{2}}$
(Program 2, Subroutine CONMP8, Statements 0143-0157). The iteration process was terminated when two successive values of e differed by less than $10^{-9}$. In general convergence is within a few iterations; however, for certain lens geometries successive values of the transformation constants oscillated with increasing divergence about their respective true values. Wallington (46) found that by employing an additional sequence to the iteration scheme the oscillation could be damped. The modified procedure was to carry out the first two iterations in the normal manner, and for the third iteration to use as the latest values the mean of the values generated in the previous two iterations. The fourth iteration was carried out normally using the values from the third iteration, but the fifth used the mean of the third and fourth iterations. By use of this weighting procedure, convergence was obtained within 30 iterations for all lens geometries studied.

Up to this point lenses have been considered in which slit dimensions were smaller than the distances between successive apertured planes. In lens systems where the slit dimensions are large compared to distances between successive apertures, Wallington (46) and Boerboom (53) have developed special mathematical procedures for approximating and refining the transformation constants. Although these procedures are general, for large lens systems (over 3 or 4 electrode pairs) the mathematics becomes extensive. It was therefore decided to develop a simplier procedure which would be generally applicable. The procedure was to first obtain the transformation constants for a lens which had the proper slit widths and reasonably large spacing between adjacent slits (i.e. $\frac{1}{4} \pi r_{\#}>2 s_{\#}$ ). For this system Equations (A-3) - (A-17) were applicable; so approximate, then exact solutions were possible. The
lens system was then changed slightly by decreasing the distances between apertured planes. Approximate solutions were not obtained for this second lens but rather the more accurate solutions from the previous lens were used as approximate solutions. The transformation constants were refined by iterations with the more exact equations (Program 2, Subroutine CONMP8, Statements 112 - 126) until constant values were obtained. A third lens was then considered in which the distances between adjacent planes was further decreased. The approximate transformation constants for the third lens were the exact values from the second lens. This procedure was repeated until the desired lens geometry was obtained.

## Part II - Determination of Potentials in <br> the Lens System

The central axis of the lens system coincides with the imaginary axis in both the $z$-plane and the w-plane. The equation which couples points on one imaginary axis to those on the other was obtained from Equation (A-1)(47).

$$
\begin{align*}
y= & v+2 r_{1} \tan ^{-1} \frac{v}{b}+2 r_{2} \tan ^{-1} \frac{v}{d}+2 r_{3} \tan ^{-1} \frac{v}{f}+2 r_{4} \tan ^{-1} \frac{v}{h}+2 r_{5} \tan ^{-1} \\
& \frac{v}{p}+2 r_{6} \tan ^{-1} \frac{v}{r}+2 r_{7} \tan ^{-1} \frac{v}{t}-\frac{a^{2} c^{2} e^{2} g^{2} o^{2} q^{2} s^{2} u^{2}}{b^{2} d^{2} f^{2} h^{2} p^{2} r^{2} t^{2}} / v \tag{A-18}
\end{align*}
$$

where $r_{1}, \ldots, r_{7}$ and $a, b, \ldots, u$ correspond to the distances between apertured planes and the conformal mapping constants respectively, Figure 42. Equation ( $A-18$ ) was solved iteratively for $\underline{v}$ at specified $\underline{y}$ positions along the imaginary axis in the $z$-plane. The total potential acting at
the $y$-coordinate is the sum of the contributions of each individual electrode and in the case of symmetric potentials, each electrode pair.

$$
\begin{equation*}
v_{\text {total }}={ }_{i=1}^{8} V_{i}^{\prime} \tag{A-19}
\end{equation*}
$$

where,

$$
\begin{aligned}
& v_{1}^{\prime}=\frac{2 v_{1}}{\pi} \tan ^{-1} \frac{v}{b} \\
& v_{2}^{\prime}=\frac{2 v_{2}}{\pi}\left(\tan ^{-1} \frac{v}{d}-\tan ^{-1} \frac{v}{b}\right) \\
& v_{3}^{\prime}=\frac{2 v_{3}}{\pi}\left(\tan ^{-1} \frac{v}{f}-\tan ^{-1} \frac{v}{d}\right) \\
& v_{4}^{\prime}=\frac{2 v_{4}}{\pi}\left(\tan ^{-1} \frac{v}{h}-\tan ^{-1} \frac{v}{f}\right) \\
& v_{5}^{\prime}=\frac{2 v_{5}}{\pi}\left(\tan ^{-1} \frac{v}{p}-\tan ^{-1} \frac{v}{h}\right) \\
& v_{6}^{\prime}=\frac{2 v_{6}}{\pi}\left(\tan ^{-1} \frac{v}{r}-\tan ^{-1} \frac{v}{p}\right) \\
& v_{7}^{\prime}=\frac{2 v_{7}}{\pi}\left(\tan ^{-1} \frac{v}{t}-\tan ^{-1} \frac{v}{r}\right) \\
& v_{8}^{\prime}=\frac{2 v_{8}}{\pi}\left(\frac{\pi}{2}-\tan ^{-1} \frac{v}{t}\right)
\end{aligned}
$$

and $v_{1}, v_{2}, \ldots, v_{8}$ are the potentials on each electrode pair. The potentials at off-axis points were calculated with Equation (IV-5). The necessary first, second, third, and fourth derivatives of
the potential required by Equations (IV-5) - (IV-7) are calculated in subroutines 'FSTPOT', 'SNDPOT', 'TRDPOT', and 'FRHPOT' respectively (Program 3, Appendix B).

PLEASE NOTE:
Appendix B has extremely small print. Filmed in the best possible way. UNIVERSITY MICROFILMS.

APPENDIX B

COMPUTER PROGRAMS

```
** * program *1 ***
ion trajectory calculations through a 31.8 Degree electrostatic sector
    O
    THE CALCulation starts with the ion at the final (adjustable,
    \,
    IN
    AVD THE FJRCES ACTING ON THE ION NEW VELOCITIES ARE CALCULATED
    TERMINATION OFT,
```




```
    A MESSAGE INDICATING WHY PROGRAM WUS CONS TERINTS DF ALL INPUT DATM
    M,
CALCULATED PROGRAM VARIABLE NAMES
    W= TOTAL VELOCITY OF THE ION IN THE FIRST FIELD-FREE REGION (CM/SEC)
    VX = X-COMPONENT OF VELOCITY OF THE ION IN THE FIRST FIELD
    vY = Y-COMPONENT OF VELOCITY OE ION IN THE FIRST FIELD-
    T = TIME TO TRAVERSETHE FIRST FIELD-FREE REGION,SSEC
        Y-POSITION OF THE PARTIILE AT TE ENRANE O THE ELECTRIC \
        SIELD-FREE REGION. THEN to the vertex of the electrostat
    R= RADIAL DISPLACEMENT DF ION IN THE ELECTRIC SECTOR (CM)
    IN ELEC
    THETA =ANGULAR POSITION OF THE PARTICLE AT ANY TTME (RADIANS)
    VR= DIRECTIONFCM/SECO IN SLECTRIC SECTOR IN THE RADIAL
    AA = ELECTROSTATIC FORCE ACTING ON THE ION in the Electric
    MB = CENPIPETAL FORCE OFTHEIONINTHE ELECTRIC SECTOR (ERGS),
    FNET=NET FORCE ACTING ONTHE ION IN THE ELECTRIC SECTOR
```



```
    VY2= ELFCTRLT SECTOR ICM/SEC)
    XKEX2 ELEETRIC SECTOR (CM/SEC), THE ION AFTER LEAVING THE
    XKEX2 = KINETIC ENERY OF THE ION IN X-DIRECTION AFTER LEAVING
    xKEY2 = THE ELECTRIC SECTOR (VOLTS)
VARIables for a given run
    ABLES FOR A GIVEN RUN 
```

AMU $=$ MASS OF ION (AMU)
YISS
ase Keko taken as Cent in ion surce slit
XKE = KINETIC ENERGY OF ION - ACTUally accelerating
ESP = ELECTRIC SECTOR POTENTIAL, POSITIVE PLATE WITH RESPECT

inst Rument and physical constants
XTHETA = ELFCTRIC SECTOR CURVATURE = (PI/(4*SORT(2)) RADIANS) R1 $=$ RADIUS TO INNER ELECRIC SECTER PIATE (CM)
R2 $=$ RADIUS TO OUTER ELECTRIC SECTOR PLATE (CM)


 $\mathrm{E}=\mathrm{EL}$ ECTRON CHAR GE $=1$ I $60201917 \mathrm{E}-19$ COUL.
ONE AMU $=1.66043 \mathrm{E}-24 \mathrm{GRAMS}$

$\operatorname{SORT}(x)=\operatorname{DORT}(x)$
$\operatorname{SIN}(x)=0 \operatorname{Sin}(x)$
$\cos (x)=\operatorname{DCOS}(x)$
$\operatorname{ALOG}(x)=\operatorname{DLOG}(x)$
$\operatorname{ARSIN(x)}=\operatorname{DARS} \operatorname{IN}(x)$
ESP $=372$
DO $69 \mathrm{LL}=1,3$
ALPHA $=-0004$
ALPHA $=-000044$
DO $1110=1,3$
XKE
XKE $=75250$,
$00112 J j=1,3$
variables for this run

INSTRUMENT AND Physical constants
$A E=64 D$
XTHETA $=.555360367$

| $\mathrm{SEL}=.04064$ |
| :--- |
| $S E 0=.15240$ |
|  |
| 1 |

$\mathrm{XLE}=A \mathrm{E} / \mathrm{SORT} T 12.00001$
$\mathrm{RI}=62.40615$
$\mathrm{R} 1=62.40615$
$\mathrm{R} 2=65.59385$
c
CONVERSIONS AND OTHER USEFUL QUANTITIES
XMASS $=A M U *(1.660430-24)$
$T A E T A=0.0$
$A B B=A E+S E 0 / 2$.
$A$

| C029 | c | initinlization of variables to lero |
| :---: | :---: | :---: |
| c029 |  | vx2 $=0.0$ |
| 0031 |  | XKEX2 $=0.0$ |
| 0032 |  | XKEY2=0.0 |
| 0033 |  | $\mathrm{x}=0.0$ |
| ${ }^{0} 034$ |  | $\boldsymbol{Y}=0.0$ |
| 0035 |  | $\mathrm{R}=0.0$ |
| 0036 |  | $1=0$ |
|  | ${ }^{\text {c }}$ | velocity of ion |
| 0037 |  | $V=$ SORT(I 2.0 OO*E*XKE*1.00 071/XMASS) |
|  | ${ }_{c}^{\text {c }}$ | COMPDNENT OF VELTCITY IN $x$ AND Y DIRECTIONS |
| 00330039 |  | $v x=v * C O S(A L P H A) ~$ |
|  |  | $v Y=v * S I N(A L P H A) ~$ |
|  | c |  |
| 0040 | c | $T=X L E / V X$ |
|  | ${ }_{c}^{\text {c }}$ | pasition of ion at electric sectir |
| co4 ${ }^{2}$ |  |  |
| 0042 |  | $\mathrm{x}=\mathrm{xLE}$ - |
|  | ${ }_{c}$ | check to see if ion will enter electric sector |
| 0043 |  |  |
| 0044 |  | If( Y -sE1/2)2,2,4 |
| 0045 |  | $1 F(Y+S E 1 / 2)$ 4,2, |
| 0046 |  | WRI TE 16.51 |
| $\begin{aligned} & 0047 \\ & 0048 \end{aligned}$ |  | formatilh ,'ion failed to make entrance to electric sectoral GO TO 121 |
|  | c |  |
| 0049 |  | $\mathrm{C}=0.0 \mathrm{hange} \mathrm{origin} \mathrm{to} \mathrm{vertex} \mathrm{of} \mathrm{electric} \mathrm{sector}$ |
| 00490050 |  | $x=0.0$ $Y=A E+Y$ |
|  | ${ }^{\text {c }}$ |  |
| 0051 |  | e electric field in electrostatic sector |
| 205? |  | XK1=(ESP1-ESP)/ALOG(R2/R1) |
|  | c |  |
|  | c | ${ }_{R=\gamma}{ }^{\text {Change to Cylinderical coordinates }}$ |
| 0054 |  | vtheta $=\mathrm{V}$ //R |
| 0055 |  | $\mathrm{VR}=\mathrm{vr}$ |
| 3056 |  | $E R=X K 1 / R$ |
| 0057 |  | $1=1+1$ |
|  | c |  |
| 0058 |  | $A A=E * E R * 1.0007$ |
| 0059 |  | B8 = XMA SS*P*VTHETA*VTHETA |
| 3067 |  | FNET $=A$ A +BB |
|  | c |  |
| 3361 | c | NEW RADIAL IDN VELOCITY <br> VR=(FNET*DT)/XMASS+VR |
|  |  |  |
|  | c. | POSITION DF ION AFTER TIME INTERVAL DT |
| 0063 |  |  |



SUBROUTNE CONMP $(\times 01, \times 02, X 03, \times 04, \times 05, X 06, \times D 7,2)$
COMMON PI,, , $, C, D, E, F, G, H, O, P, Q, R, S, T, U, X S 1, X S 2, X S 3, X S 4, X S 5, X S 6$
 $A B S(x)=D A B S(x)$
$A L O G(x)=D L O G(x)$
WR1TE 6,5$) \times 51, \times 52, \times 53, \times 54, \times 55, \times 56, \times 57, \times 58, \times D 1, \times D 2, \times D 3, \times D 4, \times D 5, \times 06$,


 $5 \cdot 05=1, F 7.41,1,5 x \cdot 06=1, F 7,4,1,5 x, 07=4, F 7.41$
If "IFLAG=1" THE SUBROUTINE does not calcueate ap proximate IF HFLAG=1" THE SUBROUT INE DOES NOT CALCUEATE AP PROXIMATE
TRASFOMATON CONSTANTS. THE MUT ALREAO EXIST IN MEMORY -
EITHER FROM THE PREVIOUS GEOMETRY OR READ IN VIA THE MAIN $A \mathrm{~A}=0$
$\mathrm{~N}=0$


c
c

 $3-S * S)) *(B * B /(B * B-U * U))+B / 2$ ( R22 2 R2*(C*C/(C*C-D*D) $) *((B * B-D * D) /(B * B H) *((D * D-F * F) /(0 * D-E * E)) *(10$ C $\quad 3 * D-T * T) /(D * D-S * S)) *(D * D /(D * D-U * U))+(D * C * C) /(2 * B * B)$

 4E/(0*01)
R44=R.4*(C*C)(C*C-H*H))*( (B*B-H*H)/(B*B))*(E*E/(E*E-H*H))*(CD*D-H*H


 ( $)+(P * C * C /(2 * B * B)) *(E * E /(D * D)) *(G * G /(F * F)) *(0 * 0 /(H * H))$









웅웅

$\mathrm{Hl}=61 * V \mathrm{~V}^{2}$
$01=\mathrm{H} * \mathrm{VVB}$
01 $01=\mathrm{HH} * \mathrm{VV8}$
$\mathrm{pl}=01 * \mathrm{VV}$
$01=\mathrm{P}_{1} * \mathrm{VV} 10$


$\mathrm{Ul}=\mathrm{Tl} 2 * V \mathrm{~V}$
$\mathrm{JF} L \mathrm{AGGI}$
$J F L A G=1$
DIF $A B S A A-E 1)$
IF(DIF.GA-2) GO TO 20
$\begin{aligned} & A=A 1 \\ & B=B 1 \\ & C=C 1 \\ & D=D 1\end{aligned}$


20N Revind
201


-
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20 K




from the conformal map program the following constants here obtained $A=.50024747285230-01$
$B=19308626358800-02$
$C=., 7702$
$B=.193008626358800-02$
$C=.750283723969140-04$
$D=.11354448732450-04$
$D=113548487324450-04$
$E=0189247324922000-05$
$F=-101214725095590-05$
$G=564942727950-06$
$H=-318532845$
$H=.31856328547029 \mathrm{D}-06$
$0=179636240229680-0$
$P=12002791078818800-00$
$0=.536573067272460-07$



$c$
$c$
$c$
US ING CONFORMAL TRANSF ORMATION MAPP ING CONSTANTS THE PHYSICAL
CONSTANTS OF THE






 RRS $(1)(A * A-P * P) /(-2 * P)) *((C * C-P * P) /(B * B-P * P)) *((E * E-P * P) /(D * D-P * P)) *$
$2((G *-P *) /(F * F P * P) *(0 * 0-P * P)(H * H-P * P)) *(P * P-Q * Q) /(P * P-R * R)) *$


3( (R*R-S*S)/(R*R-T*T) $) *(R * R-U * U) /(R * R)$
 $2(1 G * G T * T)(F * F-T * T)) *(10 * 0-T * T) /(H * H-T *$
$3(1)=5-T * T) /(R * R-T * T) *(T * T-U * U) /(T * T)$
$R 1=R R 1$ R $1=$ RR1
R2 $2=R 22$

RGORR6
R $7 \times R \mathrm{RR} 7$



S
1)
R


| $\mathrm{SS} 3=E+R 1 * A L O G((B+E) /(B-E))+R 2 * A L O G((D+E) /(D-E))+R 3 * A L O G((E+F) /(E-F)$ |
| :---: |

$21+R 4 * A L O G(E+H)(E-H))+R 5 * A L O G(1 E+P) /(E-P))+R G * A L O G(E+R) /(E-R) /$
*H) ) $(0 * Q /(P * P)$ E-T) $)+(A * A /(B * B)) *(C * C /(D * D)) *(E * G * G(F * F)) *(0 * 0 /(H$



$S S 5=0+R 1 * A L O G(18+0) /(8-0))+R 2 * A L O G(1(0+0) /(D-0))+R 3 * A L O G(1 F+0) /(F-0$
$21)+R 4 * L O G(H+0) /(H-01)+R 5 * A L O G(10+P) /(0-P))+R 6 * A L O G(10+R) / 10-R 1)+$









)*( $0 * 0 /(P * P)$ ) $(0 * Q /(R * R)) *(S * S * U /(T * T))$
$R R 1=R R 1 * P$
$R R 2=R R 2 * P$
$R R 3=R R 3 * P$
$R 2$


RRG $=$ RR $6 * P$ P
RR 7 PRR $7 * P$
WRITEL6,691SS1,SS2,SS3,SS4,SS5,SS6,SS7,SS8,RR1,RR2,RR3,RR4,RR5


$R 2=R R 2 / P I$
$R 3=R R 3 / P I$


0006
subroutine func (x,y,val)

## SUBROUTINE FIND (Y,TOL,ROOT, BOMB) <br>  <br>    PFUNC. CHNGE SIGN. ITF NO POSITIVE ROOT IS FOUNC THE PROGRAM REEURNS A FLAG UBOMB INOICATING TO THE MAIN PROGRAM THAT THE RANGE OF SEARCH WAS NOT LARGE ENOUGH.







$$
\begin{aligned}
& \text { RETUR } \\
& \text { END }
\end{aligned}
$$



$S 1 G N(X, Y)=D S 1 G N(A)$
$A B S(X)=D A B S(X)$
${ }^{\mathrm{c}} \mathrm{c}$
$\underset{x=1}{\text { Starting point in search of root }}$


2 CALL
FUNC
DO
$x=x=10$
$x=2,40$
$x=x=1$
CALL

IFICHANGE NE.TRYi
$\times 1=\times 2$

${ }_{c}^{c}$
these
$x=-1, e-20$
statements executed oniy if no pesitive root is found
$x=-1,-E-2$
$17 L A G=1$
60
302
$3 \begin{aligned} & 60102 \\ & x=-1 . E-9 \\ & x=-1 . E-9\end{aligned}$
CALL $\operatorname{FUNC}(X, Y, T R Y 1)$
$x=1.5 \mathrm{E}-9$
$\mathrm{x}=1.5 \mathrm{E}-9$
CALL FINC(X,Y,TRY2)
CHANGES IGN(TMY)



$c$
$c$
$c$

```
Suroutine smopot rroot
M SurROUTINE & SNOPOT' CALCULATES THE SECOND DERIVATIVE OF THE potentia
IMPLICIT REAL*B (A-H,O-Z)
    COMNONP,
    M,
    M,
    5SVY22,SVY23, SVY24, SVY25,SVY26,SVY27,TVY3, FVY33, TVY34, FVY35,TVY36,
    FVR46, FVR4T,FVY42,FVY4,FVR44,FVY45,FVY4,FFFY47,FYR4,FRY4,TOTALV,
    TAL4,ZB, ZD, LF,ZH,ZP,ZR,ZT
            SECOND DERIVATIVE OF THE POTENIIAL WITH RESPECT TO THE ROOT,R,
SVR22 = =2*(-1(4/PI)**RAOT)/(2T**T)+(14/PI)*R*ROON)/(2R*2R))
SVR23
    SVR20 *00*(-(14/P)**F*ROOT/(I2F*2F)+(14/P1)*O*RONT)/(20*D)
    SECOND DERIVAIIVE of the Y-ccordinate with respect to the
    SYR2 =-(4*R1*B*ROOT)/(2B*ZB)-(4*R2*D*ROT)/(ZO*2D)-(4*R 3*F*ROON)
    /(ZR*IR)-(4*RT*T*ROOT)/(ZT*LT)-2*XNESS/(ROOT**3)
        S second derivative of the r-ccordinate with respect to the root,r,
    SYRY #SOMRZ *DROY
    second derivative of the root,r, with respect to the y-coordinate
    SQUARED(MOYD*OYOR)
        second derivative of the potential with respect to the r-coorbinate
        SOUARED FOR ELECT RODE PAIRS *2-*T
    SVY23=OVOR3*SRY2+SVR 23*DROY*ORD
    SVY24= DODR4SRRY+SV24**RDY**RDY
    SVY25=DVDR5*SRY2+SVR 25*DRDY*DROY
SUBROUTINE SNDPOT (ROOT
SUBROUTINE - SNOPOT' CALCulates the second derivative of the potential
COMLICIT REAL*8 (A-H, O-Z
```



```
        TOTALL2SVVY22+SVY23+SVY24+SVY25+SVY26+SVY27
    MOTAL2
```

subroutine trdpot croots
Subroutine itropot' calculates the third qerivative of the potential
with respect to the $\gamma$-coordinate (L-plane).

 2NV
3OVRR4, OVOR5, OVORR

















thiro derivative of the potential with respect to the r-coordinate



TVY36=DVDRGTRY
TVY 37 ODVORT*TRY
TOT N CONTRIBUTION OF ELECTROEE PAIRS *2-A7 TO THE THIRD DERIVATIVE
OF THE POTENTIAL WITH RESPECT TO THE
 TJTAL
RETUR
END

SUBROUTINE FRHPOT (ROOT)
hith respect to the f-coordinate (z-plane fourth derivative of the potential
IMPLICIT REAL*B ( $A-H, 0-2$ )


 TFVR46, FVR47, FVY42, FVY43,FVY44,FVY4, FVY, FVR
gourth derivitive of the potential with respect to the root, r, to the







the fourth pourre of ṭhe y-coordinate hith respect to the root,r, to



$\mathbf{c}$
$\mathbf{c}$
$\mathbf{c}$
FOURTH DERIVATIVE OF THE ROOT•R, WITH RESPECT TO THE Y-COORDIMTE
TO THE FOURTH POUT

$c$
$c$
$c$
$c$



 2ORD*TVR34*FRR4**(DROY**)
FYYYS
 FVY46=OVDRS*FRY4*4*TRY3*SVR26*DROY +3*SRY2*SRY2*SVR26+6*SRY2*DRDY*
2ORDY*TVR $36+F$ VR $46 *(O R D Y * 42$

 OOTAL4F-FVY42+FVY43+FVY44+FVY45+FVY46+FVY47

RETURN | RETU |
| :--- |
| ENO | $c$

$c$
$c$
$c$
$c$
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