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Major Field: PHOTONICS 

Abstract: A spinor Bose-Einstein condensate (BEC) is a new state of matter with both 
magnetic order and superfludity. It is highly controllable especially when combining with 
the optical lattices. Lattice-confined spinor BEC is an ideal candidate for studying non-
equilibrium quantum dynamics since it can be easily prepared far from equilibrium. In this 
dissertation, I present the results from our experimental studies on non-equilibrium 
quantum dynamics in our BEC system confined by cubic optical lattices. 

The introduction part includes the background knowledge of the ground state properties of 
the spinor Bose gas in both the free space and the optical lattices. I explain how some of 
the parameters can change the behavior of the whole system. Effects of the net quadratic 
Zeeman energy qnet and the spin-dependent interactions c are emphasized. After we 
experimentally observed the first-order superfluid (SF) to Mott-insulator (MI) phase 
transition in the lattice confined antiferromagnetic spinor BECs with adiabatic lattice ramp, 
we design experiments with quantum quench process to study the non-equilibrium 
dynamics of the system. 

The Quench-Q sequence investigates the spin-mixing dynamics of BECs in deep lattices 
after the spin state is prepared far from the ground state by quenching q. We observe 
complex spin oscillations with multiple frequencies after the quench. We analyze the 
spectra of the oscillations and confirm that a Rabi-type model can explain the data. The 
data can also be utilized to reveal atom number distributions of an inhomogeneous system, 
and to study transitions from two-body to many-body dynamics. 

The quench-L sequence initialize the non-equilibrium dynamics by quenching the lattice 
depth across the SF-MI phase transition. The observed spin oscillation is therefore the first 
experimental study, to our knowledge, on such complicated spin-mixing dynamics. We 
demonstrate the dependence on the quench speed and lattice potential of the data. Fits of 
the spin oscillations enable precise measurements of the spin-dependent interaction, a key 
parameter determining the spinor physics. 

Furthermore, I introduce the construction of the optical superlattice by combining a blue-
detuned lattice beam with the existing cubic lattice. The state manipulations in such a 
system have the potential to be applied to quantum information processing. In the end I 
discuss the possibility of realizing quantum computer based on spinor neutral atoms in 
optical lattices. 
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CHAPTER I

INTRODUCTION

A Bose-Einstein condensate (BEC) as a new state of matter was first predicted by Al-bert 

Einstein based on Satyendra Nath Bose's theory of photons in 1925 [1]. Identical bosons 

governed by Bose-Einstein statistics can cross a quantum phase transition from

a normal gas to a BEC, when their temperature is lower than a critical temperature

Tc =
h2

2πmkB

(
n

ζ(3/2)

)2/3

[2]. Here Tc is a function of the particle density n and the

atomic mass m, h is the Planck constant, kB is the Boltzmann constant, and ζ is the Rie-

mann zeta function with ζ(3/2) ≈ 2.61. Atoms in a BEC have proven to occupy the same

lowest energy level and appear as one single matter wave. Such a quantum phenomenon

has attracted many research interests. The experimental realization of a BEC, however,

was limited by the cooling techniques until the development of laser cooling and trapping

in 1990’s. Finally the first observation of BEC was accomplished in 1995 in a dilute gas

of alkaline metal atoms, after almost 70 years of hard work for cooling atoms down to

the nano-kelvin regime [3–5]. Since then, various cooling techniques have been invented

and BECs have been realized in many atomic species including alkaline metal atoms (e.g.,

87Rb ,23Na, 7Li, and 85Rb ) and alkaline earth atoms [3–6]. Studies of BECs have gradually

developed from the weak/no interaction regime to the strong interaction regime [7]. It also

becomes an platform for researches over a wide range of fields in physics. Over the past two

decades, BECs have been widely investigated and applied to areas such as condensed matter

physics, quantum statistics, quantum metrology, and quantum information science [7–11].

Scalar and spinor BECs are two widely-studied types of BECs. In scalar BECs, atoms are
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trapped in magnetic fields and hence lose the spin degree of freedom. In opposite, atoms

in optical traps preserve this internal degree of freedom since the optical trapping beams

provide a spin insensitive potential. Therefore spinor BECs can demonstrate both super-

fluidity and magnetism. The first spinor BEC was produced in F = 1 23Na gases confined

in optical dipole traps in 1998 by Wolfgang Ketterle’s group at MIT [12]. The application

of optical dipole traps and the realization of spinor BECs have opened up a new research

direction using ultracold atomic systems [8]. The magnetism in the ground state and collec-

tive excitations have been investigated [13–18]. A magnetic field can break the degeneracy

of different spin states. Together with the Feshbach resonance and optical lattices to further

manipulate interatomic interactions, spinor BECs have become a highly controllable system

suitable for studying condensed-matter models, as well as atomic entanglement and squeez-

ing important for quantum information and quantum computing [8]. Preparing topological

objects is also experimentally available with spinor BECs. Many theoretical and exper-

imental works have advanced our understandings on spinor BECs, including spin-mixing

dynamics [19, 20], ground state phase diagrams, quantum phase transitions [19, 21, 22],

spin textures, and topological excitations [8].

My particular research interest is to experimentally investigate antiferromagnetic sodium

BECs in cubic optical lattices, especially the non-equilibrium dynamics of such a system.

1.1 Spinor Bose-Einstein condensates

To experimentally study cold atoms in optical lattices, we first prepare atoms into a purely

polarized BEC and then gradually load them into lattices. Therefore understanding BECs

in free space is necessary.

1.1.1 Hyperfine spin manifolds in spin-one alkali metal atoms

For alkali-metal atoms at low magnetic fields, the total angular momentum F is a good

quantum number that can well describe their hyperfine structures. Here F = J + I is the

2



sum of the electron angular momentum and the nuclear angular momentum. For example,

I =
3

2
and J =

1

2
in the ground state of 23Na atoms, so F = 1 or F = 2.

Δ

B

Δ

B

| 0 >

| 0 >

| +1 >

| -1 >
| +1 > | -1 >

(a) (b)

Figure 1.1: (a) Three spin components of a F = 1 BEC get separated after a Stern-Gerlach
imaging. (b) The density profile of the image shown in Panel (a).

We choose to create a BEC of 23Na atoms at the F = 1 hyperfine manifold, as F = 1

atoms have long lifetime while F = 2 atoms are unstable and decay quickly [23]. When an

external magnetic field is applied, F = 1 atoms can be energetically split into three Zeeman

sublevels, i.e., |F = 1,mF = +1〉, |F = 1,mF = 0〉, and |F = 1,mF = −1〉, which can be

detected separately with techniques like the Stern-Gerlach imaging as Fig. 1.1 shows. If the

magnetic field is along z direction, B = Bẑ, the energy of the three Zeeman states can be

expressed as follows [24],

E± = −Ehfs

8
± gIµIB − 1

2
Ehfs

√
1± α+ α2 ,

E0 = −Ehfs

8
− 1

2
Ehfs

√
1 + α2 . (1.1)

Here Ehfs is the hyperfine energy splitting, α = (gJµB − gIµI)B/Ehfs, gI and gJ respec-

tively represent the Landé g factor for an atom and for a valence electron, and µI and µB

respectively represent the nuclear magneton and the Bohr magneton. The linear Zeeman

energy is pnet = (E+1 − E−1)/2, and it remains no change during the coherent intercon-
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version between two |F = 1,mF = 0〉 atoms and one |F = 1,mF = +1〉 atom with one

|F = 1,mF = −1〉 atom, which is the only spin changing process we are interested in during

the experiment. The quadratic Zeeman energy is [25]

qB = (E+1 + E−1 − 2E0)/2 =
gJµB − gIµI

16Ehfs
B2, (1.2)

when there is only a magnetic field applied. For 23Na atoms p(B) ≈ −Bh · 0.70 MHz/G for

the adjacent magnetic sublevels with F = 1 [26], and qB ≈ B2h · 277 Hz/G2 [27].

Besides applying a magnetic field to realize the energy splitting among the Zeeman states,

a microwave dressing field can also introduce a quadratic Zeeman shift that can be both

positive and negative. This energy shift is due to the AC Start effect, and is state dependent

since the microwave frequency is close to the resonance between hyperfine states. As shown

in [27–29], the energy shift of |F = 1,mF 〉 is

δE|mF
=
h

4

∑

k=0,±1

Ω2
mF ,mF+k

∆mF ,mF+k

=
h

4

∑

k=0,±1

Ω2
mF ,mF+k

∆− [(mF + k)/2 − (−mF/2)]µBB
. (1.3)

∆ is the detuning from the transition |F = 1,mF = 0〉 ↔ |F = 2,mF = 0〉, which is

independent of the magnetic field strength. k = 0 or ±1, depending on the polarization

of the microwave pulse. And the transition |F = 1,mF 〉 ↔ |F = 2,mF + k〉 has the

on-resonance Rabi frequency ΩmF ,mF+k ∝
√
IkCmF ,mF+k, where CmF ,mF+k is the Clebsch-

Gordan coefficient of the transition and Ik is the intensity of the polarized microwave pulse.

Then the quadratic Zeeman shift due to this microwave dressing field is [25]

qM =
δE|mF=1 + δE|mF=−1 + δE|mF=0

2
. (1.4)

By applying a microwave dressing field, the net q would be q = qB + qM . Then our system

is able to study the ground state and dynamics of a sodium BEC at negative q [22, 27],

and we can control the ramp curve of q through controlling the frequency of the microwave

pulse [22]. The calibration of microwave fields is explained in Chapter 2.
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1.1.2 Ground states of spin-one antiferromagnetic spinor condensates

The Hamiltonian of spinor BECs can be written as

Ĥ = ĤK + ĤV + ĤZ + Ĥint , (1.5)

Here ĤK and ĤV are the kinetic energy and potential energy, and ĤZ and Ĥint are the

Zeeman energy and the spin-dependent interaction energy.

Based on the discussion in the last section and by assuming the magnetic field is along the

z axis, ĤZ can be expressed as [25],

ĤZ =

∫
dr(pnetF̂z + qF̂ 2

z ) (1.6)

where F̂γ =
∑1

i,j=−1 φ̂
†
i (r)(fγ)ijφ̂j(r) with γ = x, y, z is the γ-component of F̂, φ̂mF

(r) is

the field operator that annihilates an atom in an mF state at the location r. fγ are the

spin-1 matrices and (fγ)ij is the corresponding (i, j) matrix element.

Only the two-atom s-wave collisions have proven to be useful in deriving an expression for

the interaction energy of spin-1 23Na BECs. Therefore the interaction energy for an atom

pair is expressed as [13, 30],

Vpair =
∑

Fpair=0,2

4π~2aFpair

M
δ(r − r′)P̂Fpair

, (1.7)

with aFpair
being the s-wave scattering length in the total spin Fpair and M being the mass

of an atom, and P̂Fpair
being a projection operator that projects a pair of atoms onto the

spin Fpair state.

After a second quantization, similar to the discussion in [8], the interaction operator of the

whole system is,

Ĥint =
1

2

∫
dr(c0 : n̂2 : +c2 : F̂

2 :) , (1.8)
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where :: denotes normal ordering, and

c0 =
4π~2

M

a0 + 2a2
3

, c2 =
4π~2

M

a2 − a0
3

. (1.9)

c0 therefore is the spin-independent interaction strength while c2 is the spin-dependent

interaction strength.

Longtudinal Polar Transverse Polar

Figure 1.2: Longitudinal polar and transverse polar states on the Bloch sphere.

In the single spatial mode approximation (SMA) [31, 32], all atoms take the same spatial

mode Φ(r) and the wave function ΨmF
(r) = Φ(r)ψmF

e−
iEmF

t

~ . The mean-field (MF)

energy is thus [8]

E =
c2n

2
〈F̂〉2 + p〈F̂z〉+ q〈F̂z

2〉, (1.10)

with n =
∫
d3r|Φ4|/d3r|Φ2| being the average density.

When no external field is applied, only the first term is considered and the minimum energy

is determined by the sign of c2. When c2 > 0 (e.g., for F = 1 23Na), the minimum is at

|〈F̂〉| = 0. This type of condensates is denoted as “antiferromagnetic”. For c2 < 0 (e.g., for

F = 1 87Rb), the condensates favors the “ferromagnetic” state.

When an external field is applied, the MF phase diagram can be found by finding the min-

imum of E. We can express ρmF
as the fractional population of the spin state |F = 1,mF 〉,

and m = ρ+1 − ρ−1 is the magnetization. Typically for p = 0,m = 0, the antiferromagnetic

ground state is a longitudinal polar (LP) state ψ = (0, 1, 0)T at q > 0 with ρ0 = 1 or a

6



transverse polar (TP) state ψ =
(1, 0, eiφ)T√

2
at q < 0 with ρ0 = 0, here φ is arbitrary.

This has been experimentally tested in several systems [22, 33]. We can express the spin

state as two points on the Bloch sphere treating a spin-1 particle as two spin-1/2 particles

following [8], then the LP and TP states on a Bloch sphere are shown in Fig. 1.2

The many-body Hamiltonian of a F = 1 spinor BEC without the MF approximation have

been demonstrated to be analytically solvable [31]. With no external magnetic field, the

spin-dependent part of the Hamiltonian is expressed as [8, 31]

Hs =
c2n

2
(
F̂2
tot

N
− 2), (1.11)

with Ftot =
∑

i F̂i the total spin operator and N the atom number. Then apparently for

c2 > 0 the ground state with even N is |Ftot = 0,MF = 0〉, i.e. a spin singlet is the ground

state for antiferromagnetic BECs around q/h = 0 [34]. This state is rotational symmetric

with large number fluctuation of each sublevel. It can be expressed as the superposition

of a chain of Fock state |k,N − 2k, k〉 with k from 0 to N/2. The state is therefore highly

entangled and has potential research interests in the quantum information processing [35].

However, its experimental realizations are restricted into a narrowly allowed range of q

(|q|/h < 2 × 10−9 Hz) for BECs in free space since the state quickly breaks down under

symmetry-breaking perturbations [8, 34]. We have demonstrated that such restriction can

be greatly relaxed by loading atoms into optical lattices [36].

1.2 Optical lattices

Lattice structures in crystals are atomic arrays that form periodic potentials and determine

the behavior of electrons in them. Similar periodic potentials can be simulated with optical

lattices and optical superlattices in ultracold atomic systems. A one-dimensional (1D)

monochromatic optical lattice consists of an optical standing wave created by one pair of

counter-propagating laser beams at a fixed wavelength. When BECs are loaded in an optical

lattice, periodic confinements can enhance the interaction among atoms and the system may
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become strongly correlated. The interatomic interactions U and tunnelling rate J among

neighboring lattice sites in lattice-confined BECs can be precisely controlled by changing the

lattice potential depth. Lattice-trapped BECs thus provide an opportunity to study physics

beyond the MF theory that can well explain weakly interacting dilute gases. So far lattice-

trapped cold atomic gases have found their applications in various fields like optical lattice

clocks for precise measurement of time [37], or quantum information processing as quantum

memories or quantum registers [38, 39]. And such systems can work as quantum simulators

to simulate many models originally proposed for strongly interacting electronic systems [40].

For example, studies of Fermi-Hubbard model using Fermions in optical lattices will enhance

the understanding of high-temperature superconductors [41]. The ground-breaking work is

the experimental study of lattice-confined scalar BECs of rubidium atoms by Ref. [42]. They

confirmed a superfluid (SF) to Mott-insulator (MI) quantum phase transition happening at

a critical value of U/J .

Due to the additional spin degree of freedom, spinor BECs confined in optical lattices display

richer phases than scalar BECs and allow interesting spin dynamics [43–46]. For example,

because of the appearance of meta-stable superfluid and Mott-insulator phases, quantum

SF-MI phase transitions in lattice-confined antiferromagnetic spinor BECs are predicted to

be first order around the tip of even filling Mott lobes [47–49]. In contrast, only second-

order quantum SF-MI phase transitions occur in scalar BECs. The dynamics of spinor gas

in optical lattices also has special features, for example when the density dynamics and

spin-mixing dynamics happen simultaneously [50].

Atoms in optical lattices can be localized in each site, and their hyperfine states can serve

as the two levels of a quantum qubit. Atoms with spin degree of freedom in the optical

lattices can be used to build up large-scale entanglement. Thus such lattice-confined spinor

atomic system is one of the candidates for quantum information processing and quantum

computing [39].

8



(a)

(b)

Figure 1.3: (a) Two counter-propagating laser beams form a standing wave. (b) 2D optical
lattices are formed by two pairs of optical standing waves along different directions.

Optical dipole traps and optical lattices

When an atom is placed in a light field, the interaction between the light-induced dipole

moment and the light field induces the AC-Stark energy shift. When the applied light field

is off resonant, such energy shift can create a trapping potential [51],

V (r) =
3πc3~Γ

2ω2
R∆

I(r) , (1.12)

where Γ is the nature linewidth, ωR is the resonance frequency, and ∆ is the detuning. This

is similar to an optical dipole trap used in the laser cooling process. A one-dimensional

optical lattice potential can be created by a superposition of two laser beams. For example,

9



by retro-reflecting one ODT laser beam with a mirror, we can generate a 1D optical lattice.

The following descriptions of lattice potentials are mainly based on [25, 52].

Assume the laser light is a Gaussian beam at a wavelength λL, the Gaussian beam’s intensity

is expressed as [52]

I(r, z) =
2P

πω2
0

[
1− 2

(
r

ω0

)2

−
(
z

zR

)2
]
. (1.13)

Then the one-dimensional lattice potential can be written as

Vlat(r, z) = 4Vs cos
2

(
2πz

λL

)[
1− 2

(
r

ω0

)2

−
(
z

zR

)2
]
, (1.14)

where Vs =
3πc3~Γ

2ω2
R∆

2P

πω2
0

, (1.15)

P is the power of the lattice beam, ω0 is the Gaussian beam waist, and zR = πω2
0/λL.

Usually we describe the lattice potential depth with a dimensionless factor uL = 4Vs/ER.

Here ER = ~
2k2L/(2M) is the recoil energy, M is the mass of the atom, and kL = 2π/λL is

the wave vector of the lattice beam. Considering the overlapping of a pair of lattice beams

and ignoring the slowly varying harmonic term, the lattice potential can be expressed as

Vlat(x) =
1

2
uLER[1 + cos(2kLx)] . (1.16)

Different lattice potentials can be formed by changing the number of laser beams as well

as their relative frequencies and directions. The 1D and 2D lattice potentials are shown in

Fig. 1.3(a) and Fig. 1.3(b) respectively. A 1D optical lattice forms a 2D pancake structure,

while a 2D optical lattice constructs a 1D tube structure. Within a 3D optical lattice, the

potentials in each lattice site are similar to zero-dimensional dots. In our experiment, we

construct a cubic lattice with three pairs of counter-propagating lattice beams perpendicular

to each other. The lattice potential depth for such cubic lattices, based on the above

discussion, can be easily expressed as

Vlat(r) = uLER

∑

α=x,y,z

1

2
[1 + cos(2kLrα)] . (1.17)
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1.2.1 Band structures

To describe the BEC system trapped in optical lattices, we first neglect the interaction be-

tween atoms and investigate the movement of single atom in the periodic lattice potentials.

For convenience, I will show the calculation of wave functions in a 1D lattice potential,

which is constructed by one pair of counter-propagating laser beams along the x direction.

Since the potential Vlat is periodical, the Bloch theorem can be used and the solution of the

wave function has the following form [53],

Ψnq(x) = eiq·xunq(x) . (1.18)

Here q is the quasimomentum, n is the band index, and unq(x) has the same periodicity as

the lattice. And its Schrödinger equation can be easily expressed as

HΨnq(x) = EnqΨnq(x), H =
1

2m
p̂+ Vlat. (1.19)

Substituting Eq. 1.18 into Eq. 1.19, u and V can be extended with their Fourier series

as [25, 52] 



unq(x) =
1√
2π

∞∑

j=−∞
cj,nqe

−ijkLx ,

V (x) =
∑

r

Vre
−ijkLr .

As Vlat =
1

4
uLER(e

−2ikLx + e−2ikLx + 2), Eq. 1.19 can be expressed in the matrix form as

follows,

Hj,j′ =





[(2j + q/kL)
2 + uL/2]ER , if j = j′ ;

−uLER/4 , if |j − j′| = 1 ;

0 , if |j − j′| > 1 .

(1.20)

For a given quasi-momentum q, the energy bands are characterized by the eigenvalues

E. These eigenvalues and corresponding eigenstates can be calculated numerically if the

Hamiltonian is truncated at a typical value like 20 in our calculations. Figure 1.4 shows
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Figure 1.4: Band structures of ultracold atoms in a 1D optical lattice at uL = 0ER, uL =
5ER, uL = 10ER, and uL = 15ER.

the band structure calculated at different lattice depths [25]. When the lattice depth is 0,

it shows the energy-momentum relationship of atoms in free space. As the lattice depth

arises, the bands flatten and the band gaps are increased.

For cubic lattices, the equation is separable along each direction. So the wave function can

be calculated separately and the energy is the sum of the eigenenergy along each direction.

1.2.2 Bose-Hubbard model

The discussion in the previous subsection does not consider interactions among atoms. In

fact, interatomic interactions are important and determine the formation of various phases

for BECs in optical lattices, such as superfluid phases, nematic insulator phases, and spin-

singlet phases for F = 1 spinor condensates confined in cubic optical lattices [44]. To better

describe lattice Bose gases, I will discuss the widely-used Bose-Hubbard model.

The system of bosonic atoms in 3D optical lattices can be well described by the Bose-

Hubbard model, which was introduced from the work of John Hubbard in solid state physics

and has been widely used in lattice-confined bosonic systems [42, 54–57]. If the lattice depth

is deep enough and atoms are localized, the Bloch wave basis should be substituted by a

12



set of localized basis, i.e., Wannier functions [25, 52],

unq(r) =
1√
vB

∑

R

wn(r−R)eiq·R . (1.21)

Here vB is the volume of the first Brillouin zone, R =
∑

α nαaα is the position of each lattice

site with the unit lattice vector aα in α-axis. And the Wannier functions are expressed after

a Fourier transform as follows [25, 52],

wn(r−R)(r) =
1√
vB

∫
dqunq(r)e

−iq·R , (1.22)

If the system energy is smaller than the excitation energy to the second band, it is good to

consider only the lowest band Wannier functions and the field operator φ̂(r) =
∑

i b̂iw0(r−

Ri) for scalar BECs without spin degrees of freedom. Here b̂i denotes the operator annihi-

lating a particle at ith site. Then based on Eq. 1.22, in second quantization the Hamiltonian

can be written as [57],

H =
U0

2

∑

i

ni(ni − 1)− J
∑

〈i,j〉
b†ibj − µ

∑

i

ni . (1.23)

The first term is the spin-independent interaction term tending to localize atoms to lattice

sites. Its strength is characterized by U0 = c0
∫
dr|w0(r)|4. And ni = b†i bj is the atom

number at site i. The factor J =
∫
drw∗

0(r − Ri)[− ~
2

2M∇2 + Vlat(r)]w0(r − Ri) in second

term describes tunnelling among neighboring lattice sites and this term is the hopping term

tending to delocalize atoms over the lattice. µ is the chemical potential. By changing uL,

we are able to conveniently control U0 and J and hence, the ratio between them.

1.2.3 Superfluid to Mott-insulator quantum phase transitions

If the tunnelling term in the BH model is dominant, which means J is much larger than

U0, the system behaves similar to a non-interacting case and atoms are delocalized over

the whole lattice to minimize their kinetic energy. So the ground state is a superfluid (SF)
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state and can be expressed as the product of identical single atom states with N atoms at

m lattice sites [42]

ΨSF ∝
m∑

i=1

b†i |0〉 , (1.24)

where b†i is the creation operator in site i.

Apparently we can use a macroscopic wave function to describe the system. Therefore when

we take a time-of-flight (TOF) image after an abrupt release of the trap potential, we are

able to see sharp momentum peaks resulting from the interference among multiple matter

waves with a same constant macroscopic phase.

In the opposite limit where U/J ≫ 1, the ground state has a fixed atom number n at each

site for minimizing the interaction energy. This is called a Mott-insulator (MI) state and is

simply expressed as [42]

ΨMI ∝
m∏

i=1

(b†i )
n|0〉 . (1.25)

In the MI phase, strong interatomic interactions eliminate the macroscopic phase coherence

and the theories for weak-interacting atoms are no longer applicable.

As described above, the ratio of U0 to J for BECs in optical lattices can be manipulated by

varying the lattice potential uL. When U0/J reaches critical values, transitions between the

SF and MI phases could happen. Such a quantum phase transition is driven by quantum

fluctuations rather than thermal effects, and thus happens at extremely low temperature.

Based on the Hamiltonian shown in Eq. 1.23, we can calculate the ground state at every

set of µ/U0 and uL [58, 59]. A predicted phase diagram for scalar BECs in cubic optical

lattices is shown in Fig. 1.5. The value of µ/U0 determines the filling factor n in a lattice

site. And the transition point uc for each filling factor can be easily read from the edge of

each Mott lobe. As also can be seen from Fig. 1.5 inset, superfluid states in shallow lattices

demonstrate distinct interference peaks in the TOF absorption images, showing trustworthy

evidence for a long-range phase coherence. As uL is increased beyond uc, interference peaks

vanish and only a uniform broad background is left in TOF images, indicating atoms enter

the MI phase. If uL is reduced and atoms get back to a superfluid phase, a revival of the
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with various filling factors from n = 1 to n = 5 determined by the ceiling of µ/U0. Inside
(outside) each Mott lobe the ground state is a MI (SF) phase. Inset: typical TOF pictures
showing the SF and MI states.

interference peaks is expected as the phase coherence is restored. Such a loss and revival

of the phase coherence in ultracold atomic systems has been used to test if atoms have

undergone a SF-MI phase transition. For example, this method was applied to confirm the

first experimental observation of a SF-MI phase transition in 2002 [42].

In principle a quantum phase transition only happens at the quantum critical point (QCP)

when the temperature T = 0. For real experimental systems with T > 0, there is a quantum

critical region above the QCP where ~ωc > kBT with ωc the characteristic frequency of the

quantum oscillation. Therefore the quantum fluctuations inside the quantum critical region

still dominate. And the corresponding states are influence by the QCP [60]. Studies of the

finite temperature properties of the systems enables thermometry and testing the finite-

temperature phase diagrams [61–63].

15



F
il

li
n
g
 n

u
m

b
er

(a)

(b)6

5

4

3

2

1

0
1.00.80.60.40.20.0

Distance to the center R/R0
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1.2.4 Mott insulators in an inhomogeneous system

As Fig. 1.5 shows and the above discussion mentioned, the filling number of a lattice site

is determined by the ceiling of µ/U0 when the system is in the MI phase. If we consider

an external confinement or the Gaussian profile of the lattice beams, the system should be

inhomogeneous as shown in Fig. 1.6(a) where in lattice site i there is an energy offset ǫi.

So it is the local chemical potential µi = µ − ǫ that determines the filling number in site

i. Therefore the center of the trap has the largest µi and the largest n, while the border

of the atom cloud has µi decreasing to 0, so does the n. This is often referred as a shell

structure or ’wedding cake’ structure. The corresponding diagram is shown in Fig. 1.6(b).

Such density distribution has been tested via different simulation methods [57, 64], and has

also been verified in the experimental systems [65–67].

In our system the peak occupation number npeak is tunable as we can change the total atom

number of the system. We can then calculate the corresponding atom number distribution

at each n for a fixed npeak, as shown in Table. 1.1 for npeak = 6. These distributions are

used in taking weighted averages of individual Mott lobes [68].

n 1 2 3 4 5 6

χn 0.081968 0.148261 0.196065 0.220757 0.213094 0.139854

Table 1.1: Atom number distributions at npeak = 6.
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1.2.5 First-order Superfluid to Mott-insulator phase transitions in

lattice-confined antiferromagnetic spinor condensates

Different from scalar BECs, the Bose-Hubbard model predicts that the SF-MI phase transi-

tions can be first (second) order in antiferromagnetic spinor BECs, as the order parameter

abruptly (continuously) changes at the phase transition point. The nature of SF-MI phase

transitions is determined by the competition between spin-dependent interactions U2 and

the quadratic Zeeman energy qB .

By including qB and U2, the Bose-Hubbard model for a F = 1 spinor BEC can be expressed

as [46, 68–70],

H =
U0

2

∑

i

ni(ni − 1)− J
∑

〈i,j〉,mF

b†i,mF
bj,mF

− µ
∑

i

ni

+
U2

2

∑

i

(~S2
i − 2ni) + qB

∑

i,mF

m2
Fni,mF

. (1.26)

The first three terms are similar to those shown in the Bose-Hubbard model for

scalar BECs. U2 marks the strength of spin-dependent interactions. In fact,

U2/U0 = c2/c0 ≃ 0.04 for 23Na [67, 68]. The term ~Si is the spin operator at site i,

with Six,y = 1√
2

(
b†i,0bi,1 ± b†i,1bi,0 + b†i,−1bi,0 ± b†i,0bi,−1

)
, Siz = b†i,1bi,1 − b†i,−1bi,−1. The

linear Zeeman energy is not counted since it remains the same during the spin intercon-

versions. The last term qB is the quadratic Zeeman energy. If we neglect the hopping

term (b†i,mF
− 〈b†i,mF

〉)(bj,mF
− 〈bj,mF

〉), the decoupling MF theory can simplify the above

Hamiltonian to a site-independent form [46], and the phase diagram can be calculated

based on it.

The experimental study of the ground state properties for antiferromagnetic BECs in cubic

optical lattices has been conducted in our lab [68]. Signatures of the first-order SF-MI phase

transitions have been observed in our system, including the hysteresis effect of the transition

point, significant heatings across the phase transitions, and changes in spin populations with

the phase transitions [68]. The last term is interesting for two reasons. First, the theory

predicts that spin singlet states exist in even filled sites in deep lattices. The singlet state is
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an entangled state, which can potentially be applied to quantum information processing [36].

This is related to the content in chapter 5. Second, changes in spin populations across the

phase transitions enable studies on few-body non-equilibrium spin dynamics, which will be

discussed later.

1.0

0.9
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ρ
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uL = 28ER

Mean-field prediction

Figure 1.7: Measured ρ0 versus qB with uL ramping up to 28ER (in the MI phase). The
solid line is the prediction for npeak = 6.

By solving the site-independent Hamiltonian in deep lattices (J = 0), one is able to find

the ground state at given q and µ. For example, for µ = 1.4U0 corresponding to the

n = 2 Mott lobe, the Hamiltonian can be diagonalized and expressed in a matrix form

in the occupation basis |~n〉 = |n1, n0, n−1〉. Then we can find the ground state of this

Hamiltonian as |ψg〉 =
U2 − 2qB +

√
4q2B − 4qBU2 + 9U2

2

2
√
2U2

|101〉 − |020〉 (non-normalized),

with the eigenvalue Eg = 1
2

(
2qB − U2 −

√
4q2B − 4qBU2 + 9U2

2

)
[36, 68]. These formulas

are also useful when we calculate the spin-mixing dynamics in individual lattice sites since

they follow the same Hamiltonian. Fig. 1.7 shows the measured ρ0 at uL = 28ER with q

varying over a large range. Our data agree with the prediction at npeak = 6 (red line).

Such an agreement indicates the change of ρ0 after the first-order SF-MI transition at low

magnetic fields is probably due to the formation of the spin singlets in even filling Mott

lobes. This ρ0 dependence on q and uL can also be used to initialize spin dynamics in such
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systems, as elaborated in Chapters 3 and 4.

1.3 Non-equilibrium dynamics in cold atomic gases

Systems in equilibrium are usually studied with the MF approximation in theory and with

various macroscopic observables in experiments. However systems away from equilibrium

are often less explored especially for quantum non-equilibrium systems where there are lim-

ited tools for analyzing the dynamics. For a closed quantum system out of equilibrium,

people are particularly interested in questions like the mechanism for the system to reach

the steady state and the timescale for thermalization after a quantum quench, the univer-

sality in the dynamics, and the integrability of the system, etc [71]. The understanding

of these questions are not only of fundamental interests in fields like condensed matter

physics [72, 73], quantum statistical physics [74], high-energy physics [75, 76] and cosmol-

ogy [77, 78], but are also important for applications like quantum information and quantum

computing [71, 79]. For example, quantum computers manipulate such interacting quantum

system in real time so the dynamical processes always get involved. Cold atomic gases are

ideal systems to study some of these questions due to many of their advantages. Such sys-

tems can usually be isolated from the environment. The coherence time during dynamical

evolutions of dilute gases is usually long enough (a few milliseconds or longer). There are

many tunable parameters to prepare the system far from equilibrium and versatile probing

methods. Therefore versatile non-equilibrium dynamics has been investigated in the cold

atomic gases, e.g. quantum quench dynamics [8, 11, 67, 71, 80, 81], floquet dynamics [82–

86], and dissipative dynamics [87–91], etc. Spinor quantum gases, in combination with

tools like optical lattices and microwave dressing fields, are even superior in some of those

aspects mentioned above. The non-equilibrium spin-mixing dynamics in spinor Bose gases

are usually associated with interchanges of different spin species, spin domain formation,

and phase transitions [8].

One topic of non-equilibrium dynamics in spinor Bose gases that was early investigated is

the coherent spin-mixing dynamics by preparing the inital state away from the ground state.
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This includes the microscopic case with a pair of F = 1 atoms oscillating between the Fock

state |0, 2, 0〉 and |1, 0, 1〉 [45, 92], and in the macroscopic collections of atoms [19, 32]. The

former can be explained using a Rabi-type model and the latter is appropriately analyzed

with a pendulumlike model with MF approximation [8]. An analytical solution of the spin-

mixing dynamics considering the exact energy spectrum of the system with the SMA has also

been theoretically obtained [31, 93]. Based on Eq. 1.11, the frequency of the ρ0 oscillation

is determined by energy gap between states with total spin number Ftot and Ftot − 2, i.e.

f =
c2n

2~N
(4Ftot − 2) [8]. This result agrees with both the two-atom Rabi-type model and

the pendulumlike model for near the ferromagnetic initial state with Ftot = N . The discrete

energy spectrum not only describes the short time oscillations of spin populations but also

predicts long time equilibration and quantum recurrences for specific initial states [31, 94].

Some other nonequilibrium phenomena have also been experimentally observed in spinor

BECs, i.e. spin domains [95], topological defects [96], and spin-nematic squeezing [97, 98].

Due to the theoretical advances and new experimental capabilities, there are rapidly grow-

ing interests in non-equilibrium dynamics considering the quantum quench scenarios [71].

Here the initial state is usually the ground state |ψ0〉 for H0 = H(t = 0), and the Hamil-

tonian is quenched to H(t) by tuning one or several parameters in the Hamiltonian. This

is often related to topics like quantum Kibble-Zurek mechanism [71], dynamical quantum

phase transitions [81], thermaliztion of closed quantum systems [94], and many-body local-

ization [11]. The quantum Kibble-Zurek mechanism is usually related to the scaling law

of some observables when the ramp time varies and the system crosses a phase transition

point corresponding to a ground state phase transition. The dynamical quantum phase

transition for certain Hamiltonian (e.g. the transverse-field Ising model) usually refers to

the non-analyticity of the Loschmidt amplitude as a function of time, which is defined as

g = 〈ψ0|ψ0(t)〉 = 〈ψ0|e−iHt|ψ0〉 when H is time independent [81]. Studies of thermalization

of isolated quantum systems is related to the emergence of the eigenstate thermalization [71].

Many-body localization refers to the localized phase of certain system, which is the only

robust mechanism found so far to avoid thermalization of the system [11]. More recent

experimental studies in spinor BECs related to these topics include the observations of
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dynamical quantum phase transitions in 23Na antiferromagnetic BECs related to both the

ground phase diagram and the highest energy level phase diagram [99, 100], the emergence

of the quantum Kibble-Zurek mechanism in 87Rb BECs across a second order polar to

broken-axisymmetry phase transition [80], and in 23Na BECs across a first order polar to

antiferromagnetic phase transition. Evidences of many-body localized phase and transi-

tions to thermal phases have been reported in Ref. [101] using 87Rb in a two-dimensional

disordered optical lattice.

1.4 Outline

This dissertation has five more chapters in additional to this introduction chapter. In

Chapter-II, I will briefly introduce our experimental procedures for creating and detecting

spinor BECs. I will also introduce the constructions and calibrations of optical lattices and

microwave dressing fields.

Chapter-III will discuss the spin-mixing dynamics of BECs confined in deep lattices. The

well-established theory and experimental results of this topic are introduced first. Then I

will explain our experimental sequences and the intricate spin dynamics observed in our

system. Our experiment agrees well with the theory and we are able to confirm atom

number distributions of a lattice-confined inhomogeneous system in the MI phase.

Chapter-IV will focus on the spin dynamics after a quantum quench through the phase

transition point from the superfluid phase to the Mott-insulator phase. The complicated

spin-mixing dynamics enable us to precisely measure a key parameter in spinor physics,

U2/U0, the ratio of the spin-dependent and spin-independent interactions. Our work con-

ducted the first experimental study on few-body spin dynamics, which provides transitions

between the well-studied two-body and many-body dynamics in antiferromagnetic spinor

BECs. The similarity and difference between this experimental sequence and the one in

chapter-III will be discussed. I will also review some studies on the universality during the

non-equilibrium dynamics, especially the scaling law for a quench across a phase transition.

Topics related to the thermalization and equilibration is discussed in the end.
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In chapter-V I will introduce the optical superlattice setup in our lab. Such a system is

promising for applications in quantum information processing. I will introduce some generic

methods developed recently to realize atom entanglement.

In the last chapter, I will discuss a couple of future research directions related to the spinor

BECs in optical lattices. Applications of the entanglement in lattice-confined cold atoms

are discussed, including quantum computing and magnetometry.
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CHAPTER II

This chapter describes our apparatus for creating lattice-confined sodium spinor BECs and

relevant experimental techniques. Two papers related to these topics were published:

• J. Jiang, L. Zhao, S.-T. Wang, Z. Chen, T. Tang, L.-M. Duan, and Y. Liu, First-order

superfluid-to-Mott-insulator phase transitions in spinor condensates, Phys. Rev. A

93, 063607 (2016). Included in Appendix B.

• L. Zhao, T. Tang, Z. Chen, and Y. Liu, Lattice-induced rapid formation of spin singlets

in spin-1 spinor condensates, arXiv:1801.00773. Included in Appendix C.

Lattice-confined cold atoms, as a highly controllable system, have been applied to simulate

models in condensed matter physics, quantum statistical physics [74], cosmology [77, 78],

and quantum information [7–9]. In this chapter, I will describe our experimental BEC

apparatus and the setup of cubic optical lattices. I will also introduce the controls and

calibrations of some frequently used tools in our experiments.

2.1 Experimental setups

Figure 2.1 shows our sodium spinor BEC apparatus, same as what is described in our

previous work [102]. The whole vacuum apparatus leads to a 10−12 torr ultra-high vacuum

in the main chamber, which is essential for creating a BEC with a lifetime longer than

10 s. Hot sodium atoms at an initial temperature around 310 K are created in the sodium

oven. Hot atoms are first slowed down through the Zeeman slower via Doppler cooling

23

EXPERIMENTAL SETUPS AND PROCEDURES



  Zeeman Slower

  Ion

Pump

   Main

Chamber

 GV

  Ion

Pump
 GV

  Ion

Pump

Sodium

  Oven

damper

L2

fiber

M1 M2

L1

L3

BEC

Figure 2.1: Schematics of our BEC apparatus including vacuum pumps, a sodium oven, a
Zeeman slower, and a main vacuum chamber. Inset: the setup of a crossed optical trap.

that uses the inhomogeneous magnetic fields for compensation to keep the laser beam on

resonant. Slowed atoms then enter the main chamber and get captured by a magneto-

optical trap (MOT). There is a pair of MOT coils to generate the magnetic quadruple

field that provides a position dependent force to trap atoms at the center. Three pairs of

counter-propagating cooling laser beams provide a force opposite to the direction of atom

movement to further cool down atoms, and each of them is detuned by δcooling = −20 MHz

from the cycling transition. Correspondingly there are six MOT repumping beams and

each of the repumping beams is detuned by δrepump = −5 MHz from the |F = 1〉 to

|F ′ = 2〉 transition, keeping the cooling cycle running. After the MOT loading process, a

polarization gradient cooling process helps further cool atoms down to ∼ 40 µK. The final

evaporative cooling process is conducted by applying a crossed optical dipole trap (ODT)

then gradually reducing the depth of it. This ODT consists of two high-power far-detuned

linearly polarized beams at 1064 nm. A pure F = 1 sodium BEC containing up to 1.5×105

atoms can be created through this all-optical BEC formation procedure. By applying a

weak magnetic field gradient during the first half of the forced evaporation, atoms can be

fully polarized to the certain spin state we desire.

Our three-dimensional optical lattice is constructed by three standing waves along orthog-

onal directions. The lattice beams are originated from a single-mode laser at 1064 nm so

lattice spacing is 532 nm, and each beam is frequency-shifted by at least 20 MHz with re-
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Figure 2.2: Optical layouts of our cubic optical lattices.

spect to each other. Figure 2.2 shows the optical setup of the optics for three lattice beams.

After getting out the single-mode fiber, each lattice beam passes through a polarizing beam-

splitter to purify the polarization then through a lens mounted on translation stage to get

focused. Mirrors for retro-reflecting beams are on the opposite side of the vacuum chamber.

2.2 Experimental procedures

Daily calibrations and precise control are necessary for our system to perform at a de-

sired status. Here I choose to introduce the three most frequently used techniques in our

experiments.
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Figure 2.3: The magnetization versus the frequency of an applied RF pulse, which couples
F = 1 hyperfine states, at a fixed pulse duration. The solid line is a Gaussian fit.

2.2.1 Magnetic field calibrations

Magnetic field always exists in our system since we do not block the Earth’s magnetic

field. The external magnetic field is generated by three pairs of Helmholtz coils in three

orthogonal directions, their currents are controlled by our Labview program [25]. To find

the exact settings for a certain quadratic Zeeman energy qB, we simply use the linear

Zeeman energy and the quadratic Zeeman energy for sodium to find the relationship △E =

hν = 700h

√
q/h

277× 10−6Hz−1 , where E is the energy splitting between adjacent F = 1

Zeeman states and ν is the frequency of the resonant radio-frequency (RF) pulse. Thus

we can find q if we have ν and vice verse. During the experiment, we prepare a pure

|F = 1,mF = −1〉 state, monitor m = ρ+1 − ρ−1 versus the RF pulse frequency, then the

peak position of a Gaussian fit yields ν. A numerical example is shown in Fig. 2.3, which

indicates ν = 208.42(5) kHz and thus q/h = 24.56(1)Hz. Inversely, we can keep ν fixed and

find its corresponding qB by scanning the current of magnetic coils.
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Figure 2.4: Schematic of the two-stage microwave imaging method.

2.2.2 Microwave imaging and microwave dressing field calibrations

In our experiments, the Stern-Gerlach (S-G) absorption imaging and the microwave imaging

are applied to detect ρ0, the fractional population of the spin-0 atoms. For the S-G imaging,

a small gradient magnetic field applied during a TOF separates the three spin components.

We can fit the three spin components separately and then extract ρ0 for BECs in superfluid

states. However when BECs are in the Mott-insulator state, the three broad peaks are hard

to be well separated by the gradient field. And the number loss due to induced heating

leads to a smaller signal to noise ratio and is unfavorable for extracting the experimental

signature. We develop a two-step microwave imaging to overcome this problem, as shown

in Fig. 2.4. We first apply a microwave pulse resonant with the |F = 1,mF = 0〉 to

|F = 2,mF = 0〉 transition and use the first imaging light resonant with the F = 2 and

F ′ = 3 transition to count the number of atoms in the mF = 0 level. We then count all

remaining atoms with the second imaging light. The total number of atoms is the sum of
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the detected atoms from the two imaging processes.
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Figure 2.5: The Rabi oscillation of atoms excited to the F = 2 state. The on-resonance
Rabi frequency is extracted by a sinusoidal fit as the solid line shows.

We have two sets of microwave antennas and microwave function generators in our system, so

one is used for the two-stage imaging and the other one for generating the dressing field. The

frequency of the function generator can be controlled to either quickly switch between two

values or gradually ramp following the settings. The first case is useful when for example,

we first set the two frequencies resonant with the |F = 1,mF = −1〉 → |F = 2,mF = 0〉

and |F = 1,mF = 1〉 → |F = 2,mF = 0〉 transitions respectively to pump and remove these

atoms for creating a pure |F = 1,mF = 0〉 initial state, then the frequencies are quickly

switched to the desired values to serve as the dressing field or the two-stage imaging pulse,

respectively. The second case allows us to continuously sweep the quadratic Zeeman energy

q through the whole range [22].

To find the resonant microwave frequency at a given q, we use Eq. (1.1) and Eq. (1.2)

together with the measured Rabi frequencies of the nine transitions between the hyperfine

states in F = 1 and F = 2. Figure 2.5 shows the calibration of the Rabi frequency for

one of the nine transitions. With the similar two-stage imaging method we can monitor

the fraction of atoms excited to the F = 2, therefore this method is independent of atom

number fluctuations. To find the exact microwave frequency for q/h = 0 Hz, BECs are
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prepared at the LP (ρ0 = 1) or TP (ρ0 = 0) state with m = 0. Then q is quenched around

0 Hz. If q/h >0, the LP state is the ground state so ρ0 stays at 1 while the TP state is

not stable so ρ0 changes. If q/h <0, then the TP state is stable and the LP state can not

maintain. q/h = 0 Hz is where the phase transition happens. One thing worth noting is

that when for example a LP state is prepared while q/h is quenched to a negative value, it

is necessary to hold the BEC for a while before ρ0 starts to evolve. This is related to the

”freeze-out” property for non-adiabatic phase transitions and the quantum Kibble-Zurek

mechanism [33, 103].
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Figure 2.6: The atom number (blue) and fitted size (red) after a ramp-up and ramp-back
sequence using optical lattices (solid markers) or optical traps (open markers).

F = 1 sodium BECs usually have long lifetimes up to tens of seconds [102, 104]. But it

is worth noting that microwave pulses combined with deep optical lattices could induce

significant heating and number losses. We monitor the atom number and fitted size after

such a sequence: the lattice depth linearly ramps up to upeakL then ramps back to 2ER at

a certain ramp speed, the microwave dressing field is applied during the lattice ramp with

a detuning ∆ = 11kHz from the |F = 1,mF = 0〉 → |F = 2,mF = 0〉 transition. There
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are obvious number loss and heating indicated by the increase of the fitted size, as shown

in Fig. 2.6. In a contrast experiment we rotate the polarization of the three retro-reflected

beams by π/2 so the laser beams, without interfering with each other, only provide trapping

potentials. Open markers in Fig. 2.6 show the results of this contrast experiment, which

indicates no obvious number loss or heating. The microwave-induced number loss can be

explained by the fact that the microwave frequency is close to the |F = 1〉 → |F = 2〉

transition and sodium atoms at the F = 2 state decay rapidly [23]. The lattice-enhanced

atom density could have enlarged the microwave-induced atom losses.
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Figure 2.7: The red line is the density profile integrating over a certain region of the picture
along one direction. The blue solid (dashed) line represents the fit for the condensate
(thermal) part. The condensate fraction can then be extracted from such a bimodal fit.
Inset: a TOF picture at q/h = 5Hz after a ramp-up then ramp-down sequence to 2ER.

We further investigated this process by extracting the condensate fraction of a BEC after

a lattice ramp-back sequence with the microwave pulse set at different frequencies. A

bimodal fit is applied to extract the condensate fraction, as shown in Fig. 2.7. The value

of condensate fraction can be used to extract the BEC temperature around the transition

point Tc. When T > Tc the condensate fraction is around 0, and when T gets smaller than

Tc, the value quickly increases to around 1. We found the heating effect strongly depended

on the frequency detuning ∆, i.e., the condensate fraction decreases when ∆ gets smaller,
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indicating there are more heating. Although we have not been able to analytically describe

this process, it is clear that an off-resonant microwave pulses together with deep lattices can

introduce severe heating. Therefore designing an experimental sequence using microwave

dressing fields and high power optical lattice beams needs to take this problem into account.

2.2.3 Lattice calibrations via Kapitza-Dirac diffraction patterns
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Figure 2.8: Left: typical Kapitza-Dirac diffraction patterns with a single lattice beam
pulsing on BECs when uL = 16.4ER. The fractional population of the zero-momentum
(p = 0) component oscillates with the pulse duration. Right: a sinusoidal fit is applied to
extract the oscillation frequency and hence the lattice depth uL.

For a given lattice beam with a fixed power and waist, the lattice depth can be directly

calculated from Eq. [3.4]. But this method turns out to be unreliable due to some technical

problems, such as imperfect lattice alignments and an attenuated retro-reflected beam. On

the other hand, Kapitza-Dirac (K-D) diffraction patterns provide an easy and direct way

to calibrate the lattice depth. Like what is discussed in [105], pulsing on a single lattice

beam for a variable amount of time τ gives a time-dependent diffraction pattern. When we

suddenly load a BEC into a lattice and then suddenly release it, the wave function (initially

can be treated as a plane wave with p = 0) is first projected into the Bloch states as the

sum of |n, 0〉: |Ψ(t = 0)〉 =
∑∞

n=0 |n, 0〉〈n, 0|φ0〉. During the pulse time τ , each band n

has its phase factor evolving at exp{−iEn(q=0)τ/~}, where En,0 is the energy at the n band.

And then the final state after the TOF measurement is the projection back into the plane

wave basis. Calculation shows the interference of these phase factors cause the oscillation of

populations for each plane wave φ2m~kL(m = 0,±1,±2...) with the corresponding coefficient

b0(m) =
∑∞

n=0 a
∗
n,0(0)an,0(m)exp{−iEn(0)τ/~}, where 〈n, 0|φ0〉 = a∗n,0(0). [105].
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Figure 2.8 shows an example of the oscillation of atoms between zero momentum p = 0 and

p = 2~k at a certain uL. When uL is shallow enough (< 20ER), only n = 0 and n = 2 bands

need to be considered and atoms oscillate sinusoidally at the frequency of (E0,0 − E2,0)/h.

Based on the extracted oscillation frequency and the predicted En,0, we can find uL at a

certain laser power, as shown in Fig 2.8 where the calibrated uL = 16.4ER. We then repeat

the above step at one or two different laser powers to find the coefficient power divided by

lattice depth, as uL linearly depends on the laser power.

P
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D
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Optical system

Figure 2.9: Schematic of our feedback control system to stabilize the lattice beam power.

The lattice power fluctuations lead to errors in the lattice depth calibration. Each lattice

beam has been controlled independently with a feed-back servo loop, as shown in Fig. 2.9.

The photo-detectors (PD) monitors the power and a feedback signal is generated through our

Labview PID program. The input and output signals are processed by a DAQ Multifunction

I/O Accessory (NI SCB-68A). The output signal goes to the half-wave liquid crystal (LC)

wave plates that can stabilize the lattice power by slowly varying the polarization state.

32



The systematic error of our lattice calibration is 6 % ∼ 7 %. A lattice ramp is realized by

altering the input signal of an acousto-optics modulator (AOM) in each lattice beam path.
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CHAPTER III

DYNAMICS OF SPINOR BECS IN DEEP LATTICES

This chapter discusses our experimental studies on the spin-mixing dynamics of spinor 

BECs in cubic optical lattices when the initial state is prepared far from the equilibrium 

states. One paper related to these topics was published:

• Z. Chen, T. Tang, J. Austin, Z. Shaw, L. Zhao, and Y. Liu, Quantum Quench and

non-equilibrium Dynamics in Lattice-Confined Spinor Condensates, Phys. Rev. Lett

123, 113002 (2019). Included in Appendix A.

As mentioned in the introduction, cold atom systems are ideal system for the study of non-

equilibrium dynamics for many reasons. There are many state preparation techniques and

difference kinds of methods for measurements. Such a system can be easily prepared far

away from equilibrium through quenching one of its highly-controllable parameters, e.g., the

number of atoms, temperature, total spin of the system, the dimensionality of the system,

or the lattice potential when it is combined with optical lattices [8, 22, 25, 27, 46, 94, 106,

106–108]. In lattice-confined spinor gases, interesting dynamics have been investigated by

preparing non-equilibrium initial states. Dynamics in different dimensional systems also

have interesting differences, for example in 1D Ising spin chains interaction-driven revival

dynamics were observed [109], in 2D lattices the dynamics and equilibration of spin-mixing

process were studied [25], and coherent spin-mixing dynamics of tightly confined atom pairs

existed in cubic lattices [45, 92]. The long equilibration time of spinor systems, ranging from

tens of milliseconds to several seconds [8, 25], is another notable advantage of investigating

non-equilibrium dynamics. This chapter will mainly focus on the coherent spin-mixing
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dynamics in the MI phase after the initial state is prepared far-away from the ground state

via quenching the magnetic field strength. No phase transition point is crossed during this

quench sequence, so this is a simple and clean experiment with no complicated phenomena

induced by a symmetry breaking. I will introduce our experimental sequences based on

the system discussed above. Then I will discuss the important observations related to the

many-particle spin oscillations.

3.1 Spin dynamics in two extremes

The spin-mixing dynamics in spinor gases are related to the spin exchanging collisions

between a pair of atoms. Two |F = 1,mF = ±0〉 atoms become one |F = 1,mF = +1〉

and one |F = 1,mF = −1〉 and vice verse. The linear Zeeman energy remains the same

during the process and we usually only consider the quadratic Zeeman energy q, which

can be manipulated by changing the external magnetic fields or applying a microwave

dressing fields. The competition between q and spin-dependent interactions c2 determines

the nature of the spin dynamics[8]. Experimental studies on non-equilibrium dynamics have

been conducted in spinor gases extensively at two extremes. Ref. [45, 92] mainly focused

on the dynamics in a clean two-body system isolated in a lattice site when the system is

in the Mott-insulator phase, and many other works investigated a many-body system with

more than 104 atoms in the superfluid (SF) phase [8, 25, 27, 106]. But transitions between

these two extremes remain less explored [46].

3.1.1 Single spatial mode approximation

The coherent spin dynamics of BECs in optical trap have been well studied both theoreti-

cally and experimentally [19, 20, 27, 32, 110, 111]. To limit discussions within the spin degree

of freedom, the single-spatial-mode approximation (SMA) is usually considered. This re-

quires the size of BECs smaller than the spin healing length. The condensate wave function
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Figure 3.1: Equal-energy plots based on Eq. 3.2 with m = 0, q/c = 0 (left) and 1 (right).
The spin-mixing dynamics evolve along the equal-energy contours.

under SMA can be written as [25]

ΦmF
(r) = Ψ(r)ψmF

e−
iEmF

t

~ , (3.1)

where the spacial mode Ψ(r) is fixed and the spin state varies as the rest terms indicate.

The spin population fraction for mF state is ρ0 = |ψmF
|2 . ψmF

can thus be expressed as

ψmF
=

√
ρmF

exp(−iθmF
) , where θmF

is the corresponding phase. With the conservation

of both total atom number N and magnetization m, the energy of the system is [8, 32]

E = q(1− ρ0)

+ cρ0[(1− ρ0) +
√

(1− ρ0)2 −m2 cos θ] , (3.2)

where θ = θ+1+θ−1−2θ0 is the phase difference, c = c2n is the spin-dependent interaction, n

is the density of the condensate. And the equations of motion are ρ̇0 = −(2/~)∂E/∂θ , θ̇ =

(2/~)∂E/∂ρ0 . Figure 3.1 shows the energy plot as a function of ρ0 and θ with m = 0 based

on Eq. 3.2. The energy is conserved during the spin-mixing dynamics, and the evolution of

ρ0 and θ is along the equal-energy contours depending on the initial states.
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Figure 3.2: A typical spin-mixing dynamics observed at q = -125 Hz. Inset shows the
equal-energy plots with m = 0, q/c = −2.

The time evolution of ρ0 depends on the initial spin state, c and q. It can be seen from

Fig. 3.1 and inset of Fig. 3.2 how the value of q changes the constant-energy contours, so

does the evolution of the dynamics. The comparison between |q| and 2c determines two

different dynamical regimes. Large |q| corresponds to the ”Zeeman regime” with running

phase while the opposite limit is the ”interaction regime” where the phase space is divided

in two regions by the separatrix ρ̇0 = θ̇ = 0 . One region has oscillating phase solutions

while the other has running phase solutions. Such spin dynamics have been observed in

different atom species [19, 20], and over both positive and negative q [27]. There are also

observations of BECs with certain initial conditions crossing the seperatrix during the time

evolution due to the energy dissipation [112]. Figure 3.2 shows a typical spin oscillation

represented by the time evolution of ρ0 at q = −125Hz. The solid line is a damped sine fit

to the data.

3.1.2 Spin-exchanging collisions in few atoms

The simplest case of spin-mixing dynamics happens if we consider there are only two tightly

confined |F = 1〉 atoms satisfying the SMA. For two mF =0 atoms, the initial state can
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be expressed as |0, 2, 0〉 in Fock basis. The state can also be described under angular-

momentum basis |n, Ftot,M〉 where n is the total number, M is the total spin projection

along z axis and Ftot is the total spin. Then the initial state for two mF = 0 atoms is a

superposition of Ftot =0 and Ftot =2. So the subsequent spin mixing should be a Rabi-type

oscillation between these two states, with the frequency and amplitude determined by the

energy difference.
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Figure 3.3: (a) Diagram of the spin-changing collisions between two atoms. (b) The calcu-
lated oscialltion frequency Ω

′

if and amplitude A as a function of q and U2.

Reference [45] studied such two-atom coherent spin dynamics by preparing many 87Rb atom

pairs in an optical lattice and initialize the dynamics using ratio-frequency pulses to transfer

atoms to one of the |F = 2〉 hyperfine states. They directly employed a Rabi-like model to

describe the dynamics in each site. As Fig. 3.3(a) shows, the system starting from |0, 2, 0〉

state can only access |1, 0, 1〉 state. Therefore the transfer matrix can be reduced to [113]

H =
~

2




0 Ωif

Ωif 2δif


 , (3.3)

where Ωif is the interaction Hamiltonian between the initial and final states, which depends

on the spin-dependent interaction U2. The detuning δif is the interaction energy difference

of the two states which can be tuned by the quadratic Zeeman energy as δif = δ0 + δ(B2).

The transition probability can be expressed as Pf =
Ω2
if

Ω
′2
if

1
2 [1− cos(Ω

′

if t)e
−γif t]. Here Ω

′

if =

√
Ω2
if + δ2if is the effective Rabi frequency, and the last exponential is a phenomenological
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term with γif the damping rate. The calculated oscillation frequency Ω
′

if and amplitude

A =
Ω2
if

2Ω
′2
if

are shown in Fig. 3.3(b) as a function of q and U2. This model explained

their experimental data well, as the oscillation of the observed spin component is a simple

damped sine wave. The extracted frequencies was used to precisely measure spin-dependent

interaction strength and the scattering length differences [92].

3.2 Spin dynamics in an inhomogeneous system

Aforementioned coherent spin-mixing dynamics have been experimentally studied in a clean

two-body system and in a many-body system over the past 15 years [8, 27, 45, 106, 114].

Transitions between these two extremes are less explored due to some technique challenges.

For example, multiple 87Rb atoms trapped in the same lattice site have short lifetime [45].

In our inhomogeneous system, a large fraction of lattice sites are occupied by more than 2

atoms, which enables us to study transitions between two-body and many-body spin dy-

namics. We observe dynamics consisting of spin-mixing oscillations at multiple frequencies

in spinor BECs after the quantum quench sequence. The spin-mixing spectra reveals atom

number distributions of an inhomogeneous system indicating a Mott-shell structure. Every

observed spin dynamics is well described by summing up multiple Rabi-type spin-mixing

oscillations in individual lattice sites. This enables us to precisely measure the ratio of U0

(the spin-independent interaction) to U2 (the spin-dependent interaction), an important

factor in the spinor physics.

The site-independent Bose-Hubbard model has successfully described lattice-confined spinor

BECs [8, 36, 68]. Since our data are taken in deep lattices, we consider the simplified Bose-

Hubbard model ignoring the tunnelling energy J [46],

H =
U0

2
n(n− 1) +

U2

2
(~S2 − 2n) + q(n1 + n−1)− µn . (3.4)

n =
∑

mF
nmF

is the atom number in each lattice site, mF stands for the specific spin state.

~S is the spin operator. q is the net quadratic Zeeman energy induced by the magnetic field
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and/or a microwave dressing field [36, 46].

3.2.1 Experimental sequences
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Figure 3.4: Schematic of our Quench-Q sequence (see text). All axes are not to scale. (This
figure is adapted from our published work [67].)

Figure 3.4 illustrates the experimental sequence (Quench-Q sequence), used in this work.

The sequence starts in free space at q/h = 40Hz with a BEC of up to 105 sodium (23Na)

atoms. The spin-1 antiferromagnetic spinor BEC is in its ground state for positive q, the

longitudinal polar (LP) state with ρ0 = 1 and m = 0. As mentioned in the last chapter, we

eliminate all |F = 1,mF = ±1〉 atoms with resonant microwave and laser pulses to prepare

a pure |F = 1,mF = 0〉 state [36, 68]. Atoms in the LP state are then loaded at a given

q into a cubic lattice. We calibrate the lattice depth uL with Kapitza-Dirac diffraction

patterns as mentioned in the last chapter. We first adiabatically ramp up cubic lattices

to a final depth of uL ≥ 28ER in a high field (where q ≫ U2). This ensures atoms cross

SF-MI transitions and enter into their ground states (where ρ0 ≃ 1) in the MI phase [68];

and we then suddenly quench magnetic fields to a desired smaller q. Since the state with

ρ0 ≃ 1 is no longer the ground state, a non-equilibrium dynamics is initialized. Atoms are
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held in lattices for a certain time thold for evolution, then are abruptly released from the

lattices for measurement. ρ0 can be measured with Stern-Gerlach absorption imaging and

our two-step microwave imaging after a given time of flight [36].

3.2.2 Spin oscillations at multiple frequencies
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Figure 3.5: (a) Observed spin dynamics after Quench-Q sequences to different q. Lines are
fits based on Eq. (3.5). (b) Lines denote the predicted energy En = h · fn (see text). (This
figure is adapted from our published work [67].)
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Spin-mixing oscillations at multiple frequencies are observed after Quench-Q sequences at

q/h < 100Hz. Two typical time evolutions of ρ0 are shown in Fig. 3.5(a). Each value of

ρ0 presented on the graph is extracted from averaging approximately 15 repeated measure-

ments. All quoted uncertainties of ρ0 are estimated one standard error. Here we treat the n

atoms tightly confined in one lattice site using a Rabi-type oscillation with a fixed frequency

fn. Then the time evolutions occurring in individual lattice sites for our inhomogeneous

system get combined together for the observed dynamics.

Here we only consider the two level case, the ground state and the first excited state in the

subspace of m = 0 at a given n (see Fig. 3.5(b)). Based on Eq. (3.4), the energy gap En can

be calculated, and fn = En/h. Analytical expressions for fn can be found at n = 2 and n =

3, i.e., f2 = U2

√
9− 4(q/U2) + 4(q/U2)2/h and f3 = U2

√
25 + 4(q/U2) + 4(q/U2)2/h [67].

The oscillation amplitude Dn for n atoms in single site can also be derived from Eq. (3.4).

The calculated results for q/h = 85 Hz are listed in Table 3.1. Then such an evolution

appears to be fit by a composition of multiple Rabi-type oscillations (see solid lines in

Fig. 3.5(a) and Eq. (3.5)). More detailed discussion of the fitting parameters can be found

in the last section of this chapter. One noticeable difference in Fig. 3.5(a) is that the 30 Hz

data oscillation is much like an overlapping of two sinusoidal wave but the 85 Hz data

are more complicated, although they have the same number distributions. This can be

explained by Fig. 3.5(b): when q is small the oscillation frequencies for different n are too

close to be separated.

3.3 Spectra analysis and atom number distributions

n 1 2 3 4 5 6

Dn 0 0.413 0.229 0.269 0.215 0.199

Table 3.1: Calculated amplitudes Dn for n atoms in a single site at q/h = 85 Hz.

Fast Fourier transformations (FFT) is a good method to analyze signals with multiple

frequencies. Therefore we conduct FFT onto all observed time evolutions to better illustrate

the spin-mixing dynamics. For the 85Hz data set in Fig. 3.5(a), typical FFT spectra
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Figure 3.6: (a) Triangles (circles) represent fast Fourier transformations (FFT) over the
first 40 ms (80 ms) of thold on the q/h = 85Hz data set shown in Fig. 3.5 (a). Vertical
lines mark the predicted fn (see text). Solid lines are five-Gaussian fits. Results obtained
at thold = 40 ms are shifted up by 0.4 for visual clarity. (b) Atom number distributions
extracted from the thold = 40 ms FFT spectrum in Panel (a). We define χn as the fraction
of atoms localized in lattice sites having n atoms, and extract χn from dividing the area
below the corresponding peak in a FFT spectrum by the spin oscillation amplitude Dn

(see text). Black bars mark the predicted χn in Mott-insulator shells at npeak = 6 based on
Eq. (3.4) and the Thomas-Fermi approximation. (c) Similar to Panel (b) but extracted from
the thold = 80 ms FFT spectrum in Panel (a). (This figure is adapted from our published
work [67].)

extracted over different time durations are shown in Fig. 3.6(a). Each of these two FFT

spectra has five distinguished peaks agreeing well with the predictions (the vertical lines) of

Eq. (3.4). The spin components in the even Mott lobes oscillate at lower frequencies, which
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corresponds to the three peaks between 200 ∼ 400Hz. Particles in the two odd Mott lobes

display higher spin oscillation frequencies when q/U2 < 1.55 like the other two peaks show.

Atom number distributions together with the oscillation amplitudes in each individual site

determine the observed total amplitude, which is revealed from the FFT spectra. The

number distributions can also be extracted from a FFT spectrum, as shown in Figs. 3.6(b)

and 3.6(c). The spin oscillation amplitudes Dn for n atoms in a single site is listed in

Table. 3.1. The comparison of these two figures indicates the number distributions χn in

our system quickly change with time thold and the n = 2Mott lobe becomes more dominating

after atoms are held in deep lattices for a longer time. This implies atoms in the n = 2 Mott

lobe decay more slowly. This is possibly because of the lack of three-body inelastic collisions

in this lobe. Another notable result in Fig. 3.6(b) is that each experimental χn extracted

from the FFT spectrum over a short time duration (i.e., thold = 40ms) coincides with the

theoretical χn at npeak = 6. The theoretical values of χn are listed in Table 1.1, derived

from Eq. (3.4) and the Thomas-Fermi approximation for Mott-insulator shells. Since the

initial states are the ground states of the MI phase, it is reasonable to consider that atoms

follow the predicted Mott shell structure during the Quench-Q sequences.

Our data thus experimentally confirm a new approach to probe the initial Fock-state dis-

tributions: by analyzing the spin-mixing dynamics and their corresponding FFT spectra

over a short thold after a sufficiently fast quench sequence. Although for small q where

the frequencies differences are small, the peaks at multiple frequencies cannot be separated

within the thold used in the experiment. As Fig. 3.7 shows, the q/h = 30Hz FFT spectra

has only two distinguished peaks rather than the predicted five peaks, i.e., the wide peaks

at around 220 Hz correspond to the oscillations of even n atoms and the wide peaks at

around 400 Hz to the oscillations of odd n atoms. The reason is similar to the discussion of

the 30Hz data in the time-domain, and thold needs to be much longer (greater than 160ms

for all even n) to reduce the aliasing effect of the spectrum analysis, but thold in our system

is limited by lattice heatings and atom losses. Thus to find the number distribution of a

system, the choice of q and uL is critical to ensure the amplitude is larger than the noise

while different fn are well separated within thold. Based on Fig. 3.5(b), q should be large
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Figure 3.7: (a) Circles represents the FFT on the q/h = 30Hz data set shown in Fig. 3.5 (a).
Vertical lines mark the predicted fn. (b) The atom number of the same group of data.

enough to separate fn while not too large since the oscillation amplitudes decrease as q

increases. uL should be deep enough to yield separable fn, but too much lattice power

could heat up atoms significantly.
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3.4 Empirical model for damped spin oscillations

We develop the following empirical formula based on the predicted fn for an inhomoge-

neous system with a certain npeak, and find all observed spin dynamics can be fit by this

formula [67]

ρ0(t) =

npeak∑

n=2

An exp(−t/τn) sin [2πfn(t− t0)]

+ ∆ρ0 exp(−t/τ0) +
1

3
. (3.5)

Here the first term sums up individual Rabi-type oscillations at all possible n. We define

the damp rate of oscillation amplitudes as 1/τn. t0 marks the beginning of oscillations

since the magnetic field needs some time to get stabilized after the quench. The second

term describes an overall decay of ρ0 at a decay rate of 1/τ0. This decay may be mainly

due to unavoidable lattice-induced heatings. The third term indicates that the three spin

components eventually equally distribute in equilibrium states when thold → ∞ [114, 115].

Typical fitting results can be found in Fig. 3.5(a). The observed atom losses are less than

10% within every time evolution studied in this work, as shown in Fig. 3.7(b). This serves

as a justification for the validity of Eq. (3.5), a conservative model.

We keep τn in Eq. (3.5) at fixed values to improve and simplify the fittings. Figure 3.8

uses the q/h = 85Hz data set in Fig. 3.5(a) to illustrate how we can extract τn from a

series of FFT spectra. Starting at tstarthold and ending at tendhold = tstarthold + 40 ms, we can divide

the q/h = 85Hz data into different time region, so we can conduct Fourier transformations

onto the data set over various regions. Similar to those FFT results shown in Fig. 3.6(a),

the obtained FFT spectra has five distinguished peaks and their peak positions agree with

the predictions. The height of the peak pn centered at oscillation frequency fn in a FFT

spectrum is extracted. The plot of pn has dependence on tstarthold for each fixed n as the

two typical examples shows in Fig. 3.8. The damping of the spin-mixing oscillations is

reflected by the decays of pn. The constant τn can thus be extracted from an exponential

fit to the data at a fixed n, as shown by solid lines in Fig. 3.8. For the q/h = 85Hz data,
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Figure 3.8: Circles (triangles) represent p2 (p6) as a function of tstarthold . Here pn is the height
of the peak centered at fn in a FFT spectrum of the q/h = 85Hz data set shown in Fig. 1(a),
and each FFT starts at tstarthold (see text). Lines are exponential fits. (This figure is adapted
from our published work [67].)

τn are fixed at these extracted values, as listed in Table 3.2. The damping of oscillations

represented by τn may be due to several different mechanisms. For example the atoms losses

and heating to higher bands can terminate the dynamics of atoms in the certain site. The

relative dephasing of lattice sites also leads to the decay of revivals of the spin states. This

is possibly related to the inhomogeneity of the trap, and the finite tunneling coupling J .

The τn in Table 3.2 shows that n = 2 sites have much smaller damp rate comparing with

n > 3 sites, indicating the three-body interactions or higher-body interactions may play a

major role in inducing the damping of the oscillations.

Other fitting parameters used in a good fitting curve (i.e., the blue solid line in Fig. 3.5(a)

for the q/h = 85Hz data) are also listed in Table 3.2. The decay constant τ0 for ρ0 reduces

with hold time as the table shows, which indicates that more induced heatings at longer

thold make the spin oscillation decays more quickly. The best fits for other data sets taken

at smaller q, however, all yield constant τ0. The underlying physics of this field-dependent
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Fixed parameters:

τ2 (ms) τ3(ms) τ4(ms) τ5(ms) τ6 (ms)

214 30 34 12 13

Fitting parameters:

U2/h (Hz) A2 A3 A4 A5 A6 t0 (ms) τ0 (ms) ∆ρ0
79.4 0.017 0.012 0.02 0.012 0.01 0.48 87-0.34thold 0.472

Table 3.2: Parameters used in the blue solid line in Fig. 3.5(a) (see text). (This table is
adapted from our published work [67].)

heating may be interesting for further study. The deduced atom number distributions χn

can also be extracted by dividing the fitting parameters An listed in Table 3.2 with the

spin oscillation amplitude Dn in Table 3.1. These values agree with the results deduced by

the FFT spectra shown in Fig. 2(b). The last term in Table 3.2, value of ∆ρ0, confirms

a connection of our data to the MF predicted ground state: ∆ρ0 + 1/3 ≈ ρT0 . Here ρT0 is

the predicted ρ0 in the ground state of the spinor gases at the given q and uL as discussed

in Chapter 1. This experiment can be used to precisely measure important parameters U2

and U2/U0, which will be elaborated in Chapter 4.
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CHAPTER IV

QUANTUM QUENCH ACROSS SUPERFLUID TO MOTT-INSULATOR 

PHASE TRANSITIONS

This chapter discusses our experimental studies on the spin-mixing dynamics of spinor 

BECs in cubic optical lattices when the system is quenched across the SF-MI phase transi-

tions. One paper related to these topics was published:

• Z. Chen, T. Tang, J. Austin, Z. Shaw, L. Zhao, and Y. Liu, Quantum Quench and

nonequilibrium Dynamics in Lattice-Confined Spinor Condensates, Phys. Rev. Lett

123, 113002 (2019). Included in Appendix A.

Besides those early experimental works that studied non-equilibrium spin dynamics with

coherent spin mixing, more attention has been paid to the topics like dynamic phase tran-

sitions, universality, equilibrations, which are usually beyond the description of hydrody-

namics and the MF physics [8]. When a system is taken out of equilibrium by quenching

one or several parameters of the Hamiltonian across a phase transition, the unitary time

evolution of the system is difficult to be theoretically simulated. Ref. [42, 116] conducted

landmark experiments in this direction, which observed the first SF-MI phase transition and

the coherent atomic matter-wave field dynamics by ramping the lattice depth at different

speeds. In the spinor systems, Ref. [95] first experimentally studied the dynamics of 87 Rb

driven across the polar and ferromagnetic phases, observed the formation of spin textures,

ferromagnetic domains and domain walls. Ref. [80, 103] studied the quantum Kibble-Zurek

mechanism in the spin degree of freedom. Here we consider a sequence that quenches the

lattice depth across the superfluid to Mott-insulator phase transitions in spinor gases. I
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will show the short time coherent spin-mixing dynamics and the calculation of the spin-

dependent interaction strength. I will also discuss the long time equilibrations and the

tunnelling effects during the quench.

4.1 Dynamics after quenching across SF-MI transitions

Our experiments are performed in a quantum quench scenario starting with an antifer-

romagnetic spinor BEC at its SF ground state, based on a theoretical proposal in [46].

We continuously quench the potential of a cubic lattice to a very large value, completely

suppressing tunnellings to freeze atom number distributions in individual lattice sites. Ref-

erence [46] predicted several observables to analyze such non-equilibrium dynamics of the

system. It includes the evolution of different spin populations characterized by ρ0 and the

visibility of the TOF pictures. The single-site Hamiltonian neglecting J can still be applied

here, as Eq. 3.4 shows. This is mainly because the spin evolution after quench is also in

the deep lattice. Meanwhile the exact numerical simulations of the Bose-Hubbard model

are still limited in 1-D and 2-D conditions [117]. Therefore the spin-mixing dynamics in

a single site with the Quench-L sequence are expected to have the same frequency and

amplitude as the case with the Quench-Q sequence at same uL and q. The oscillation of

the visibility is due to the collapse and revival of the matter wave field [116]. The initial

coherent state |α〉 is decomposed into different Fock states |n〉 in the optical lattices as

|α〉 = exp(−|α|2/2)∑n

αn

√
n!
|n〉, with |α|2 = n̂ the average atom number [116]. After the

quench of the lattice depth, atoms in different sites start time evolution with the term

exp(−iEnt/~). The eigenenergy En = U0n(n − 1)/2 for the scalar case considering only

two-body interaction, and the oscillation of the visibility features a single frequency U/h.

Such collapse and revival of the matter wave field have been observed in Ref. [116]. Experi-

ment with effective multi-body interactions up to six-body case have also been studied [118],

which can be used to precisely measure the multi-body interaction energies. For antifer-

romagnetic spinor BECs the results are expected to be more complex [46], since there is

extra U2 term that alters the eigenenergies. However, for q = 0 case there is a dominant
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frequency at (U0 +U2), which can be used to determine the important parameter U2/U0 of

the system regardless of the lattice parameters [46].

4.1.1 Experimental sequences
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Figure 4.1: Schematic of our Quench-L sequence (see text). All axes are not to scale. (This
figure is adapted from our published work [67].)

Figure 4.1 illustrates the experimental sequence (Quench-L sequence) used in this work.

Similar to the Quench-Q sequence, the sequence starts in free space at q/h = 40Hz with

up to 105 sodium (23Na) atoms in the LP state. After the initial state preparation we tune

magnetic fields to a desired q and then quench up the lattice depth uL from 0 to 28(2)ER

within a time duration tramp. Similarly atoms are localized into individual lattice sites after

the lattice loading. In a Quench-L sequence, we have two criteria for choosing the lattice

ramp time tramp. First, tramp is long enough, duL/dt ≪ 32πE2
R/h, to satisfy the interband

adiabaticity requirement [36]. Second, tramp is short enough to make the ramp non-adiabatic

for spin-mixing oscillations, but is not too short so we can limit the discussion of oscillations

between the ground states and the first excited states. After certain hold times we apply
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the two-step microwave imaging method to monitor the time evolution of ρ0.
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Figure 4.2: (a) Observed spin dynamics after Quench-L sequences at two tramp. Lines are
fits based on Eq. (3.5). Data taken at tramp = 1.5 ms are shifted up by 0.1 for visual clarity.
(b) Extracted U2 and U2/U0 from fitting observed dynamics with Eq. (3.5) at various tramp.
The horizontal line is a linear fit. (This figure is adapted from our published work [67].)
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Figure 4.3: U2/U0 extracted from the spin dynamics observed under 20 different conditions.
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a2 are scattering lengths. (This figure is adapted from our published work [67].)
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4.1.2 Precisely measure spin-dependent interactions

Non-equilibrium spin dynamics are also detected in time evolutions of spinor gases after

Quench-L sequences. Figure 4.2 and 4.3 show results after such quench sequence with a

wide range of magnetic fields. Although the theoretical model has been studied by Ref. [46],

we are the first group to experimentally observe such complicated spin-mixing dynamics.

For very short quench time like tramp < 1 ms, atoms in our system need additional 1 ms

to completely lose their phase coherence, which is similar to the phenomenon reported in

rubidium systems [119]. We did not observe the revival of the matter wave phase coherence

for several possible reasons. First, the typical quench time in our experiment is longer that

Ref. [116, 118], and part of the system could dynamically cross the phase transitions [120].

Second, the revival amplitude may quickly damp due to reasons like the inhomogeneities in

the lattice and the finite tunneling coupling. Since we typically sampled the time evolution

every 0.5ms, we may not be able to capture the featured frequencies U0/h ∼ 103 Hz [46].

Third, the effect of q may alter this process which has not been studied yet. For longer

quench times the spin dynamics very weakly depend on tramp. Figure 4.3(a) shows two

examples, in which the oscillation frequencies are almost the same and the oscillation am-

plitudes are slightly different. This is a interesting phenomenon since when the quench

time is very long the ramp becomes adiabatic. The transition from non-adiabatic ramps to

adiabatic ramps is to be explored.

Eq. (3.5) is also applied to fit the spin oscillations observed after Quench-L sequences

since the spin dynamics still happen in deep lattices. We can extract the spin-dependent

interaction U2 from these fitting curves for both quench sequences. This is simply because

when n ≥ 2 at a fixed q, U2 decides frequency fn. Figures 4.2(b) and Fig. 4.3 show the

extracted U2 from 20 experimental data sets taken under very different conditions. U0 is

derived by following [57], and the predicted values of U0 at typical uL are listed in Table 4.1.

A linear fit to the data points in Fig. 4.3 gives the precise values for two key parameters

determining the spinor physics, i.e., U2/U0 ≃ 0.035(3) and a2/a0 ≃ 1.115(10) for 23Na

atoms. Here a2 and a0 are s-wave scattering lengths, and a2/a0 = (U2+U0)/(U0−2U2) based
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on Ref. [13, 30]. The published values of U2/U0 were usually derived from the scattering

lengths [46, 121–127]. For example, [121, 122] respectively found scattering lengths that

would lead to U2/U0 = 0.032(14) and 0.035(11). Another common method is to measure the

scattering lengths through Feshbach spectroscopy, which could yield U2/U0 = 0.037(6) [124]

and 0.036(3) [123]. By comparing with the published U2/U0 values, we can conclude that

our method can conveniently measure U2/U0 with a good resolution.

uL U/ER J/ER h/4J(ms)

12 0.131380845 0.012252082 2.661713449

14 0.15095208 0.008004102 4.074352306

19 0.197163798 0.002996508 10.8831785

25 0.248915214 0.001038582 31.40005453

28 0.273656588 0.000635039 51.35358842

33 0.313553907 0.000292616 111.4482169

Table 4.1: Calculated U , J and h/4J for different uL with 20 plane waves and 10 lattice sites.
The wavelength is 1064 nm and the s−wave scattering length for 23 Na is as = 2.75 nm.

4.2 Comparisons among quantum quench sequences
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Figure 4.4: The spin dynamics after Quench-Q and Quench-L sequences. The final lattice
depth (28ER) and the q (44 Hz) are the same for both sequences.
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One difference is noticed between the non-equilibrium spin dynamics initiated by Quench-

L and Quench-Q sequences: despite having the same frequencies when spinor gases are

prepared into the same final uL and q, atoms appear to oscillate with a larger amplitude

after the Quench-Q sequence. This is shown in Fig. 4.4 for q = 44Hz and uL = 28ER. We

consider this amplitude difference caused be the biggest difference of the two ramp sequence

that the Quench-Q sequence starts in the deep lattice while the Quench-L sequence starts in

the superfluid phase. Therefore the dephasing and energy dissipations can be induced during

the Quench-L sequence by a number of tunnelling processes. Since for Quench-Q sequences

atoms are fully localized in individual lattice sites with negligible tunnellings. In contrast,a

Quench-L sequence ramp the system cross the SF-MI phase transitions, tunnellings among

adjacent sites thus cannot be ignored during a certain part of this sequence. Other possible

reasons besides the tunnelling induced effect may include significant heatings during first-

order SF-MI phase transitions at a small q for Quench-L sequences [68], non-adiabatic lattice

ramps in Quench-L sequences, and different atom number distributions introduced by the

quench sequences. The last term is interesting for further studying since it could potentially

be used to manipulate the density distribution of the system. Since the Quench-L get the

system across the SF-MI phase transitions, we may expect the spin dynamics to show some

features related to the transition, although somehow it is not apparent in our current data.

This will be discussed in the last two sections of this chapter.

To understand how tunnellings affect the spin-mixing dynamics, we monitor spin oscillations

after varying the tunnelling energy J in a well-controlled way [128]. As Fig. 4.5 shows we

first prepare a non-equilibrium initial state to q/h = 30Hz following a Quench-Q sequence,

and we ramp lattices to a very deep cubic lattice of uL,x = uL,y = uL,z = 33(3)ER with

J ≃ 0 for the subsequent quench. The only difference is during the quench of q J is suddenly

increased to a desired value by properly reducing only one lattice depth uL,z. Here uL,i with

i = x, y, z are depths of the three lattice beams along orthogonal directions, respectively.

Fig. 4.6 are results collected at four signature uL,z and their fittings. uL,z gradually spans

from the few-body dynamics for spinor gases tightly localized in deep lattices (uL,z = 33ER

with J ≃ 0), to the many-body dynamics for atoms loosely confined in shallow lattices
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Figure 4.5: A new sequence that quench q and uL,z at the same time. All axes are not to
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(J ≫ 0 at uL,z = 12ER) as shown in Table. 4.1. Amplitudes of spin-mixing oscillations

appear to quickly decrease during such reduction of uL,z, until they completely vanish when

uL,z < 14ER. We may consider two scenarios to understand these observations. In the first

scenario, consider two atoms oscillating at the frequency f2 in an n = 2 lattice site, so the

spin oscillation can stop as one of the two atoms tunnels out of the site. In another scenario,

n > 2 atoms oscillate in a lattice site at frequency fn while one atom hops out of this site.

Then spin oscillations occurring in this site and the adjacent site that accepts the atom

should be changed. The occurrence of many of such tunnelling events could cause phase

difference and destroy the collective observed spin-mixing dynamics. As J increases with

the reduction of uL,z, the damping is enhanced and eventually stops the spin oscillations. A

numerical example shows the predicted damp time constant due to tunnellings is 11 ms at

uL,z = 19ER in Table 4.1 [128], which is comparable to the experimentally extracted τn of

around 15 ms extracted from Fig. 4.6(a). Therefore our use of deep lattices and subsequent

neglecting of J in Eq. (3.4) are experimentally justified. However, the demonstration of the

underlying physics of the damped spin dynamics remains to be solved. Its connection with
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Figure 4.6: (a) Observed spin dynamics after Quench-Q sequences to q/h = 30Hz at various
uL,z while uL,x = uL,y = 33(3)ER (see text). Results obtained at uL,z = 33(3)ER, 25(2)ER,
and 19(2)ER are respectively shifted up by 0.55, 0.25, and 0.06 for visual clarity. Lines are
fits based on Eq. (3.5). (b) FFT spectra of the dynamics shown in Panel (a). Lines are
two-Gaussian fits. (This figure is adapted from our published work [67].)

the Schwinger boson model [129, 130] are suggested to be worthy of further investigation.

Figure 4.6(b) shows the FFT spectra extracted from panel (a) at all four uL,z. These FFT

spectra all have only two distinguished peaks rather than the predicted five peaks, i.e., the

wide peaks at around 250Hz correspond to the oscillations of even n atoms and the wide

peaks at around 450Hz to the oscillations of odd n atoms. One possible reason for this

discrepancy has been mentioned during the discussion of the Quench-Q 30Hz data, that
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thold needs to be much longer to reduce the aliasing effect of the spectrum analysis, but

thold is limited in our system. In addition, The FFT spectra in Fig. 4.6(b) show that a

larger uL,z leads to spin oscillations of higher frequencies, which can be interpreted by the

effective lattice depth uL = 3
√
uL,xuL,yuL,z. Our calculations of fn based on effective U2

verify this, as the calculated oscillation frequencies fall into those broad peaks.

Another difference between the observed spin dynamics initiated by Quench-L and Quench-

Q sequences is the extracted number distribution based on FFT spectra, especially for

the high q data where peaks for each n can be resolved in the spectra (the spectrum

for Quench-L data is not shown). It has been demonstrated that for Quench-Q sequence

where the lattice ramp is adiabatic, the Mott-insulator state is number-squeezed and follows

the shell distribution. For Quench-L sequence, the number distribution is expected to

be frozen at the initial condition when the ramp is fast enough [118], which follows the

Poisson distribution [131]. This has been verified in different systems [65, 119]. When

the lattice ramp changes from sudden quench to continuous quench, we should expect the

gradual change of the number distribution. The quantitative analysis of this problem will

be published in our future work.

4.3 Universality and the Kibble-Zurek scaling law

Universality is crucial in studying the continuous phase transition as it allows us to ne-

glect many microscopic details of the system and do calculations. It usually manifests in

the scaling behavior of parameters related to the phase transition, for example the order

parameter. An universal power-law scaling was predicted in the Kibble-Zurek mechanism

(KZM) to understand such non-equilibrium situation when system is quenched across a

phase transition point. The excitations respond to the quench rate as a power function,

and the exponent is related to the equilibrium critical exponent [71]. For example if there

is a critical temperature Tc, and T is tuned as T = Tc − vt. The relaxation time diverges

as τrel ∼ 1/|T − Tc|zv where z is the critical exponent. The time t = τrel determines when

adiabaticity is violated. Then the critical length scale is ξc ∼ 1/|v|v/(zv+1) and density of
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defects for d-dimensional system is nex ∼ 1/|v|dv/(zv+1) . The idea was first introduced by

Ref. [132, 133], then it was extended by Ref. [134–136]. And the following experimental

studies have been conducted in many different systems to confirm this theory [137–139].

Recently interest has been increasing in extending the KZM to the quench across a quantum

phase transition. Then it is the quantum fluctuation that drives the system across the phase

transition, and the tuning parameter should be one or more terms in the Hamiltonian.

Considering the tuning parameter λ, and the quantum critical point (QCP) at λc. For a

continuous quantum phase transition, the energy gap ∆ diminishes toward 0 as the system

getting close to the QCP by ∆(λ) ∼ |λ − λc|zv ∼ |vt|zv. The reaction time of the system

to the change ∆ is proportional to 1/∆, and the energy scale at 1/∆ =
∆

∆̇
is where the

adiabaticity breaks down, here ∆̇ = d∆/dt [71]. Then the density of defects can be derived.

The system can stay in the original state after passing the QCP when the reaction time is

still large until the adiabaticity resumes. So there is a freeze out region as Fig. 4.7 shows.

The experimental observations of power law scaling were first conducted in the lattice-trap

scalar BECs. Ref. [140] measured the excitations in the BECs and Ref. [120] measure the

growth of coherence. In spinor BECs, Ref. [80] verified the quantum KZM by measuring
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the evolution spin populations during the quench from the polar phase to the broken-axis-

symmetry phase of 87 Rb. For 23 Na there exists a first order transition between the polar

phase and the antiferromagnetic phase, Ref. [103] was able to find a scaling law following

the generalized quantum KZM.

For our Quench-L sequence, the ratio J/U0 (as does J/U2 as U2 = 0.035U0) is quenched

across the SF-MI phase transition. The amount of excitation is generally expected to

have a scaling effect. The related observable is the oscillation amplitude in our system.

The observed amplitude decreases when the quench time is long and the ramp is close to

adiabatic, but for the short quench time cases, we does not observe a power law dependence,

neither does any other extracted information during the spinor evolution after the quench.

It maybe related with the first-order nature of the transition for even Mott lobes. Or

we should check the spin dynamics during the quench rather than after the quench. The

experimental studies of this problem will be published in our future work.

We also designed a different method to study the scaling law in our system. As predicted

in [68], the SF-MI transition could also happen when uL is fixed and q changes, since the

phase transition happens earlier for small q. So a possible sequence is like what Fig. 4.8(a)

shows. uL ramp to an intermediate values uinterL at small q so for example only n = 2 atoms

across the phase transition to form Mott-insulator state, then if q gradually increase and

the transition point at qfinal becomes larger than uinterL , then n = 2 atoms are expected to

get back to the superfluid state. Since q is a parameter can be easily manipulated by either

applying a magnetic field or a microwave dressing field, we can precisely control its quench

speed and study whether scaling law appears during such transition. We designed such a

different quench q sequence with uinterL = 18.5ER, q/h starts from 10 Hz and is quenched

to 150 Hz. The depletion fraction D is extracted and D is around 0 (1) for atoms in the

superfluid (Mott-insulator) state. Therefore D should decrease when atoms cross the MI-SF

transition by increasing q. The observed depletion fraction however, does not follow the

expected trend. For long ramp time corresponding to the adiabatic case, the state should

have D as the blue marker shows on the graph, which is the depletion fraction after a direct

ramp to uinterL = 18.5ER at q/h = 150 Hz. However the data show a increased D after the
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Figure 4.8: (a) Schematic of the special quench q sequence at an intermediate lattice depth.
All axes are not to scale. (b) The extracted depleted fraction at different ramp time.

ramp, meaning the final state is not getting back to the expected ground state, or the phase

transition does not happen. One possible reason is that there are too much heating induced

during the ramp q time. One of the solution is to further cool down our system. Several

methods have been demonstrated to cool down atoms in optical lattices [62, 141, 142]. This

is not only important for study of the dynamic process of the system, but is also significant

for researches of the ground state properties, quantum magnetism, and applications like

quantum information processing [62, 143].
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4.4 Equilibration and thermalization of isolated quantum

many-body system

The equilibration of our system after the quench sequences shows ρ0 reached ∼ 1/3 when

thold is long enough. This is possibly related to the appearance of the normal state, the

degenracy of different spin components and the heating in the system [61, 114, 115]. In

the previous experiments at free space, Reference. [19] observed the damping of the spin

population oscillations after a few cycles. It could be explained as the inhomogeneous

broadening of the spin-mixing frequency [144], which is also supported by the emergence of

the spatial mode along the long axis observed in their experiment. In Ref. [112], the time

evolution of ρ0 and the Faraday signal both indicated a separatrix crossing in phase space

driven by the energy dissipation. And the system gradually evolved to the ground state [20].

The dissipation associated with the coupling between condensate and noncondensate atoms

suggested by Ref. [145] remains to be experimentally tested.

Another intriguing question is how the unitary time evolution of a nonequilibrium initial

state of a non-integrable many-body quantum system evolve to a ‘thermal state’ so statistic

physics could apply, or does it happen at all [7, 11, 71, 146]. More specifically, when the state

evolve under |Ψ(t)〉 = e−iĤt|Ψ(0)〉, will there be a thermalized local observable. Ref. [147]

first experimentally studied the dynamics of Bose gas in 1-D tubes and demonstrated that

the momentum distributions persist without noticeably equilibration. And they pointed out

its possible connection with the integrability of such 1-D system, a important concept in the

thermalization of classical systems. Ref. [148] was able to numerically solve the dynamics in

such a system with the integrability represented by the full set of conserved quantities. And

they explained the properties of the special equilibrium state, which carries more memory

of the initial conditions but is still in equilibration.

The many-body localized (MBL) system is such a disordered system with interacting parti-

cles localized, and it does not thermalize since thermalization requires the transfer of ener-

gies and particles. New integrability, which is represented by an extensive set of quasi-local
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integrals of motion, shows up in MBL systems to explain their dynamical properties. This

is not only of fundamental interesting for quantum statistics for its unique property, but is

also potentially significant for quantum information processing as the quantum information

of the initial state can be preserved [11].

As it has been discussed, a spinor cold atom system in optical lattices is weak-coupled

to the environment, highly controllable and have long decoherence time. Such system is

ideal for studies of non-equilibrium dynamics and its thermalization, or the existence of

the many-body localization. Ref. [149] first demonstrated the non-thermalization in the

one-dimensional Fermi chains of interacting spin mixtures of two spin components, where

the number imbalance, determined by number of atoms occupying even and odd sites, can

be monitored. It is observed that above a critical disorder strength, a substantial portion

of the initial ordering persists, indicating the non-ergodic evolution of the system and the

phase of MBL. For F = 1 spinor Bosons in a disordered 2-D optical lattice, Ref. [101]

explored the localized phases appeared above a critical disorder strength by monitoring the

atom number imbalance between atoms on the left and right side of the domain wall. While

there are still some arguments whether MBL exists in the higher dimension than 1-D [11],

this is an interesting topic to be further explored experimentally.

F = 1 spinor BECs are expected to exhibit a variety of quench-dynamical behaviors includ-

ing thermalization following the eigenstate thermalization hypothesis, nonthermal equili-

bration and no equilibration, depending on the initial states and the quench conditions [94].

These predictions are suitable to be verified in our system.
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CHAPTER V

SPINOR BECS IN OPTICAL SUPERLATTICES

More complicated optical lattices can also be constructed with various lattice geometry, e.g. 

the hexagonal lattices [106, 150] and the disordered optical lattices [101, 151]. Specially, we 

can construct an optical superlattice by simply overlapping a short λ/2-wavelength lattice 

beam with a long λ-wavelength lattice beam. A double well structure is formed in such a su-

perlattice, which is interesting not only because the ground state phase diagram is different 

from the regular cubic lattice [59, 152–154], but also because it provides an extra freedom to 

manipulate atoms to move between the two wells for quantum state engineering [155, 156]. 

Therefore atoms in the superlattices can be used to study the tunneling dynamics including 

both normal tunneling and second-order tunneling processes [157], or to realize entangle-

ment between atoms in the double well [158]. Over the last decade, bichromatic lattices 

have been applied to study many intriguing phenomena, such as the preparation of mag-

netic quantum phases [155], probing long-range magnetic correlations [152, 159], controlling 

the superexchage interactions and detecting spin correlations of ultracold atoms [160, 161], 

and realizing spin-orbit coupling with ultracold atoms [162]. My particular interests lie in 

the ground state properties and many-particle non-equilibrium dynamics for spinor BECs 

in optical superlattices [152, 154]. In this chapter, I will first introduce the construction 

and control of our optical superlattice using 532 nm and 1064 nm laser beams. Then I will 

discuss the ground state phase diagram for such a system. An increasing fraction of spin 

singlets are expected for the MI state at small q, which is an interesting entangled state as 

introduced in the first chapter. In the end I will summarize some other methods generating 

spin entanglement and the detection.
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5.1 Experimental setup of a bichromatic superlattice
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Figure 5.1: (a) Optical layout of all four lattice beams from one laser. The PPLN crystal for
second harmonic generation of the green light is highlighted in (b). (c) The blue-detuned
green beam is aligned to the center of the BEC and it pushes atoms away to form a ring
during time-of-flight.

Based on our cubic lattice setup with the 1064 nm laser beam, we constructed the super-

lattice structure by overlapping a 532 nm laser beam with one of the horizontal long lattice

beams. A single-mode high-power laser is a good option to generate the 532 nm green light.

However a phase locking between the green and IR lights is required to stabilize the super-

lattice potential. A more convenient method is to frequency double the 1064nm light beam
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with a nonlinear crystal through a second harmonic generation using one high-power IR

lattice laser. What we used in Fig. 5.1(a) and (b) is a magnesium-doped PPLN nonlinear

crystal from Covesion Ltd. This PPLN crystal assembly includes five passes with different

grating periods and thus five phase matching curves, which enable us to optimize the op-

tical pass. The specified conversion efficiency is up to 2%/W/cm for a low gain CW laser,

which indicates a 8%/W conversion efficiency for our 4 cm crystal. The actual conversion

efficiency is a bit lower but is still acceptable. With an output power of up to 350 mW

at 532 nm, we are able to construct a bichromatic superlattice with a lattice depth up to

25EBlue
R . Here EBlue

R is the recoil energy of the blue-detuned lattice created by a pair of

counter-propagating laser beam at 532 nm, which is four time of the unit ER for the 1064 nm

lattices. When this blue-detuned lattice beam is aligned to the center of the BEC, atoms

are pushed way to all directions as shown in Fig. 5.1 (c).

Our one-dimensional superlattice layout is shown in Fig. 5.2(a). We align the IR and green

laser beams along the same optical path horizontally, and retro-reflect them with one same

mirror. To minimize the optical distortions, all lenses and mirrors are coated with an anti-

reflection film for Nd:YAG laser lines at 532 nm and 1064 nm. By changing the frequency of

the acousto-optic modulators (AOMs) before fibers we are able to shift the light frequency

and thus control the phase of superlattices. As a node of the standing wave can always be

found at the retro-reflection mirror, we can precisely calculate how much frequency shift is

needed to realize a desired phase control.

With the relative phase between the two lattice beams being φl, the 1D superlattice potential

can be written as [163],

V (x) = −Vl
2
cos(2klx+ 2πφl)−

Vs
2

cos(2ksx). (5.1)

Based on Eq. 5.1, the bichromatic superlattice potentials at various relative phases between

the two lattice beams can be easily constructed, as shown in Fig. 5.2(b). Shifting the

superlattice phase by a half of the period changes the unit cell of the superlattice structure

from a symmetric double well to a totally asymmetric one. We realize this in the experiment
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Figure 5.2: (a) Our superlattice setup around the main chamber consisting of a 1064 nm
red-detuned and a 532 nm blue-detuned lattice beams along a horizontal direction. Two
monochromatic lattices at 1064nm are along two orthogonal directions, another horizontal
direction and a vertical direction. (b) The superlattice structure controlled by shifting the
relative phase between the blue-detuned and the red-detuned lattices with a fixed power
ratio at Vr/Vg = 1.

by controlling the frequency shift of the long lattice beam via the AOM on the optical path.

This half period shift corresponds to changing the relative phase by ∆φr = φl = 0.25 or

∆Nr = 0.25, where Nr = 2L/λ is the number of nodes between the retro-reflection mirror

and the BEC in the chamber in the IR lattice beam path. In our setup, L ≃ 500 mm

and thus Nr ≃ 9.4 × 105. Also the corresponding frequency shift is
∆fr
fr

=
∆Nr

Nr
with

fr = 2.8 × 1014 Hz. Then ∆fr = 74.5 MHz. And the frequency shift of the AOM is

37.2 MHz for our double-pass AOM setup.

We also apply the K-D diffraction pattern to calibrate the relative phase of the blue-detuned

and red-detuned optical lattices along the same direction. Due to the effect of blue-detuned

lattices, we need to consider the Bloch states with the momentum |p| being up to 4~kL

as Figure 5.3 (c) shows. Figure 5.3(a) and (b) shows a good agreement between our ex-

perimental data and theoretical calculations of (N1 − N−1)/Ntotal and N1/N2 determined

by the energy shift ε/h. Here ε/h is the energy offset between left and right sites, de-

termined by ∆φr, and experimentally tuned with the frequency of the IR lattice beams

through a double-pass AOM. N±1 is the number of atoms with momentum p = ±2~kL and

N2 is the number of atoms with momentum |p| = 4~kL. This method has been applied to

conveniently and precisely calibrate a superlattice lattice potential.
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Figure 5.3: Experimental data and theoretical predictions show that (a) (N1 −N−1)/Ntotal

and (b) N1/N2 are strong functions of the energy offset ε/h in a bichromatic superlattice.
ε/h is determined by ∆φr, and N±1 are the number of atoms with momentum ±2~kL,
N1 is the number of atoms with momentum |p| = 2~kL, and N2 is the number of atoms
with momentum |p| = 4~kL. (c) Typical diffraction patterns at the symmetric point and a
non-symmetric point of a bichromatic superlattice.

5.2 Bose-Hubbard model for a bichromatic superlattice

Figure 5.4(a) shows the schematic diagram of the reciprocal lattice for atoms in the op-

tical superlattice and the imaging process. Figure 5.4(b) marks some of the important

parameters in the system. To study bosons in superlattices, several theoretical models have

been introduced [59, 154, 156]. Similar to [154], we can still employ the decoupled MF

approximation to the BH model for describing spinor bosons in optical superlattices. The

site-independent Hamiltonian of superlattice-confined spinor BECs is expressed as

Ĥ =
U0

2

∑

i=L,R

n̂i(n̂i − 1)− Ji(L̂
† · R̂+H.c.) + ε(n̂L − n̂R)− µ(n̂L + n̂R)

+
U2

2

∑

i=L,R

(
~̂
S2
i − 2n̂i)− Je1[~φR · L̂†

+ ~φL · R̂† − ~φR · ~φ∗L +H.c.]

+ 2Je2[2~φL · L̂†
+ 2~φR · R̂† − ~φL · ~φL

∗ − ~φR · ~φ∗R +H.c.] + qB
∑

i=L,R

∑

j

m2
ij n̂ij (5.2)
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Figure 5.4: (a) Schematic of the reciprocal lattice for atoms in the optical superlattice. The
imaging beam is represented by the red area, and a time-of flight picture is captured along
the imaging direction. (b) The offset of the double well is ε and the intra-site (inter-site)
hopping strength is Ji (Je). (c) The generation of n = 2 Mott lobe.

Considering the double well structure in each unit cell, vector L̂
†
= {L̂†

1, L̂
†
0, L̂

†
−1} with L†

j

the creation operator for atoms in |F = 1,mF = j〉(j = 1, 0,−1) state in the left well and

L̂ contains annihilation operators of the left well. R̂
†
(R̂) is the creation (annihilation)

operator of the right well. n̂L =
∑

j L̂
†
jL̂ (n̂R =

∑
j R̂

†
jR̂) is the atom number at the left

(right) site. Ji (Je1 and Je2) is the hopping energy within the unit cell (between neighboring

unit cells). ε is the energy offset between left and right sites as Fig. 5.4(b) shows. µ is the

chemical potential. ~φR,L are the vector order parameters. We can conveniently prepare

desired states by dynamically changing J and ε (i.e., changing the power ratio and the

relative phase ∆φ between the two overlapping long and short lattice beams.)

Similarly, the SF and MI states are the two ground states for BECs in very shallow or

deep enough superlattices respectively, and for antiferromagnetic spinor BECs, there are

metastable states across the phase transition. The value of ρ0 can still act as an indicator

of the ground states and phase transitions. The calculated ground state phase diagram is

shown in Fig. 5.5.

Similar to the MF calculations of spinor bosons in cubic optical lattices, our calculations of

the superlattice case show U2 and qB are two important parameters. In deep enough lattices,
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the MI phase is only characterized by the total filling factor in an unit cell n = nL + nR.

At low magnetic field, even filling Mott lobes favor spin singlet pairs with the spin gap

induced by U2. Superlattice helps enlarge the even filling Mott lobes and shrink the odd

fillings. When qB is high enough the ground state becomes mF = 0 state and the system

shows similar behavior as scalar condensates. Based on fig. 5.5(b), when uBlue
L increase to

a suitable value, the change of the inside well barrier helps the phase transition to happen

earlier.

5.3 Generation of spin entanglement between cold atoms in

superlattices

There are several methods to generate entanglement using spinor bosonic gases in optical

superlattices [142, 154, 156, 164]. Here I mainly discuss the intrinsic entangled state related

to the ground state of our system, and the constructed entangled states via the dynamical

processes between atoms in double wells.

70



ρ
0

Blue-detuned lattice depth uL    (ER      )
BlueBlue

Start from the LP state
0.9

0.8

0.7

0.6

0.5

0.4

2520151050

qB/h= 460 Hz

qB/h= 6 Hz
uL = 28ER

ε = 0

(b)(a)

t

u
L u

L

Blue

14E
R

1/2u
L

Blue

u
L

Final

u
L

Blue

Long

Short

Figure 5.6: (a) Typical ramp sequence for all four lattice beams. All axes have arbitrary
units (see text). (b) Measured ρ0 versus uL

Blue after an initial LP spinor BEC undergoes
ramp-up sequences to 28ER at qB/h = 6Hz (blue) and qB/h = 460Hz (red). The solid
lines are sigmoid fits of the data to guide the eye.

5.3.1 Ground state of cold atoms in optical superlattices

We first study the ground state properties of cold atoms in the superlattice, as the MF

theory predicts that superlattice help with increasing the even filling in the system, so does

the fraction of spin singlets when q is small. With q fixed at a certain value we ramp uL

to 28ER adiabatically so the system enters MI state and we change uBlue
L during the ramp

up sequence. To minimum the heating effect on atoms introduced by lattice beams, we do

not ramp all lattice beams together but use a special ramp sequence. One typical example

ramping the system to MI state, as Fig. 5.6(a) shows, is that the horizontal red-detuned

lattice beam along the double-well axis first adiabatically ramps up to
1

2
ufinalL = 14ER.

Thereafter the other horizontal red-detuned lattice beam is ramped up to 14ER and the

blue-detuned lattice beam is ramped up to half of its final depth uBlue
L at the same time,

with the first lattice beam holding at 14ER. Then with the two red-detuned horizontal

lattice beams holding at 14ER, the vertical lattice beam is ramped up to 14ER while the

blue-detuned lattice beam ramps to its final depth uBlue
L . Finally three red-detuned lattice

beams are ramped to final ufinalL = 28ER with 532 nm beam at fixed uBlue
L so the system

transits to the MI state. ρmF
can be measure with the two-stage microwave imaging after

a certain time of flight.

For data in Fig. 5.6(b), qB/h is set at 6Hz and 460Hz. Within the scan region of uBlue
L ,
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the superlattice structure changes from double wells with shallow barriers to ideal double

wells in our model. For the regular lattice case with uBlue
L = 0 in Fig. 5.6, the values of

ρ0 are close to the MF predictions. Signature of transition shows up when uBlue
L gradually

increases as ρ0 versus uBlue
L data follow sigmoid fittings. The positions of the transition

points are different for q/h = 6Hz and q/h = 460Hz, indicating the competition between

Ji and q. However for 6Hz data the ρ0 is expected to be closer to
1

3
when uBlue

L increases

since the singlet fraction is expected to be larger. The explanation of the data remains to

be further explored. These data show that our superlattice system have its unique features

to be explored, meanwhile there are q dependence data in the deep lattices show that the

current system is limited by the lattice induced heating (not shown in the figures). Further

cooling of atoms in such system is possible with the recent development of the cooling

techniques [62, 141, 142]. The measurement of entanglement in the system can also help

us understand its properties. A process shown in Fig. 5.4(c), as discussed in Ref. [119],

is expected to help with creating n = 2 Mott lobe and to realize a larger fraction of spin

singlets for antiferromagnetic spinor atoms in the optical superlattices.

5.3.2 Generation of entanglement with state manipulations

With the development of the techniques manipulating and addressing single atom spins in

a many-atoms system (i.e. cold atoms in optical lattices), the generation of entanglement

in such system has been realized [142, 164], and its applications to quantum information

and quantum computing have attracted many interests [7]. I will discuss some of the

generic techniques for state preparation, manipulation and detection of cold spinor atoms

in the optical superlattice. The basic configuration for such system is usually two spinor

atoms in a double well. Two certain spin states are chosen as the | ↑〉 and | ↓〉 states of

a qubit. Usually the spin states need to have long lifetime and are interchangeable using

a RF/microwave pulse or with exchange interaction [165]. For example Ref. [164] used

| ↑〉 = |F = 2,mF = −2〉 and | ↓〉 = |F = 1,mF = −1〉 for 87Rb and Ref. [158] chose

| ↑〉 = |F = 1,mF = 0〉 and | ↓〉 = |F = 1,mF = −1〉. The initial spin state can be easily

prepared at | ↓〉 for all atoms with a magnetic field gradient or a magnetic trap before lattice

72



loading. With unit filling after loading atoms in deep lattice, a double well structure with

spin-dependent potential can be realized with a magnetic field gradient [158, 166]. Then

the spin state can be manipulated selectively depending on whether the atom is located at

the left or right site, as shown in Fig. 5.7(a). If a RF pulse is applied resonant with atoms

on the left site, then the state in double well becomes | ↑, ↓〉, where the occupation of left or

right site is represented by the position in the notation. Then dynamics can be initialized

to demonstrate the quantum SWAP gate operation and to prepare entangled states, e.g.

(| ↑, ↓〉 + i| ↓, ↑〉)/
√
2 or (| ↑, ↓〉 + | ↓, ↑〉)/

√
2.

(a)

| ↓> | ↑>

Pulse

(b)

(c) (d)

| Ψ1>

| Ψ1>| Ψ2>

| Ψ2>

Δ |g>

|e>
Ueg

Jex

Figure 5.7: (a) Demonstration of the initial state preparation, only the spin on the left
well is flipped by the RF/microwave pulse when an energy offset between the two wells is
introduced, e.g. by applying a magnetic field gradient. (b) The graphical representation of
the SWAP quantum gate. (c) Demonstration of the SWAP operation in [158], the left and
right well have an energy offset ∆ before merging, (see text). (d) Demonstration of another
kind of super-exchange driven SWAP operation [142, 161, 164, 167], the high energy states
with two atoms occupying the same well can only be the virtual intermediate states in
second-order tunnelling processes, (see text).

Two methods have been experimentally demonstrated as Fig. 5.7 (c) and (d) show. In

Ref. [158], when the double well with the initial state | ↑, ↓〉 is merged into a single site,

the two atoms can occupy different vibrational bands, which can be expressed as | ↑e
, ↓g〉. To maintain the symmetry of the two-particle bosonic wave function, the spatial

component and the spin component have to be both symmetric or both anti-symmetric.
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In the former case, two atoms overlap spatially, leading to collisional interaction Ueg =

(8π~2as/m)
∫
| φe(X) |2| φg(X) |2d3x, where as is the s-wave scattering length, m is the

mass, φi is the spatial wavefunction for the ground vibrational band (g) and the excited

vibrational band (e). While for the latter case there is no spacial overlapping of the atoms

hence no interaction between them. The symmetric (antisymmetric) case corresponds to

the singlet (triplet) state, and there is an effective spin-spin interaction due to the energy

difference. This leads to the oscillation between | ↑e, ↓g〉 and | ↓e, ↑g〉. This operation, shown

in Fig. 5.7 (b), is called quantum SWAP gate in quantum computing, which could map a

tensor product state to a tensor product state [165]. However, if the operation stops at

the time tSWAP/2, then the so called
√
SWAP operation can map the tensor product state

to an entangled state. To measure the state after evolution, a band mapping technique is

combined with a magnetic field gradient during time-of-flight, so atoms on different bands

are mapped onto different Brillouin zones and atoms with different spins are separated along

another direction. The observed collisional swap dynamics shows clear oscillation over many

periods with negligible decay [158].

The first method for SWAP operation needs to merge the two atoms into the same site, and

the imperfect transfer to the desired vibrational bands limited the fidelity. Reference. [157]

found a second-order tunnelling in such system and the related superexchange is a kind of

non-local spin exchange [167]. When U ≫ J , where J is the single-particle tunnelling energy

and U is the interaction energy, | ↑↓, 0〉 and |0, ↑↓〉 can not be reached starting from | ↑, ↓〉

and the spin dynamics can be described as a Heisenberg-type effective spin Hamiltonian

Ĥ = −JexŜL · ŜR, where Jex = 4J2/U is a different kind of effective spin-spin interaction.

Similar SWAP operation can be realized through the evolution from | ↑, ↓〉 to | ↓, ↑〉, without

moving the atoms. The readout of final states can be achieved with the same band mapping

plus a Stern-Gerlach filter [167], or by a two-stage filtering accompanied with the in situ

absorption imaging for a two dimensional system [142, 164]. To count the number of atoms

in singlet or triplet states in the latter one, a π/2-pulse is applied so the triplet state become

(| ↑, ↑〉 + | ↓, ↓〉)/
√
2 while the singlet state remains the same. Then atoms in | ↑〉 state are

counted with the first imaging pulse regardless of their position, and the rest | ↓〉 atoms are
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transfer to a desired state with a microwave pulse, so | ↓〉 atom pairs escape the trap after

merging the double well and holding the trap for sufficient time. The remain atoms are

contributed by the singlet state only. With the help of precise measurement, Ref. [142, 164]

are able to measure the spin correlations and entanglement.

After the preparation of Bell pairs in many double wells, the next step is to connect each

other for a cluster state, one of the multi-particle entangled state that can be useful for the

one-way quantum computer [39, 168]. The size of the cluster is crucial for implementation

of the quantum algorithm since a sequence of measurements are carried out on a single

atom [169, 170], and one of the limitation for neutral atoms in optical lattices is the defects

like an empty lattice site due to the finite temperature. Progress has been made recently

to greatly cool down such system and the measured entanglement fidelity is significantly

improved [142].

The above discussed methods should be generic and practical for systems including our

setup. Besides these protocols, we also propose some different methods to generate en-

tanglement and spin squeezing: through coherent atomic collisions that naturally exist in

spinor BECs, or through nonlinear interactions between atoms and a light field, which

can be induced by a quantum non-demolition measurement (e.q., Faraday rotation spec-

troscopy) [20].
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CHAPTER VI

FUTURE DIRECTIONS

Antiferromagnetic spinor BECs have been suggested as ideal candidate to generate entan-

glement and spin squeezing with. In the past twenty years, entanglement and spin squeezing 

in atomic systems have attracted much attention for applications in quantum information 

processing and quantum computing [39], as well as their potential abilities to significantly 

enhance the precision of spin-related measurements [8]. For example, our calculations pre-

dict that spin-squeezed sodium spinor BECs can be applied to develop an ultra-precise 

magnetic field sensor.

6.1 DiVincenzo’s criteria for atom quantum computers

There are several promising physical systems with certain computational models for the 

realization of quantum computers, e.g. trapped ions [171], NMR quantum computer [172], 

superconducting quantum computer [173], neutral atoms [39] and etc. [165]. The necessary 

conditions for constructing a quantum computer proposed by David P. DiVincenzo in 2000 

is the so-called DiVincenzo’s criteria. There have been some evaluations of a neutral atom 

quantum computer based on these criteria or a generalized version a decade ago [165, 174, 

175], while some new developments have been achieved since then. Thus I will briefly 

summarize the evaluations with some recent updates.

1. A scalable physical system with well characterized qubits:

Due to the properties of superposition and entanglement for qubits, the required number
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of qubits to run a useful quantum computer is much less than the number of transistors in

a classical one, yet certain scale for the qubit number from a few hundreds up to 104 is still

necessary. The meaning of ”well characterized” includes the understanding of the qubit’s

physical parameters, all states of the qubit and the coupling, the interaction between qubits

and the response to the external fields, etc. For neutral atom, as discussed above, two

atomic internal states can serve as the | ↓〉 and | ↑〉 states for a qubit. However, the many

other states could be a problem if the working states leak to these states. When atoms

are loaded to the optical lattices, the typical scale of the system is around 106 [39]. Unit

filling can be achieved by the transition into a Mott-insulator state, and the quantum gas

microscope allows the selective addressing of atoms in a single site [142].

2. The ability to initialize the state of the qubits to a simple fiducial state, such as |000 . . .〉:

It is straightforward that initialization is the precondition for a trustworthy output, which

is true for both quantum and classical quantum computing. Meanwhile continuous supply

of qubits in a low-entropy state is a requirement for quantum error correction. The internal

states spinor atoms can be reliably prepared by optical pumping or starting for a BEC then

loading the optical lattices [165].

3. Long relevant decoherence times, much longer than the gate operation time:

The interaction between the quantum system and the environment introduce noise into the

system, so the evolution of the quantum states can be different from the one in a perfect

closed quantum system. Thus it is necessary to complete the required gate operations before

the system becomes decoherent. This can be realized by increasing the decoherence time of

the system or by speeding up the gate operations. It has been experimentally demonstrated

that neutral atoms have long decoherence time, which is mainly due to the charge neutrality

and depends on the methods for states preparation (e.g. many-body entangled states can be

insensitive to the external perturbations). The decoherence time of such system is typical

at tens of millisecond or longer and the gate operation time is around microsecond [142].

However, the decoherence induced by gate operation is a potential problem.

4. A universal set of quantum gates:
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(a)

(d)(c)

(b)

X

| 0 >

| 1 >

| 1 >
| 0 >

| e >

Figure 6.1: (a) The graphical representation of one of the single quantum gate: negation
(NOT), which can be represented by the Pauli Matrix σx. (b) Gate operation of X in a
Bloch sphere, it equals a π radians rotation along the x -axis. (c) Microwave induced Rabi
oscillation can realize the single quantum gate operation . (d)Raman transition can also be
used to implement the single qubit operation.

The universality theorem states that the set of single qubit gates and the CNOT gate can

form a universal set of quantum circuits. In other words, any U(2n) gates can be re-expressed

as sequences of single-qubit gates and CNOT gates [176, 177]. For measurement-based

quantum computing, the universality refers to the ’universal resource’ that could generate

all states with single qubit operation [39], and the two dimensional cluster state appears

to be one of the candidate [178–181]. The single qubit operations in neutral atoms can be

realized by applying RF/microwave pulse as discussed or by Raman transitions as shown

in Fig.6.1 (c) and (d). Reference [182] demonstrated their system’s ability of operating

CNOT gate among many qubits. The
√
SWAP operation in the superlattice mentioned

above, together with the single qubit rotations, are also claimed to be a set of universal

gates [158, 183].

5. A qubit-specific measurement capability:

The readout of the result after operations usually require the measurement of the qubits or
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some particular qubits. It has been explained in the last section on how imaging beam can

selectively count the | ↑〉 or | ↓〉 atoms and how the complete spin correlated basis can be

identified. An alternative method is the “quantum jump” [184, 185].

6. The ability to interconvert stationary and flying qubits:

The clear design of flying qubits is using photons. The conversion between atomic states

and photons can be realized by quantum electrodynamics techniques.

7. The ability to faithfully transmit flying qubits between specified locations:

If the information is encoded in the photons, then the optical techniques can be used for

transmitting.

To summarize, neutral atoms in optical lattices is a very promising platform for building

quantum computers. Although its current development is a bit slower than some other

systems like trapped ions or superconducting circuits, it has the unique advantage, especially

the large scale, to be one of the few best candidate in the future.

6.2 Applications of spinor gases in quantum magnetometry

Magnetometry with high spatial resolution (micrometer) and high field sensitivity (picotesla

or even femtotesla) has its application to a wide variety of fields ranging from fundamental

science [186], to engineering [187], to medicine [188, 189], and to space science [190–192].

Atomic magnetometer has been studied ever since the development of manipulating atoms

with laser. Both hot atomic vapors and versatile cold atomic gases have been investigated,

among them a spinor BEC system has many unique advantages as a clean and well-controlled

system [8]. Reference. [193] has demonstrated the ability of their F = 1 87Rb BEC with a

120µm2 spatial resolution and a 8.3 pT/Hz1/2 field sensitivity.

The underlying principle is usually the Larmor precession expressed as [194]:

ωL = 2πνL =
gFµB
~

| B |, (6.1)
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where ωL is the Larmor frequency, gF is the Landé-g factor, µB is the Bohr magneton. So

the sensitivity is characterized by ∆ν, the width of the resonance in the experiment. For

example the coherence time in spin polarized atomic magnetometer give a limitation of such

system. There are other fundamental limitations like the quantum limits including atomic

projection noise, photon shot noise and energy resolution limits [10, 192]. Proposals have

been brought forward to surpass some of these limitations [10, 192, 195], and the realization

of entanglement and squeezing are essential.

Spinor cold atom systems with spin squeezing are proposed with their resolution below

the atomic shot-noise limits [196, 197]. Our calculations also indicate that optical lattices

can be used to create much greater spin squeezing, since lattices can largely enhance in-

teratomic interactions and suppress tunnelling among lattice sites. Criteria for a quantum

system to work as a quantum sensor have been listed and three DiVincenzo criteria are

also included [195], so building a quantum computer shared many properties in common

with realizing a quantum sensor, and the discussions above, the recent advances of entan-

glement generation in lattice confined atoms system, also have the potential to be used in

metrology [39].

In conclusion, the advances of new techniques and theories make the spinor BEC a good

candidate to study non-equilibrium dynamics and more topics related to this. While some

universality and integrability has been found in the complicated strong-interacting many-

body systems, more questions remain to be solved. Theories will guide the experiments

while the experimental researches could also support the development of theories in many

aspects, as it has happened in the development of cold atomic physics.
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We present an experimental study on nonequilibrium dynamics of a spinor condensate after it is
quenched across a superfluid to Mott insulator (MI) phase transition in cubic lattices. Intricate dynamics
consisting of spin-mixing oscillations at multiple frequencies are observed in time evolutions of the spinor
condensate localized in deep lattices after the quantum quench. Similar spin dynamics also appear after
spinor gases in the MI phase are suddenly moved away from their ground states via quenching magnetic
fields. We confirm these observed spectra of spin-mixing dynamics can be utilized to reveal atom number
distributions of an inhomogeneous system, and to study transitions from two-body to many-body
dynamics. Our data also imply the nonequilibrium dynamics depend weakly on the quench speed but
strongly on the lattice potential. This enables precise measurements of the spin-dependent interaction, a key
parameter determining the spinor physics.

DOI: 10.1103/PhysRevLett.123.113002

Spinor Bose-Einstein condensates (BECs) are multi-
component condensates possessing a spin degree of free-
dom [1]. Combined with optical lattices and microwave
dressing fields, spinor gases offer an unprecedented degree
of control over many parameters and have thus been
considered as ideal candidates for studying nonequilibrium
dynamics [1–12]. Such a system can be easily prepared far
away from equilibrium through quenching one of its highly
controllable parameters, e.g., the number of atoms, temper-
ature, total spin of the system, the lattice potential, or the
dimensionality of the system [1–10]. Interesting dynamics
have also been initiated in lattice-confined spinor gases by
nonequilibrium initial states, such as interaction-driven
revival dynamics in one-dimensional Ising spin chains
[13], dynamics and equilibration of spinor BECs in two-
dimensional lattices [3], and spin-mixing dynamics of
tightly confined atom pairs in cubic lattices [14,15].
Another notable advantage of spinor systems on inves-
tigating nonequilibrium dynamics is their long equilibra-
tion time, ranging from tens of milliseconds to several
seconds [1,3]. Experimental studies on nonequilibrium
dynamics have been conducted in spinor gases extensively
at two extremes, i.e., in a clean two-body system with a pair
of atoms in the Mott-insulator (MI) phase [14,15], and in a
many-body system with more than 104 atoms in the
superfluid (SF) phase [1–4]. Transitions between these
two extremes, however, remain less explored [5].
In this Letter, we experimentally confirm that lattice-

trapped spinor BECs provide a perfect platform to under-
stand these less-explored transitions. Our experiments are
performed in a quantum quench scenario starting with an
antiferromagnetic spinor BEC at its SF ground state, based

on a theoretical proposal in Ref. [5]. We continuously
quench the potential of a cubic lattice to a very large value,
completely suppressing tunnelings to freeze atom number
distributions in individual lattice sites. Spin dynamics are
observed at fast quench speeds, and adiabatic SF-MI
quantum phase transitions are detected after sufficiently
slow lattice ramps. About half of the data shown in this
Letter are collected after the lattice is quenched at an
intermediate speed, which is slow enough to prevent
excitations to higher vibrational bands while remaining
fast enough to suppress hopping among lattice sites. We
observe dynamics consisting of spin-mixing oscillations at
multiple frequencies in spinor BECs after the quantum
quench in magnetic fields of strength B < 60 μT. The
remaining data are taken after adiabatic lattice ramps.
Similar spin dynamics also occur after we abruptly move
spinor gases in the MI phase away from their ground states
via quenching magnetic fields. In our system, an inhomo-
geneous system with an adjustable peak occupation number
per lattice site (npeak), a significant amount of lattice sites
are occupied by more than two atoms. The observed spin-
mixing spectra are thus utilized to study transitions between
two-body and many-body spin dynamics and to reveal
atom number distributions of an inhomogeneous system.
Our data also indicate the nonequilibrium dynamics depend
weakly on the quench speed but strongly on the lattice
potential. We find every observed spin dynamics is well
described by a sum of multiple Rabi-type spin-mixing
oscillations. This enables us to precisely measure the ratio
of the spin-independent interaction U0 to the spin-depen-
dent interaction U2, an important factor determining the
spinor physics.
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The site-independent Bose-Hubbard model has success-
fully described lattice-confined spinor BECs [5,16,17]. We
can understand our data taken in deep lattices with a
simplified Bose-Hubbard model by ignoring the tunneling
energy J as follows [5,17]:

H¼U0

2
nðn−1ÞþU2

2
ðS⃗2−2nÞþqðn1þn−1Þ−μn: ð1Þ

Here, q is the net quadratic Zeeman energy induced by
magnetic and microwave fields, μ is the chemical potential,
n ¼ P

mF
nmF

is the total atom number in each lattice site

with nmF
atoms staying in the hyperfine mF state, and S⃗ is

the spin operator [5,17].
We start each experimental cycle at q=h ¼ 40 Hz in free

space with a spin-1 antiferromagnetic spinor BEC of up to
105 sodium atoms in its ground state, the longitudinal polar
(LP) state with ρ0 ¼ 1 and m ¼ 0 [18]. Here ρmF

is the
fractional population of the mF state, m ¼ ρþ1 − ρ−1 is the
magnetization, and h is the Planck constant. Two different
quench sequences, Quench-L and Quench-Q, are applied in
this Letter [18]. In the Quench-L sequences, we tune
magnetic fields to a desired q and then quench up the
depth uL of a cubic lattice from 0 to 28ð2ÞER within a time
duration tramp, where ER is the recoil energy [18]. This final
depth uL is much larger than SF-MI transition points and
thus deep enough to localize atoms into individual lattice
sites. In the Quench-Q sequences, we adiabatically ramp up
cubic lattices to a final depth of uL ≥ 28ER in a high field
(where q ≫ U2), which ensures atoms cross SF-MI tran-
sitions and enter into their ground states (where ρ0 ≃ 1) in
the MI phase [16], and we then suddenly quench magnetic
fields to a desired q for initiating nonequilibrium dynamics.
After each quench sequence, we hold atoms in lattices for a
certain time thold, then measure ρ0 based on Ref. [18].

Nonequilibrium dynamics consisting of spin-mixing
oscillations at multiple frequencies are observed after both
Quench-L and Quench-Q sequences in spinor gases local-
ized in deep lattices at q=h < 100 Hz. Two typical time
evolutions detected after Quench-Q sequences are shown
in Fig. 1(a). Such an evolution appears to be fit by a
composition of multiple Rabi-type oscillations [see solid
lines in Fig. 1(a) and Eq. (2)]. This can be explained by
considering that n atoms tightly confined in one lattice site
display a Rabi-type oscillation at a fixed frequency fn, and
the observed dynamics combine all time evolutions occur-
ring in individual lattice sites for our inhomogeneous
system. We derive fn ¼ En=h from Eq. (1), where En is
the energy gap between the ground state and the first excited
state in the subspace of m ¼ 0 at a given n [see Fig. 1(b)].
Analytical expressions for fn can be found at n ¼ 2 and
n ¼ 3, i.e., f2 ¼ U2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9 − 4ðq=U2Þ þ 4ðq=U2Þ2

p
=h and

f3 ¼ U2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
25þ 4ðq=U2Þ þ 4ðq=U2Þ2

p
=h. We develop the

following empirical formula based on the predicted fn for an
inhomogeneous system with a certain npeak, and find all

observed spin dynamics can be fit by this formula [see
typical examples in Fig. 1(a) and Ref. [18] ],

ρ0ðtÞ ¼
Xnpeak

n¼2

An expð−t=τnÞ sin ½2πfnðt − t0Þ�

þ Δρ0 expð−t=τ0Þ þ
1

3
: ð2Þ

Here, the first term combines individual Rabi-type oscil-
lations at all possible n with 1=τn being the damp rate for
oscillation amplitudes and t0 marking the beginning of
oscillations, while the second term describes an overall
decay of spin oscillations at a decay rate of 1=τ0. This decay
may be mainly due to unavoidable lattice-induced heatings.
The third term of Eq. (2) indicates the three spin components
equally distribute in equilibrium states when thold → ∞
[3,19]. The validity of Eq. (2), a conservative model, may
be justified by the fact that observed atom losses are less than
10% within every time evolution studied in this Letter.
To better illustrate the spin-mixing dynamics, we con-

duct fast Fourier transformations (FFT) onto all observed
time evolutions. Two typical FFT spectra extracted from the
same dataset over different time durations are shown in
Fig. 2(a), where the vertical lines mark the five fn predicted
by Eq. (1). Each of these two FFT spectra has five
distinguished peaks agreeing well with the predictions of
Eq. (1); i.e., all spin components in the three even Mott
lobes oscillate at lower frequencies while particles in
the two odd Mott lobes display higher spin oscillation

FIG. 1. (a) Observed spin dynamics after Quench-Q sequences
to different q. Lines are fits based on Eq. (2) [18]. (b) Lines
denote the predicted energy En ¼ hfn (see text).
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frequencies when q=U2 < 1.55. Atom number distribu-
tions in the spinor gases can also be revealed from the
corresponding FFT spectrum over a given time duration, as
explained in Figs. 2(b) and 2(c). A comparison between
these two figures clearly demonstrates that number dis-
tributions χn in our system quickly change with time thold
and the n ¼ 2 Mott lobe becomes more dominating after
atoms are held in deep lattices for a longer time. This

implies atoms in the n ¼ 2 Mott lobe decay more slowly,
which may be owing to a lack of three-body inelastic
collisions in this lobe. Figure 2(b) shows another notable
result: each experimental χn extracted from the FFT
spectrum over a short time duration (i.e., thold ¼ 40 ms)
coincides with the theoretical χn derived from Eq. (1) and
the Thomas-Fermi approximation for Mott-insulator shells
at npeak ¼ 6. Atoms in initial states distribute into these
predicted Mott shells during the Quench-Q sequences,
because the initial states are the ground states of the MI
phase. Our data thus experimentally confirm that the spin-
mixing dynamics and their corresponding FFT spectra over
a short thold can efficiently probe the initial Fock-state
distributions after a sufficiently fast quench.
Similar nonequilibrium dynamics are also detected in

time evolutions of spinor gases after Quench-L sequences
under a wide range of magnetic fields (see Fig. 3). To our
knowledge, thismay be the first experimental observation of
such complicated spin-mixing dynamics, although its theo-
retical model has been studied by Ref. [5]. Our observations
indicate the spin-mixing dynamics weakly depend on tramp
[21]. Typical examples can be seen in Fig. 3(a), where the
data sets collected at distinct tramp display similar dynamics
with almost identical oscillation frequencies and slightly
different oscillation amplitudes. This may be due to the fact
that tramp in a Quench-L sequence is carefully chosen for
limiting all spin components to oscillate between the ground
states and the first excited states.
The spin oscillations observed after Quench-L sequences

can also be well fit by Eq. (2) [see Fig. 3(a)]. We can extract
the spin-dependent interactionU2 from these fitting curves,
because U2 decides frequency fn when n ≥ 2 at a fixed q.
Figures 3(b) and 3(c) show 20 experimental values of U2

extracted from our data taken under very different con-
ditions. By applying linear fits to these data points, we find
a precise value for two key parameters that determine
the spinor physics, i.e., U2=U0 ≃ 0.035ð3Þ and a2=a0 ≃
1.115ð10Þ for 23Na atoms. Here a2 and a0 are s-wave
scattering lengths, and a2=a0 ¼ ðU2 þ U0Þ=ðU0 − 2U2Þ
based on Refs. [25,26]. Many published values of

FIG. 2. (a) Triangles (circles) represent fast Fourier trans-
formations (FFT) over the first 40 ms (80 ms) of thold on the
q=h ¼ 85 Hz dataset shown in Fig. 1(a). Vertical lines mark the
predicted fn (see text). Solid lines are five-Gaussian fits. Results
obtained at thold ¼ 40 ms are shifted up by 0.4 for visual clarity.
(b) Atom number distributions extracted from the thold ¼ 40 ms
FFT spectrum in panel (a). We define χn as the fraction of atoms
localized in lattice sites having n atoms, and extract χn from
dividing the area below the corresponding peak in a FFT
spectrum by the spin oscillation amplitude Dn (see Ref. [20]).
Black bars mark the predicted χn in Mott-insulator shells at
npeak ¼ 6 based on Eq. (1) and the Thomas-Fermi approximation.
(c) Similar to panel (b) but extracted from the thold ¼ 80 ms FFT
spectrum in panel (a).

FIG. 3. (a) Observed spin dynamics after Quench-L sequences at two tramp. Lines are fits based on Eq. (2). Data taken at tramp ¼ 1.5 ms 
are shifted up by 0.1 for visual clarity. (b) Extracted U2 and U2=U0 from fitting observed dynamics with Eq. (2) at various tramp [23]. The 
horizontal line is a linear fit. (c) Similar to panel (b) but based on our data taken under 20 different conditions. The right axis marks the 
corresponding ratio a2=a0 ¼ ðU2 þ U0Þ=ðU0 − 2U2Þ, where a0 and a2 are scattering lengths.
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U2=U0 were derived from the scattering lengths
[5,27–33]. For example, Refs. [27,28], respectively, found
scattering lengths that would lead to U2=U0 ¼ 0.032ð14Þ
and 0.035(11). In addition, measuring the scattering lengths
through Feshbach spectroscopy could yield U2=U0 ¼
0.037ð6Þ [29] and 0.036(3) [30]. Therefore, the observed
spin dynamics can conveniently measure spin-dependent
interactions and U2=U0 with a good resolution.
We also notice one puzzling difference between the

nonequilibrium dynamics initiated by Quench-L and
Quench-Q sequences: atoms appear to oscillate with a larger
amplitude despite having the same frequencies after the
Quench-Q sequence, even if spinor gases are prepared into
the same final uL and q by these two quench sequences. This
amplitude difference may be attributed to the inevitable
dephasing and energy dissipations induced by a number of
tunneling processes. Note that atoms are fully localized in
individual lattice sites with negligible tunnelings during
Quench-Q sequences. In contrast, spinor gases cross SF-
MI phase transitions during a Quench-L sequence, tunnel-
ings among adjacent sites thus cannot be ignored during a
certain part of this sequence. Other possible reasons for the
different oscillation amplitudes may include significant
heatings induced by first-order SF-MI phase transitions at
a small q during Quench-L sequences [16], different atom
number distributions introduced by the quench sequences
[34], and nonadiabatic lattice ramps in Quench-L sequences.
To understand how tunnelings affect the spin-mixing

dynamics, we monitor spin oscillations after varying the
tunneling energy J in a well-controlled way [8]. We first
prepare a nonequilibrium initial state with a Quench-Q
sequence to q=h ¼ 30 Hz in a very deep cubic lattice of
uL;x ¼ uL;y ¼ uL;z ¼ 33ð3ÞER with J ≃ 0, and then sud-
denly increase J to a desired value by properly reducing
only one lattice depth uL;z. Here uL;x, uL;y, and uL;z are
depths of the three lattice beams along orthogonal direc-
tions, respectively. Results shown in Fig. 4 are collected at
four signature uL;z, gradually spanning from the few-body
dynamics for spinor gases tightly localized in deep lattices
at uL;z ¼ 33ER with J ≃ 0, to the many-body dynamics for
atoms loosely confined in shallow lattices with J ≫ 0 at
uL;z ¼ 12ER. Amplitudes of spin-mixing oscillations
appear to quickly decrease as uL;z is reduced, and com-
pletely vanish when uL;z < 14ER. We may understand
these observations from two simple illustrations. In one
scenario, two atoms oscillate at the frequency f2 in an n¼2
lattice site. The spin oscillation disappears as one of the two
atoms tunnels out of the site. In another scenario, n > 2
atoms oscillate in a lattice site at frequency fn. After one
atom hopping out of this site, spin oscillations occurring in
this site and the adjacent site that accepts the atom should
be changed. The occurrence of many of such tunneling
events could significantly reduce oscillation amplitudes
of the observed spin-mixing dynamics. As J increases
with the reduction of uL;z, the damping is enhanced and

eventually stops the spin oscillations. As a numerical
example, the predicted damp time constant due to tunnel-
ings is 11 ms at uL;z ¼ 19ER [8], which is comparable
to the experimental τn of around 15 ms extracted from
Fig. 4(a). These results justify our use of deep lattices and
subsequent neglecting of J in Eq. (1). The underlying
physics of the damped spin dynamics and its connection
with the Schwinger boson model [35,36] are worthy of
further investigation.
Figure 4(b) show the FFT spectra extracted from the

nonequilibrium dynamics observed at the four uL;z. Each of
these FFT spectra has only two distinguished peaks rather
than the predicted five peaks; i.e., the wide peaks at around
250 Hz correspond to the oscillations of even n atoms and
the wide peaks at around 450 Hz to the oscillations of odd n
atoms. One possible reason for this discrepancy is thold
needs to be much longer (greater than 160 ms for all even n)
to reduce the aliasing effect of the spectrum analysis, but
thold in our system is limited by lattice heatings and atom
losses. The FFT spectra in Fig. 4(b), however, clearly show
that a larger uL;z leads to spin oscillations of higher
frequencies. This can be interpreted by the fact that
frequency fn is determined by U2 and thus also by the
effective lattice depth uL ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiuL;xuL;yuL;z3

p . Our calculations
confirm that the effective U2 gives oscillation frequencies
that fall into those broad peaks seen in Fig. 4(b).
In conclusion, we have presented the first experimental

study on few-body spin dynamics and transitions between
the well-studied two-body and many-body dynamics in

(a) uL,Z = 33ER uL,Z = 25ER

uL,Z = 19ER uL,Z = 12ER

(b) uL,Z = 33ER uL,Z = 25ER

uL,Z = 19ER uL,Z = 12ER
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FIG. 4. (a) Observed spin dynamics after Quench-Q sequences
to q=h ¼ 30 Hz at various uL;z while uL;x ¼ uL;y ¼ 33ð3ÞER (see
text). Results obtained at uL;z ¼ 33ð3ÞER, 25ð2ÞER, and 19ð2ÞER

are, respectively, shifted up by 0.55, 0.25, and 0.06 for visual
clarity. Lines are fits based on Eq. (2). (b) FFT spectra of the
dynamics shown in panel (a). Lines are two-Gaussian fits.
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antiferromagnetic spinor BECs. Dynamics consisting of
spin-mixing oscillations at multiple frequencies, as opposed
to the singular frequency seen in a BEC of thousands of
atoms in the superfluid phase, have been observed in time
evolutions of the spinor condensate localized in deep lattices
after two quench sequences. Unlike the many-body spin
dynamics, especially those interpreted by the single mode
approximation in Refs. [1–3], the spin-mixing oscillations
presented in this Letter indicate quantum recurrences
induced by discrete energy spectra [5]. We have confirmed
our observed spin-mixing dynamics can reveal atom number
distributions of an inhomogeneous system and also enable
precise measurements of two key parameters. The lattice
quench method is applicable to other spinor systems.
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APPENDIX B

LATTICE-INDUCED RAPID FORMATION OF SPIN SINGLETS IN

SPIN-1 SPINOR CONDENSATES

This appendix includes a reprint of Ref. [36]: L. Zhao, T. Tang, Z. Chen, and Y. Liu, 

Lattice-induced rapid formation of spin singlets in spin-1 spinor condensates, arXiv: 

1801.00773. 
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Lattice-induced rapid formation of spin singlets in spin-1 spinor condensates

L. Zhao, T. Tang, Z. Chen, and Y. Liu∗

Department of Physics, Oklahoma State University, Stillwater, Oklahoma 74078, USA

(Dated: January 3, 2018)

We experimentally demonstrate that combining a cubic optical lattice with a spinor Bose-Einstein
condensate substantially relaxes three strict constraints and brings spin singlets of ultracold spin-1
atoms into experimentally accessible regions. About 80 percent of atoms in the lattice-confined spin-
1 spinor condensate are found to form spin singlets, immediately after the atoms cross first-order
superfluid to Mott-insulator phase transitions in a microwave dressing field. A phenomenological
model is also introduced to well describe our observations without adjustable parameters.

PACS numbers: 67.85.Fg, 03.75.Kk, 03.75.Mn, 05.30.Rt

Many-body spin singlet states, in which multiple spin
components of zero total spin are naturally entangled,
have been widely suggested as ideal candidates in inves-
tigating quantum metrology and quantum memories [1–
14]. Advantages of spin singlets in the quantum infor-
mation research include long lifetimes and enhanced tol-
erance to environmental noises [2, 3]. These advantages
may become more pronounced if the singlets consist of
ultracold spin-1 particles [1]. A spin singlet is the ground
state of many types of spinor gases, however, its ex-
perimental realizations have proven to be very challeng-
ing mainly due to its fragilities [3, 10, 12–15]. Allowed
parameter ranges for spin singlets of spin-1 atoms are
strictly limited to the vicinity of zero quadratic Zeeman
energy q and zero magnetization m, and the ranges dras-
tically shrink when the atom number increases [10–13].
Another constraint is the formation of spin singlets re-
quires atoms remaining adiabatic for a long time dura-
tion [13, 16]. In this Letter, we experimentally demon-
strate that combining a spinor Bose-Einstein conden-
sate (BEC) with cubic optical lattices significantly re-
laxes these strict constraints and enables creating spin
singlets of spin-1 atoms rapidly. Our observations con-
firm that spin singlets are brought into experimentally
accessible regions by two key lattice-modified parame-
ters, which are the lattice-enhanced interatomic interac-
tions and substantially reduced atom number in individ-
ual lattice sites. Lattice-confined spinor BECs present
degeneracies in spin and spatial domains, which provide
perfect platforms to simulate quantum mesoscopic sys-
tems and study rich physics of fragmentation [7, 12].

Different methods have been proposed for detect-
ing spin singlets. The first approach is to measure
the population of each spin component, as atoms in a
spin singlet should be evenly distributed into all spin
states [17, 18]. The second method is to verify a spin
singlet is invariant after its spin is rotated by a resonant
Rf-pulse [2, 9, 12, 18, 19]. Another signature of a spin sin-
glet is its high level of spin squeezing shown in quantum
non-demolition measurements [2, 4–6]. A spin singlet can
also be identified by its high-order correlation functions,
e.g., its zero spin nematicity detected by light scattering

measurements [12, 20]. Other detectable parameters of a
spin singlet include large population fluctuations in each
of its spin components, and its excitation spectra mapped
by Bragg scattering [10, 17]. In this paper, we apply the
first two methods to demonstrate that about 80% of spin-
1 atoms in a lattice-confined spinor BEC can form spin
singlets, immediately after the atoms cross first-order su-
perfluid (SF) to Mott-insulator (MI) phase transitions in
a microwave dressing field. A phenomenological model
is also developed to explain our observations without ad-
justable parameters.
We start each experimental cycle with an antiferro-

magnetic F=1 spinor BEC of n = 1.2×105 sodium atoms
and zero m in its free-space ground state, i.e., a longitu-
dinal polar (LP) state in the q > 0 region or a trans-
verse polar (TP) state when q < 0 [21–25]. The atoms
are then loaded into cubic lattices and enter into the MI
phase with the peak occupation number per lattice site
being five, npeak = 5. We express the Hamiltonian of the
spinor Mott insulators by ignoring the hopping energy in
the site-independent Bose-Hubbard model as [21]:

Ĥ =
U0

2
(n̂2 − n̂)− µn̂+

U2

2
(Ŝ

2 − 2n̂) + q(n̂1 + n̂−1) .

(1)

Here U0 (U2) is the spin-independent (spin-dependent)
interaction, µ is the chemical potential, Ŝ is the spin
operator, and n̂ =

∑
mF

n̂mF
is the number operator of

all hyperfine mF states. We obtain the ground states
of spinor Mott insulators by diagonalizing Eq. (1) at a
given n. For example, the ground states are spin singlets
at zero q in the even Mott lobes.
Sufficiently deep cubic lattices localize atoms and lower

n by five orders of magnitude in a typical BEC system.
Figure 1 illustrates how this enormous reduction in n to-
gether with the lattice-enhanced interatomic interactions
can make spin singlets realizable in experimentally ac-
cessible regions. Figure 1 is derived from the mean-field
theory (MFT) and based on two notable signatures of
a spin singlet, i.e., each of its mF states has an iden-
tical fractional population ρmF

and a big ∆ρmF
(the

standard deviation of ρmF
) [10, 17, 18]. For example,
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FIG. 1. (a) and (b): vertical black (red) dotted lines mark qmax, the maximum allowed q for spin singlets, in F=1 sodium
spinor BECs of n = 105 atoms in free space (in the n=2 Mott lobe at uL = 26ER). All panels are derived from MFT at zero
m with solid (dashed) lines representing the q < 0 (q > 0) region, and black (red) lines representing spinor gases in free space
(spinor Mott insulators) [16]. (a) Predicted ρ0 versus |q| at n = 2 (red) and 105 (black). The top horizontal axis lists the
corresponding B when q > 0. (b) Predicted ∆ρ0 versus |q| at n = 2 (red) and 105 (black). (c) Predicted qmax versus n. (d)
The minimum time tmin versus n for generating singlets of sodium atoms via an adiabatic sweep at its corresponding ±qmax.

spin singlets of F=1 atoms should have ρ0 ≈ ρ±1 ≈ 1/3
and ∆ρ0 = 2∆ρ±1 > 0.29. In sharp contrast, ρ0 = 0
and ρ±1 = 0.5 (ρ0 = 1 and ρ±1 = 0) with negligi-
ble ∆ρmF

are found in coherent TP (LP) states when
q < 0 (q > 0) [24]. The allowed q range for spin singlets
is 0 ≤ |q| ≤ qmax, which is determined by considering
∆ρmF

≫ 0 and ρ0 = (1+ 0.1)/3 at q = qmax (that corre-
sponds to ρ0 ≃ (1−0.1)/3 at q = −qmax) in MFT [26]. An
expansion of ten orders of magnitude in qmax is marked
by vertical dotted lines in Figs. 1(a) and 1(b), i.e., from
a narrow region of |q|/h < 2 × 10−9 Hz in a free-space
spinor BEC of 105 atoms to a much broader range of
|q|/h < 9 Hz in n=2 spinor Mott insulators. Here h is the
Planck constant. This drastic raise in qmax as n decreases
is also shown in Fig. 1(c) for a wide range of achievable
n. In addition, the lattice-induced big reduction in n can
relax the magnetization constraint on creating spin sin-
glets by five orders of magnitude, because |m| . 0.15/n
is required for singlets at zero q [27]. Figure 1(d) indi-
cates another big improvement made by cubic lattices:
tmin can be dramatically decreased by three orders of
magnitude after a free-space spinor BEC enters the MI
phase [16]. Here tmin is the minimum time for generating
singlets via adiabatically sweeping one parameter, such
as q and the lattice depth uL. Spin singlets of F=1 atoms
can thus be created in realistic experimental setups, e.g.,
in the spinor Mott insulators of |m| ≤ 0.05 as confirmed
by our experimental data in Figs. 3 and 4.

In each experimental cycle, we prepare a LP or TP
state at q/h = 40 Hz by pumping all atoms in the unde-
sired mF states of a F=1 spinor BEC to the F=2 state
with resonant microwave pulses, and blasting away these
F=2 atoms via a resonant laser pulse. We then quench
q to a proper value in microwave dressing fields [28],
and load atoms into a cubic lattice constructed by three
standing waves along orthogonal directions. The lattice
spacing is 532 nm, while lattice beams are originated from

a single-mode laser at 1064 nm and frequency-shifted by
20MHz with respect to each other. We use Kapitza-Dirac
diffraction patterns to calibrate uL. Each data point in
this paper is collected after atoms being abruptly released
from a lattice at a fixed uL and expanding ballistically
within a given time of flight tTOF. The standard Stern-
Gerlach absorption imaging is a good method to measure
ρmF

of spinor gases in the SF phase. Stern-Gerlach sep-
arations become indiscernible, when atoms completely
lose phase coherence in the MI phase and the signal-to-
noise ratio diminishes in TOF images. To measure ρ0 in
spinor Mott insulators, we develop a two-step microwave
imaging method as follows: 1) count the mF=0 atoms
with the first imaging pulse preceded by transferring all
atoms in the |F = 1,mF = 0〉 state to the F=2 state; 2)
count all remaining atoms that are in themF = ±1 states
with the second imaging pulse. We compare these two
imaging methods using a free-space spinor BEC, and find
they give similar ρ0 with a negligible difference (unless
specified, all quoted uncertainties are 2 standard errors).

To ensure atoms adiabatically enter the MI phase, a
cubic lattice is linearly ramped up within time tramp to
uL = 26ER. Here ER is the recoil energy [23]. We care-
fully select tramp based on three criteria. First, tramp

should be long enough to satisfy duL/dt≪ 32πE2
R/h, the

interband adiabaticity requirement [29]. Second, tramp

should be larger than the MFT predicted tmin, as ex-
plained in Fig. 1(d). These two criteria set tramp > 5 ms
for our system. On the other hand, tramp should be suf-
ficiently short, with tramp ≤ t0 to ensure lattice-induced
heating is negligible and atom losses are not greater than
10%. Figure 2 explains how we determine t0 from the ob-
served relationship between tramp and ρ0 in spinor Mott
insulators at uL = 26ER and q/h = 460 Hz. In such a
high field, SF-MI phase transitions are second order be-
cause U2 = 0.04U0 > 0 and q ≫ U2 at this uL for the
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FIG. 2. Measured ρ0 versus tramp after an initial LP spinor
BEC enters the MI phase in a high field. Black lines are
two linear fits. We estimate t0, the ideal tramp, from the
intersection point of these two lines (see text).

sodium atoms [21]. Atoms initially in a LP state should
thus stay in the LP state with ρ0 ≃ 1, as they adia-
batically cross the phase transitions and enter into the
MI phase [21]. The value of ρ0 quickly drops when in-
evitable heating is induced by lattices in a non-adiabatic
lattice ramp sequence. We extract t0 from the inter-
section point of two linear fits to the data in Fig. 2,
which yields tramp ≤ t0 ≈ 45 ms. Within this accept-
able tramp range, a slower lattice ramp is preferred be-
cause it could more easily keep the system adiabatic and
provide sufficient time for the atom redistribution pro-
cesses [30]. The ideal lattice ramp speed is therefore set
at duL/dt = 26ER/t0 for our system.
The opposite limit is |q| ≪ U2 near zero q, where SF-

MI phase transitions are first order and spin singlets are
the ground state of F=1 spinor gases in the even Mott
lobes [21]. We may thus identify the formation of spin
singlets from evolutions of ρ0 and ∆ρ0 during a first-order
SF-MI transition. Figure 3 shows two such evolutions
when atoms initially in the TP state are adiabatically
loaded into the cubic lattice at the ideal lattice ramp
speed to various final uL in q/h = −4 Hz. These evolu-
tions have three distinct regions. In the SF phase where
0 ≤ uL ≤ 15ER, atoms remain in the TP state with
ρ0 = 0 and negligible ∆ρ0. As atoms cross first-order
SF-MI transitions in 15ER ≤ uL ≤ 18ER, ρ0 and ∆ρ0
sigmoidally increase with uL. When all atoms enter into
the MI phase at uL ≥ 21ER, both ρ0 and ∆ρ0 reach their
equilibrium values of ρ0 ≈ 0.3 and ∆ρ0 ≫ 0. These ob-
servations qualitatively agree with the characteristics of
spin singlets. Despite that other factors can also increase
∆ρ0 in the MI phase, the measured ∆ρ0 is much smaller
than the MFT prediction shown in Fig. 1(b). This may
be due to the fact that the observed ∆ρ0 is an aver-
age over all 5 × 104 lattice sites in our system. Unless
one can detect single lattice site precisely, the value of
∆ρ0 may not be used to verify spin singlets in lattice-
confined spinor gases. We also monitor the time evolu-
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FIG. 3. Measured ρ0 (red circles) and ∆ρ0 (blue triangles)
versus uL after an initial TP spinor BEC undergoes the ideal
lattice sequence to various final uL in a weak field near zero
q. The solid line is a sigmoidal fit, and the dashed line is to
guide the eye.

tion of atoms at fixed uL and q after the ideal lattice
ramp sequence. No spin oscillations are found at each q
studied in this paper, which confirms atoms always stay
at their ground states in these ideal lattice sequences.
We observe similar ρ0 and ∆ρ0 evolutions within a

wide range of q near zero field. The measured ρ0 versus
q in spinor Mott insulators at uL = 26ER is shown in
Fig. 4(a). These Mott insulators of npeak = 5 are inho-
mogeneous systems, in which ρ0 at a fixed q may be given
by the weighted average over all Mott lobes:

ρ0 =

5∑

j=1

ρ0jχj . (2)

Here ρ0j is the MFT predicted ρ0 in the ground state ψj
of the n=j Mott lobe, and χj represents mean-field atom
density distributions in a harmonic trap [21]. The pre-
diction of Eq. (2) shown by red dashed lines in Fig. 4(a),
however, appears to largely disagree with our data. To
understand this big discrepancy, we have tried several
models and found only one phenomenological model can
surprisingly describe our data without adjustable pa-
rameters (see black solid lines in Fig. 4(a)). This phe-
nomenological model is based on one major difference
between spinor and scalar Mott insulators predicted by
the Bose-Hubbard model: i.e., the formation of spin sin-
glets enlarges even Mott lobes in antiferromagnetic spinor
gases [21]. For example, the n=2 even Mott lobe emerges
at uL ≈ 16.5ER, while the n=3 odd Mott lobe only ex-
ists in a much deeper lattice of uL ≥ 19.5ER for F=1
sodium spinor gases near zero field [21]. In the interme-
diate lattice depth of 16.5ER < uL < 19.5ER near zero
q, atoms in the n=3 lattice sites can freely tunnel among
adjacent lattice sites, while particles in an n=2 lattice
site already enter into the MI phase and are localized in
this site. At a proper uL near zero q, atoms may thus
be able to redistribute among lattice sites with a given
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odd n in the lattice-confined spinor gases. For example,
at uL = 19ER > 16.5ER, the tunneling of one atom con-
verts two adjacent n=3 lattice sites to one n=2 and one
n=4 sites. This uL is then deep enough to localize the six
atoms by forming a two-body spin singlet in one site and
a 4-body spin singlet in the other site [30]. As a result
of similar redistribution processes, atoms initially in lat-
tice sites with n = 5 may form 4-body and 6-body spin
singlets in the ideal lattice ramp sequences. In contrast,
redistribution processes may not occur among the n=1
lattice sites, because the n=1 and n=2 Mott lobes emerge
at similar uL for the sodium atoms. Our phenomenolog-
ical model takes these atom redistribution processes into
account, and expresses ρ0 in the spinor Mott insulators
created by the ideal lattice ramp sequence as

ρ0 =
∑

j=3,5

χj
(j + 1)ρ0j+1

+ (j − 1)ρ0j−1

2j

+
∑

j=1,2,4

ρ0jχj . (3)

Figure 4(a) shows that the prediction of Eq. (3) agrees
with our experimental data. The validity of this phe-
nomenological model is also verified by comparing its pre-
diction with the observed ρ0, after a resonant Rf-pulse is
applied to rotate the spin of atoms by 90 degrees. In
this paper, the spin rotation operator R̂x = exp(−iπ

2
Ŝx)

is along the x-axis, which is orthogonal to the quanti-
zation axis (z-axis). After π/2 spin rotations, ρ0j in

Eq. (3) changes to ρr0j =
〈ψj |R̂

†
xn̂0R̂x|ψj〉

〈ψj |R̂
†
xn̂R̂x|ψj〉

in the n=j Mott

lobe. The prediction of Eq. (3) after these spin rota-
tions is shown by the upper black solid line in Fig. 4(a),
which well agrees with our data. The two data sets in
Fig. 4(a) respectively represent projections of the atomic
spin along two orthogonal axes. The observed good
agreements between our phenomenological model and
these data sets, therefore, suggest this model may re-
veal mechanisms of the ideal lattice ramp sequence in
antiferromagnetic spinor gases.

Our data taken with and without the π/2 spin rota-
tions appear to converge to a value around ρ0 ≈ 1/3 as q
gets closer to zero in Fig. 4(a). This indicates the spinor
Mott insulators become more rotationally invariant near
zero field. As the spin rotational invariance is one unique
signature of spin singlets, the reduced gap between the
two data sets in Fig. 4(a) implies significant amounts of
atoms may form spin singlets when q approaches zero. In
our system, about 10% of atoms stay in the n=1 Mott
lobe where no spin singlet can be formed. This accounts
for the observed small gap between the two data sets near
zero q in Fig. 4(a), and limits the maximum fss realiz-
able in our system to about 90%. Here fss represents the
fraction of atoms forming spin singlets in spinor gases.
We extract fss from the measured ρ0 based on Ref. [31].
The two data sets in Fig. 4(a) appear to yield similar

uL = 26ER

ρ
0

After a !/2 spin rotation
Eq. (2) at npeak = 5

No spin rotation

Eq. (3) at npeak = 5

q/h (Hz)

f S
S

uL = 26ER

(a)

(b)
0.95

0.85

-4 -3 -2 -1 0
0.75

0.4

0.35

0.3

0.25

0.2

-15 -10 -5 0

FIG. 4. (a) Red circles (blue triangles) are the measured
ρ0 in spinor Mott insulators without (with) atoms being ro-
tated by resonant π/2 pulses at various q. The black solid
(red dashed) line is the prediction of Eq. (3) (Eq. (2)). (b)
Spin singlet fraction fss extracted from Panel (a) versus q (see
text). The insulators are created after an initial TP spinor
BEC undergoes the ideal lattice ramp sequence.

fss at a fixed q near zero field: i.e., fss ≈ 80% when
−4 Hz ≤ q/h ≤ 0 Hz as shown in Fig. 4(b). This indi-
cates around 80% of atoms form spin singlets in our sys-
tem. Similar phenomena and slightly smaller fss are also
observed in spinor Mott insulators generated after atoms
initially in the LP state cross first-order SF-MI transi-
tions in the ideal lattice ramp sequences when q > 0.
In conclusion, our experimental data have confirmed

that combining cubic lattices with spinor BECs makes
spin singlets of ultracold spin-1 atoms achievable in ex-
perimentally accessible regions. Via two independent
detection methods, we have demonstrated that about
80% of atoms in the lattice-confined F=1 spinor BEC
form spin singlets, after the atoms cross first-order SF-
MI phase transitions near zero field. We have developed
a phenomenological model that explains our observations
without adjustable parameters. Our recent work has also
indicated that we may be able to identify another signa-
ture of spin singlets, i.e., confirm their zero spin nematic-
ity in light scattering measurements [32].
We thank the National Science Foundation and the
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We observe evidence of first-order superfluid-to-Mott-insulator quantum phase transitions in a lattice-confined 
antiferromagnetic spinor Bose-Einstein condensate. The observed signatures include the hysteresis effect, 
significant heatings across the phase transitions, and changes in spin populations due to the formation of 
spin singlets in the Mott-insulator phase. The nature of the phase transitions is found to strongly depend on 
the ratio of the quadratic Zeeman energy to the spin-dependent interaction. Our observations are qualitatively 
understood by the mean field theory and suggest tuning the quadratic Zeeman energy is a new approach to realize 
superfluid-to-Mott-insulator phase transitions.

DOI: 10.1103/PhysRevA.93.063607

I. INTRODUCTION

A quantum phase transition from a superfluid (SF) to a Mott
insulator (MI) was realized in a scalar Bose-Einstein conden-
sate (BEC) trapped by three-dimensional (3D) optical lattices
about a decade ago [1]. Marking an important milestone,
this achievement has stimulated tremendous efforts to apply
highly controllable ultracold bosonic and fermionic systems
in studying condensed matter models [2–6]. The SF-MI
transitions have been confirmed in various scalar BEC systems
via different techniques that can efficiently control the ratio of
interatomic interactions to the mobility of atoms [1,5–7]. One
well-known approach to simultaneously enhance interatomic
interactions and suppress atomic motion is by raising the depth
of an optical lattice [1]. Another convenient method is to
manipulate interactions with a magnetically tuned Feshbach
resonance [7]. A third technique is to control the hopping
energy of bosonic atoms by periodically shaking the lattice
[6]. Spinor BECs, on the other hand, possess an additional
spin degree of freedom, leading to a range of phenomena
absent in scalar BECs [8–14]. One important prediction is
the existence of first-order SF-MI phase transitions in lattice-
trapped antiferromagnetic spinor BECs [2,11,13,15–18]. In
contrast, the phase transitions can only be second order in
scalar BECs and ferromagnetic spinor BECs [2,5,17].

In this paper, SF-MI transitions are studied in sodium
antiferromagnetic spinor BECs confined by cubic optical
lattices. We observe the hysteresis effect, changes in spin
components, and substantial heating across the phase tran-
sitions. These indicate the existence of metastable states,
the formation of spin singlets, and associated first-order
transitions. In the ground state of the spinor BECs, the
nature of SF-MI transitions is found to be determined by
the competition between the quadratic Zeeman energy qB

and the spin-dependent interaction U2. At low magnetic fields
where U2 dominates, signatures of first-order transitions are
observed. In the opposite limit, the transitions appear to be
second order and resemble those occurring in scalar BECs.
These qualitative features are explained by our mean-field

*These authors contributed equally to this work.
†yingmei.liu@okstate.edu

(MF) calculations. We also study the phase transitions with an
initial metastable state and observe stronger heatings across
all magnetic fields. Furthermore, our data indicate a new
technique to realize SF-MI transitions is by varying qB .

We describe lattice-trapped F = 1 spinor BECs with the
Bose-Hubbard (BH) model [15,19]. In the decoupling MF
approximation, the Hamiltonian can be reduced to a site-
independent form [12,18,20]:

HMF = U0

2
n(n − 1)+U2

2
(�S2 − 2n) + qB

∑
mF

m2
F nmF

− μn

− zJ
∑
mF

(
φ∗

mF
bmF

+ φmF
b†mF

) + zJ | �φ|2. (1)

U0 is the spin-independent interaction, n = ∑
mF

nmF
, and

nmF
= b

†
mF

bmF
is the atom number per site of the mF state.

The vector order parameter is φmF
≡ 〈bmF

〉, μ is the chemical
potential, J is the nearest-neighbor hopping energy, z is the
number of nearest neighbors, and �S is the spin operator
[21]. U2 is positive (negative) in F = 1 antiferromagnetic
(ferromagnetic) spinor BECs, e.g., U2 � 0.04U0 in a 23Na
system [22]. With spatially uniform superfluids in equilibrium,
one can assume φmF

to be real. φmF
= 0 (�= 0) in the MI (SF)

phase.
An antiferromagnetic F = 1 spinor BEC of zero magne-

tization forms a polar superfluid in equilibrium with 〈�S〉 = 0
[2,22–24]. There are two types of polar superfluids: the lon-
gitudinal polar (LP) state with (φ1,φ0,φ−1) = √

NSF(0,1,0),
and the transverse polar (TP) state with (φ1,φ0,φ−1) =√

NSF/2(1,0,1). Here NSF is the number of condensed atoms
per site. At zero qB and the same NSF, TP and LP states are
degenerate in energy. At qB > 0, the MF ground state is always
the LP state, but a metastable TP phase may exist [2,24].

Our MF calculations show that qB/U2 is a key factor to un-
derstand the nature of SF-MI transitions in antiferromagnetic
spinor BECs [25]. At low magnetic fields (where 0 � qB �
U2), U2 penalizes high-spin configurations and enlarges the
Mott lobes for even number fillings as atoms can form spin
singlets to minimize the energy. Metastable Mott-insulator
(MMI) and metastable superfluid (MSF) phases emerge due to
the spin barrier and lead to first-order SF-MI transitions [see
Figs. 1(a) and 1(c)] [15–18]. When 3D lattices are ramped up

2469-9926/2016/93(6)/063607(5) ©2016 American Physical Society
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FIG. 1. (a) MF phase diagrams derived from the BH model for
scalar BECs [19] and the LP and TP sodium spinor BECs in cubic
lattices [see Eq. (1)]. The superfluid order parameter φSF versus uL

at μ/U0 = 1.4 in (b) scalar and LP spinor BECs at qB/h = 360 Hz
and (c) LP spinor BECs at qB/h = 20 Hz. Here |φSF|2 = NSF and h

is the Planck constant. (d) Predicted SF-MI transition point uc versus
qB at μ/U0 = 1.4 [see Eq. (1)].

and down, hysteresis is expected across the phase transitions
(i.e., different transition lattice depth uc). In addition, when the
system changes from a metastable phase to a stable phase (e.g.,
from MSF to MI), there will be a jump in the order parameter
and the system energy, leading to unavoidable heating to
the atoms. Hence, hysteresis, substantial heating, and the
formation of spin singlets may be interpreted as signatures
of first-order transitions. As qB increases, the mF = 0 state
has lower energy than other mF levels and U2 becomes
less relevant. When qB becomes sufficiently larger than U2

(U2/h � 80 Hz in this work), the ground state phase diagram
of antiferromagnetic spinor BECs reverts back to one that is
similar to the scalar BH model with only second-order SF-MI
transitions (see Fig. 1).

II. EXPERIMENTAL SETUP

Three different types of BECs (i.e., scalar BECs, LP and TP
spinor BECs) are studied in this work. A scalar BEC containing
up to 1.2 × 105 sodium atoms in the |F = 1,mF = −1〉 state
is created with an all-optical approach similar to Ref. [26].
A F = 1 spinor BEC of zero magnetization is then produced
by imposing a resonant rf pulse to the scalar BEC at a fixed

(a) (b)

x
y

z

tramp 0

uL

26ER
Ramp-down

0
Ramp-up

uL

tramp 

2ER 10ER 26ER 12ER 4ER

LP spinor BECs: Ramp-Up sequence Ramp-Down sequence

(c)

FIG. 2. (a) Schematic of the reciprocal lattice and a TOF image
taken after lattices are abruptly released. The area in red represents
the imaging beam. (b) Two lattice ramp sequences used in this paper.
(c) Interference patterns observed after we abruptly release LP spinor
BECs at various final uL followed by a 5.5-ms TOF at qB/h =
360 Hz. The left (right) panel is taken after ramp-up (ramp-down)
sequences. The field of view is 400 μm × 400 μm.

qB . Since the LP state (where ρ0 = 1) is the MF ground state,
it can be prepared by simply holding the spinor BEC for a
sufficiently long time at high magnetic fields [24]. Here ρmF

is the fractional population of each mF state. The TP state
(where ρ±1 = 0.5) is generated via a different approach: we
apply a resonant microwave pulse to transfer all mF = 0 atoms
in the F = 1 spinor BEC to the F = 2 state, and then blast
away these F = 2 atoms with a resonant laser pulse. After
quenching qB to a desired value, we adiabatically load the
BEC into a cubic optical lattice within time tramp. This 3D
lattice is constructed by three optical standing waves from a
single-mode laser at 1064 nm, which results in a cubic periodic
potential with a lattice spacing of 532 nm. All lattice beams are
frequency-shifted by at least 20 MHz with respect to each other
for eliminating cross interference among them. The calibration
of optical lattice depth uL is conducted via Kapitza-Dirac
diffraction patterns and has an uncertainty of ∼15%. As shown
in Fig. 2(b), lattices are linearly ramped up to a given uL

in a ramp-up sequence, while lattices are first adiabatically
ramped up to 26ER and then back down to a variable final
uL in a ramp-down sequence. Here ER = �

2k2
L/(2M) is the

recoil energy, M and � are, respectively, the atomic mass
and the reduced Planck constant, and kL is the lattice wave
vector. We find that a ramp speed of 2ER/ms is sufficient to
satisfy the intraband adiabaticity condition and ensure � 80%
of atoms remain in a scalar or a high-field LP spinor BEC
after a ramp-down sequence to 2ER . We measure ρmF with
Stern-Gerlach imaging and microwave imaging after a certain
time of flight (TOF).

III. FIRST-ORDER SUPERFLUID TO MOTT-INSULATOR
PHASE TRANSITIONS

Distinct interference peaks can always be observed during
ballistic expansion, after each BEC is abruptly released from
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FIG. 3. (a) Peak OD of interference peaks versus uL after lattice
ramp-up sequences. Markers are experimental data, and lines are
linear fits. We estimate uc from the intersection of two linear fits to
the data. The inset shows how we extract the peak OD from a TOF
image (left). The dotted line in the right inset is a density profile of
this TOF image through the central and one pair of interference peaks
along the vertical direction, while the solid line is a bimodal fit to one
side peak. (b) Similar to panel (a) except that all data are taken after
lattice ramp-down sequences.

a shallow lattice of uL � 10ER . As shown in the TOF
images in Fig. 2, the six first-order diffracted peaks are
symmetrically set apart from the central peak by a distance
corresponding to a momentum of 2�kL along three orthogonal
axes. These interference peaks may be considered as evidence
for coherence associated with the SF phase. In fact, a larger
visibility of interference patterns, a narrower width of the
central peak, and a higher optical density (OD) of interference
peaks have all been used as trustworthy evidence for improved
phase coherence in atomic systems [1,3,5,27].

TOF images in Fig. 2(c) show the loss and revival of the in-
terference contrast in spinor BECs as cubic lattices are ramped
up and down. A quantitative analysis of these TOF images
demonstrates the interference peaks (i.e., coherence associated
with the SF phase) change in a reversible manner with uL (see
Fig. 3). First, the interference patterns become more visible as
lattices are made deeper and reach their maximum OD around
10ER . This may be due to lattice-enhanced density modulation
[3,5,27]. Second, when uL is further increased and exceeds uc,
the interference peaks steadily smear out to a single broad peak
indicating atoms completely lose phase coherence. We extract
uc in Fig. 3 from the intersection of two linear fits to the data
of a given BEC. To confirm the system has undergone a SF-MI
transition, we monitor lattice ramp-down sequences, because

one characteristic of a MI state has proven to be a loss of phase
coherence in deep lattices and a subsequent rapid revival of
coherence as uL is reduced [1,3,5]. The interference peaks
of scalar and spinor BECs reversibly revive after ramp-down
sequences, indicating atoms quickly recohere and return to SF
states [see Fig. 3(b)].

Observations in Fig. 3 are qualitatively consistent with
our MF calculations and suggest the existence of first-order
SF-MI transitions under some circumstances. First, LP spinor
BECs at high magnetic fields possess many properties (e.g.,
the peak OD) that are similar to those of scalar BECs. Their
ramp-up and ramp-down curves are close to each other, while
both have roughly symmetric transition points uc. Similar
phenomena were observed in 87Rb and 6Li systems and
have been considered as signatures of second-order SF-MI
transitions [1,3,5]. Second, LP states at low magnetic fields
and TP states at high fields apparently have smaller uc for both
ramp-up and ramp-down processes compared to scalar BECs,
suggesting enlarged Mott lobes. In particular, the ramp-down
uc for LP states at low fields is noticeably smaller than their
ramp-up uc, corroborating with the MF picture that hysteresis
occurs across first-order phase transitions. Third, the recovered
interference contrast is visibly different for various BECs after
the ramp-down process (after SF-MI transitions). For scalar
and high-field LP spinor BECs, nearly 75% of peak OD
can be recovered in the interference peaks after ramp-down
sequences. The slightly reduced interference contrast may be
due to unaccounted heatings, which leads a small portion of
atoms (< 20%) to populate the Brillouin zone. In contrast,
after we utilized quite a few techniques and optimized many
parameters, the maximal recovered interference contrast of
low-field LP states is only ∼40% (∼20% for high-field TP
states). We attribute this to unavoidable heatings across the
first-order transitions as there is a jump in system energy
between metastable states and stable states. Both hysteresis
effect and significant heatings strongly suggest that first-
order SF-MI transitions are realized in our experiment. Note,
however, we do not see noticeable jumps in the observables
as is typically associated with first-order transitions. This is
likely due to the presence of even and odd atom fillings
in inhomogeneous systems such as trapped BECs, although
predicted first-order SF-MI transitions only exist for even
occupancy number. Limited experimental resolutions may be
another reason.

Our data in Fig. 3(b) also demonstrate that a new approach
to realize SF-MI transitions is by ramping qB at a fixed uL. For
example, when the final uL in ramp-down sequences is set at a
value between 17ER and 21ER , atoms in LP spinor BECs can
cross SF-MI transitions if qB/h is sufficiently reduced (e.g.,
from 360 to 20 Hz). This agrees with Fig. 1(d): uc depends
on qB .

We then compare scalar and spinor BECs within a wide
range of magnetic fields, 20 Hz � qB/h � 500 Hz, after iden-
tical lattice ramp sequences to uL = 10ER . We choose 10ER

because it is apparently the lattice depth around which we
observe the maximum interference contrast, with negligible
difference in scalar and spinor BECs after ramp-up sequences
at all qB . This is consistent with Fig. 1, which predicts all
BECs studied in this work should be well in the SF phase at
10ER . However, the interference peak ODs show intriguing
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FIG. 4. Peak OD of interference peaks versus qB observed after
lattice ramp-down sequences to 10ER . Markers are experimental data.
Red and blue lines are exponential fits. The black line is a linear fit.

differences after ramp-down sequences to 10ER (see Fig. 4):
deviations from the maximal value appear for LP spinor BECs
at low magnetic fields and the TP state at all positive qB . We
again attribute this to different amount of heatings across SF-
MI transitions. Different extent of heatings may be produced
due to different spin barriers as well as the amount of energy
jump across the transitions. Hence, the maximum recovered
OD is a good indicator for the appearance or disappearance
of first-order SF-MI transitions. Notably, LP spinor BECs are
found to behave very similarly to scalar BECs when qB � U2

(see Fig. 4). This observation is consistent with Fig. 1(d),
in which the two MF curves for the LP state merge indicating
that metastable states disappear and SF-MI transitions become
second order when qB/h > 70 Hz. Furthermore, the difference
between LP and TP spinor BECs appears to exponentially
decrease as qB approaches zero. Exponential fits to the data
verify that LP and TP spinor BECs should show the same
behavior at qB = 0.

Figure 5(a) shows the change in the fractional population
ρ0 as the lattice is ramped up, which provides another evidence
that is consistent with first-order SF-MI transitions. In the MF
picture, the first-order transition is related to the formation
of spin singlets in the even lobe MI phase. For example, in
the n = 2 MI lobe, the MI ground state |ψg〉 at zero qB is
the singlet state where ρ0 = ρ+1 = ρ−1 = 1/3 [11,13,15–18],

i.e., |ψg(qB = 0)〉 = |S = 0,Sz = 0〉 =
√

2
3 |101〉 −

√
1
3 |020〉

in the occupation basis of |n1,n0,n−1〉. For qB > 0, we
diagonalize Eq. (1) in this occupation basis and find |ψg〉 =
U2−2qB+

√
4q2

B−4qBU2+9U 2
2

2
√

2U2
|101〉 − |020〉. This calculation result

is shown in Fig. 5(b). A line at uL = 26ER from Fig. 5(b)
represents the result in the n = 2 Mott lobe, which is also
highlighted as the theoretical n = 2 line in Fig. 5(a) inset.
Two predictions can be derived from this MF calculation: ρ0

drastically decreases as atoms cross the first-order transition
(from SF to MI), and ρ0 rises with qB in the n = 2 Mott lobe.

Our observations shown in Fig. 5(a) may be the first
experimental confirmation of these predictions: an initial LP
state is found to sigmoidally evolve to a state consisting
of all three mF components as uL is ramped up at low
magnetic fields, with the measured ρ0 sigmoidally decreasing
from one in the SF phase to around 0.6 in the MI phase

ρ 0
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FIG. 5. (a) Measured ρ0 versus uL after an initial LP spinor BEC
undergoes ramp-up sequences to various final uL at qB/h = 20 Hz.
The solid line is a sigmoidal fit. Inset: Similar to the main figure
except that we set qB at various values and the final uL at 26 ER

to ensure atoms enter into the MI phase. The dashed (solid) line
represents the MF result for n = 2 (npeak = 5). (b) Predicted ρ0 in the
ground state of antiferromagnetic spinor BECs at various uL and qB

with μ/U0 = 1.4.

(uL � 22ER). In addition, in the MI phase, the measured
ρ0 rises with qB , and approaches one at qB � U2 where
the ground state phase diagram of antiferromagnetic spinor
BECs resembles the scalar BH model with only second-order
SF-MI transitions [see Fig. 5(a) inset]. This observation can
be well understood by the MF calculation [the npeak = 5 line
in Fig. 5(a) inset]. Note that the peak filling factor npeak is five
in our inhomogeneous system, and the data in Fig. 5(a) thus
represent an average of different atom fillings. In other words,
the theoretical npeak = 5 line in Fig. 5(a) inset represents a
weighted average of the MF predictions at five different n

(i.e., n = 1,2,3,4,5) based on the atom density distribution
in a harmonic trap. Good agreements between our data and
the MF theory suggest that the observed substantial change in
ρ0 at very low fields may be mainly due to the formation of
spin singlets in the even lobe MI phase (after atoms cross the
first-order transitions).

IV. CONCLUSION

In conclusion, we have conducted the first experimental
study on SF-MI transitions in lattice-confined sodium spinor
BECs. We have observed hysteresis, significant heatings across
the phase transitions, and the change in ρ0 resulting from the
formation of spin singlets in the MI phase. These observations
strongly suggest first-order SF-MI transitions are realized
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in our system. Our data are understood by the MF theory
and suggest SF-MI transitions can be realized by tuning qB .
Further studies are required to confirm more signatures of
the first-order transitions, e.g., by precisely imaging Mott
shells [4,7].
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