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Abstract

Overconfidence commonly refers to a cognitive bias in which people express more subjective
confidence in their abilities than can be objectively justified. Similarly, the “Unskilled and
Unaware” literature demonstrates that individuals who are lowest in experience or knowledge are
often the most overconfident. Further, recent research on decision aids and training programs
suggests that improving task-specific skills can causally reduce task-specific overconfidence
biases. However, these training benefits do not appear to transfer or otherwise reduce
overconfidence on untrained judgment tasks more generally. One important example of general
training is Morewedge et al. (2015), where training specific decision biases (e.g., confirmation
bias) led to reduced overconfidence for better-than-average overconfidence effects. While these
findings are promising, research has not yet investigated the potential benefits of programs
designed to train general decision making skills, such as risk literacy skills (i.e., the ability to
evaluate and understand risk; See Cokely et al., 2018). Accordingly, I report results from the first
experimental study to test the benefits of an online risk literacy tutor (tutor.lolevo.com) designed
to improve graph literacy skills (e.g., interpreting bar, pie, line, icon arrays, and decision tree
graphs). Statistical and structural modeling results revealed that the graph literacy tutor causally
improved graph literacy skills, which in turn causally reduced biases on several untrained,
conceptually distinct decision tasks (framing effects, ratio bias, and sunk costs). Moreover,
improvements in graph literacy also transferred benefits to untrained overconfidence measures,
causally improving self-evaluations on the untrained decision tasks. Consistent with Skilled
Decision Theory, results indicated that risk literacy skills are trainable and are related to general
decision making skills. Further, results suggested that training risk literacy skills could have
implications for an abundance of risky situations (e.g., Covid-19 risk knowledge, heart attack

symptom recognition) because training risk literacy can reduce many kinds of decision biases,
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including multiple types of potentially trainable overconfidence biases (e.g., overestimation,
overprecision, overplacement). In addition to other theoretical implications, it is noteworthy that
the current study appears to be the first to discover a direct causal link between risk literacy skills
and valuable metacognitive skills. Risk literacy skills causally promote skilled self-evaluation

and accurate social comparisons.

Vii



Chapter 1: Introduction

Some individuals are overconfident, thinking they have more skills than reality justifies
(Lichenstein, Fischhoff, & Phillips, 1977; Moore & Healy, 2008). One major factor in why
people make biased decisions may be their overconfidence bias (Kahneman, 2011). For years,
efforts to reduce overconfidence have often resulted in mixed outcomes (Moore et al., 2018).
Some researchers also believe that overconfidence is not likely to improve through training
(Kahneman, 2011). However, the research found in the “Unskilled and Unaware” literature
showed that individuals could improve in overconfidence with gained experience for specific
domains (Kruger & Dunning, 1999; Ehrlinger et al., 2008). Further, Morewedge et al. (2015)
demonstrated that an individual could lower overconfidence for social comparisons (better-than-
average effects) by training specific decision biases and providing feedback on confidence
judgments. While Morewedge et al. (2015) are among the first to demonstrate the reduction of
overconfidence by training specific decision making tasks, there is currently no evidence that
overconfidence can be reduced via training general decision making skills like risk literacy skills
(i.e., the ability to evaluate and understand risk). Growing evidence demonstrates that risk
literacy skills, like statistical numeracy and graph literacy, are related to more calibrated self-
evaluations and less overconfidence bias (Ghazal et al., 2014; Ybarra et al., in-prep). Evidence
from risk literacy and previous overconfidence research leads to the idea that overconfidence
could potentially be trained generally (Cokely et al., 2018; Ybarra et al., 2017). So, does training

risk literacy skills help individuals avoid the overconfidence bias?

The following study took a previously validated risk literacy tutor and experimentally

measured group differences in graph literacy, three decision making tasks (framing, ratio bias,



and sunk cost), and three distinct types of overconfidence (overestimation, overprecision, and
overplacement). The results indicated that the risk literacy tutor tended to improve graph literacy
and decision making task performance when controlling for statistical numeracy.
Overconfidence in the decision making tasks tended to be more calibrated for those who
completed the risk literacy tutor. The reduction in overconfidence tended to be for individuals at
all levels of task performance, suggesting improved performance sensitivity for those who
completed the risk literacy tutor. Implications suggest that risk literacy skills play one vital role

in making accurate self-evaluations.



Chapter 2: Confidence and Risk Literacy

2.1 History of Self-Evaluations

How do we know what we know? The study of self-evaluations (comparisons of self-monitored
information to a standard or a goal; Bandura, 1986) has a long history that dates to Socrates and
has persisted through time. Many notable scientists and philosophers have touched on self-
evaluations and the importance of knowing what we know and who we are (e.g., self-knowledge)
— often focusing on knowing oneself and the consequences of not (Wilson, 2009). For example,
some philosophers believe that accurate self-knowledge is crucial as it is 1) required for wisdom
and 2) essential for knowledge (Renz, 2017). Additionally, some psychologists believe that
accurate self-evaluations are essential for making good decisions related to health, education,
social issues, and workplace matters (Dunning et al., 2004; Moore, 2020; Grant, 2021).

This discussion of self-evaluations finds its roots, like many others, in ancient Greece. In
the town of Delphi, one can find the ruins of a temple built in dedication to the god Apollo and
once inscribed with 147 sayings called the Delphic Maxims attributed to Apollo himself
(Markopoulos & Vanharanta, 2017). This temple became a mainstay of some of the great
philosophers of the time (470-399 BCE), including Socrates. The maxims’ influence on
Socrates’ work is evident in one discussion found in Plato’s Apology (399 BCE; Kamtekar, 2016;
2017), where Socrates recalled the maxim "Know thyself." In this recollection, Socrates spoke of
the craftsmen who know only their crafts but falsely believed that they knew virtue. A modern
cognitive psychology interpretation of this recollection could be that the craftsmen knew

themselves in their self-evaluations related to their skill, but less so in other concepts, like virtue.



“Know thyself” appears in more of Socrates’ teachings. For example, one of Socrates'
students, Xenophon, wrote in Memorabilia (371 BCE; Bonnette, 1994) about the importance of
the maxim "Know thyself." Xenophon quoted Socrates:

[T}hose who know themselves, know what things are expedient for themselves and

discern their own powers and limitations. And by doing what they understand, they get

what they want and prosper: by refraining from attempting what they do not understand,
they make no mistakes and avoid failure. And consequently, through their power of
testing other men too, and through their intercourse with others, they get what is good
and shun what is bad.
Thus, as quoted, Socrates described the benefits of knowing oneself and knowing others (for
further information, see Socrates and Self-Knowledge by Moore, 2015).

Around the turn of the millennium, the idea of self-evaluations shifted to focus more on
the human connection with and distinction from God (Renz, 2017). Saint Augustin (354-430 CE)
wrote about the ethical implications for knowing oneself and how it relates to the individual's
relationship with God (Brachtendorf, 2017). Augustin's interpretation implies that a sinner is
aware of their actions but lacks accurate self-evaluations and loves themself too much. Thomas
Aquinas (1225 — 1274 CE) carried on the religious line of thinking about self-knowledge.
Aquinas wrote that God is omniscient. We as humans reflect God but do not possess complete
knowledge of ourselves and must think about thinking when observing external objects or
situations (Perler, 2017). For instance, Aquinas wrote that we as people use experiences to
construct labels that define ourselves (e.g., "'l am a parent” or "l am a good person"; Cory, 2014).

The idea of self-evaluations can be found in the writings of modern philosophers as well.

One interpretation of the writings of Descartes (1596-1650 CE) is that knowing yourself may



contribute to one's happiness (Renz, 2017). Further, knowing our limitations is important for
knowing ourselves, and understanding our limitations is derived from our

failures and understanding of others' failures. Thomas Hobbes (1588-1657 CE) wrote about the
idea that our self-evaluations are built from our understanding of our actions and others' actions.
Renz (2018) put forth the idea, based on Hobbes' work The Leviathan, that access to one's own
experience is a prerequisite for self-knowledge. Garret (2017) believed that Hobbes wrote that
comparisons of commonalities with others are essential for knowing thyself. Finally, Immanuel
Kant's (1724-1804 CE) writings touched on the concept of self-knowledge. Emundts (2017)
spoke about Kant's idea that we can deceive our self-knowledge into justifying our immoral
actions. These ideas of modern philosophers set the underpinnings of theories of self-evaluations
in psychology.

By the end of the 19th century, psychology was in its infancy, yet the idea of self-
evaluations was present. For example, in William James' 1880 Principles of Psychology, he
proposed an equation for self-esteem (a concept thought to be related to self-evaluations and
overconfidence) where self-esteem is the ratio of one's success to their aspirations. James has an
entire chapter dedicated to the conception of the self and how people self-identify. Sigmund
Freud, around this time, explored self-evaluations with his psychoanalytic therapy, in which a
patient could express their true selves (Reginster, 2017). The first formal self-evaluation
measures began around this time. The first confidence studies began in 1884 with Pierce and
Jastrow, and the concept continued in 1892 in a study by Fullerton and Cattell (Bjorkman, Juslin,
& Winman, 1993). Psychology matured as a field around this time, which led to many research
streams related to self-evaluations. Of these many branches, | am particularly interested in the

inaccuracy of self-evaluations (e.g., overconfidence) and how it is related to decision making.



2.2 Overconfidence in Decision Making

For centuries, accurate self-evaluations have been considered significant for a variety of reasons.
For instance, accurate self-evaluations tend to be one of the predictors of academic achievement,
accounting for 46.3% of the total variance (Stankov et al., 2012). However, some individuals
falsely believed they were better, exhibited more skill, or had more ability than they do (Kruger
& Dunning, 1999; Griffin & Brenner, 2004). This phenomenon wherein individuals believe
themselves to be better than they are or unjustly think they are better than others is called

the overconfidence bias. One definition of the overconfidence bias from Moore and Schatz
(2017) is "greater confidence than reality justifies.” Moore and Schatz say that people display
overconfidence bias when they compare incorrect self-beliefs with reality. For example, a
student who believes they did well on a test but actually failed may be considered overconfident.

In his 2011 book Thinking Fast and Slow, Kahneman called the overconfidence bias "the
most significant of the cognitive biases,", especially for decision making. Kahneman gave
several examples of how people are overconfident in their decisions. In one example, stock
traders overconfidently picked stocks only to end up losing money. In another instance,
Kahneman described how the most confident clinicians were wrong about patient
diagnoses 40% of the time. Kahneman stated that overconfidence "contributes to an explanation
of why people litigate, why they start wars, and why they open small businesses."

Kahneman's view on overconfidence is only one perspective of many from various fields
that study overconfidence. Stankov and Kleitman (2008) gave an overview of different streams
of confidence research, the first being related to self-confidence and personality. In this stream of
research, confidence tends to be a personality trait like "assertiveness.” The next stream focuses

on education and psychological assessment, for which the example given is the use of



overconfidence in cognitive tests and focuses on self-regulation (a metacognitive process thought
to be necessary for learning). In this research, self-evaluations are thought to be an integral part
of self-regulatory behaviors (Flavell, 1979; Zimmerman, 2000). The last stream of confidence
research stems from psychologists studying decision making. This stream of overconfidence
research is the primary focus of this dissertation.

The stream of research focused on overconfidence in decision making is often believed to
have gained popularity from a 1977 study by Lichenstein and Fischhoff. The study aimed to see
if individuals who knew nothing on a subject (picking stocks) would know if they were poor
performing on that subject. They gave participants trend data on various stocks and asked which
ones would increase in value over five weeks. Lichenstein and Fischhoff then asked, "on a scale
from 50% to 100% what is the probability that your choice is correct?" They found that most
participants were overconfident. On average, participants were correct only about 47% of the
time but rated their confidence an average 18% higher. In an additional experiment, they found
that individuals who were more knowledgeable on a subject tended to be less overconfident than
less knowledgeable individuals.

The 1977 Fischhoff and Lichenstein study also formalized a way of measuring

overconfidence using a calibration equation. The original equation is

Calibration = (1/N) T t=1 nt (rt — ct)

Where N is the total number of responses, nt is the number of times the response rt was used, ct

is the proportion correct for all items assigned probability rt, and T is the total number of

different response categories used. In sum, calibration is the difference between subjective



confidence judgments and the objective number of questions correct. A positive difference
indicates overconfidence. This method of measurement of overconfidence persists in
contemporary confidence studies.

Fischhoff and Lichenstein had two more published studies in 1977 on the topic of
overconfidence. One completed with Paul Slovic asked participants to rate their confidence in
answering general knowledge questions in various formats (e.g., open-ended vs. two
alternatives). Like the previous study, participants tended to be overconfident in their degree of
correctness. More overconfident participants were also more willing to gamble money on their
correctness. The other of their 1977 overconfidence studies was an overview of previous studies
on overconfidence. Findings included that participants believed themselves to be better than they
actually were on a multitude of different tasks, that there is little research dedicated to training
and overcoming overconfidence, and individuals like weather forecasters tend to be less
overconfident when weather forecasting, but the reasons why are unclear.

Fischhoff and Lichenstein’s series of studies in 1977 provided evidence for a systematic
overconfidence bias in various tasks. However, Fischhoff and Lichenstein did not fully theorize
why and how individuals were overconfident. Koriat et al. (1980) conducted the first study
dedicated to exploring how individuals are biased in their confidence. The study again
had individuals answer general knowledge questions and then subjectively estimate their
proportion correct. However, this time participants had to provide explanations to support their
decision. When participants gave less evidence to support contradicting alternatives, they were
more likely to be overconfident. The thought being that overconfidence derives from neglecting

evidence. Moreover, more salient evidence is associated with reductions in overconfidence.



The idea of making evidence more salient can be found in one of the first papers to
theorize how confidence judgments are processed. The Probabilistic Mental Models (PMM)
theory by Gigerenzer et al. (1991) is based on probabilistic functionalism by Egon Brunswik
(1952; Hammond & Stewart, 2001). Probabilistic functionalism is the idea that an organism
deals with uncertainty in the environment by evaluating its cues. Thus, probabilistic
functionalism would suggest that overconfidence results when non-salient cues fail to
be understood. Individuals then inaccurately assess their performance, such as the overconfident
participants in Koriat et al. (1980).

To construct a probabilistic mental model, an individual creates a reference class, a target
variable, probability cues, and cue validities. The example in the 1991 study detailed responses
to a general knowledge question like "Which city in Oklahoma has more inhabitants? a)
Oklahoma City or b) Tulsa." Suppose the participant answering the question does not know the
answer. The participant would have to construct a PMM to solve the question. One of the first
steps in constructing a PMM is selecting a reference class. The reference class in this example
might be "all cities in Oklahoma." This reference class then determines which cues can function
as probability cues for the target variable and their cue validities. For instance, a valid cue in the
reference class might be NBA teams. Larger cities tend to have professional NBA teams, so
which of the two cities has a professional NBA team? The cue is cognitively tested for
correctness and compared to other cues. The cue validity then determines confidence judgments.
For example, the NBA team cue may be strong, leading to the correct answer of Oklahoma City
and a high confidence rating. Of course, cue generation depends on knowledge and frequentist

inference.



The PMM model is one prevailing theory in how and why individuals exhibit the
overconfidence bias, but it still leaves many questions unanswered. For example, how do
individuals become less overconfident? Juslin et al. (1997) explained that for an individual to
have perfect calibration under the theory of PMM, the individual would have to 1) have accurate
mental representations of the ecological probabilities (cognitive adjustment, something akin to
representative knowledge based on a reference class), 2) without error convert the ecological
probabilities into an overt confidence judgment (error-free translation), and 3) encounter tasks
that are representatively designed corresponding to their ecological probabilities. The third point,
in essence, states that the individual’s tasks should represent the knowledge that the individual
would sample. Gigerenzer et al. (1991) gave the example of a typical general knowledge
question that asked, "Which city is farther north? a) New York or b) Rome™" as evidence to this
point. The participant could generate a reference class of "general knowledge question,"” which
may lead to an incorrect answer and overconfidence. The idea is that the generated reference
class is incorrect due to the question being hard or misleading while selecting a more
representative question like "Which city in Oklahoma has more inhabitants?" leads to the
generation of the reference class "cities in Oklahoma." This reference class then may lead to a
correct answer and less overconfidence. How, then, do individuals generate reference classes?

Koriat (2012) constructed a model called the Self-Consistency Model (SCM) that
postulates that the primary cue that confidence judgments use is self-consistency. According to
the SCM, individuals validate their knowledge or experiences by retrieving information from
memories sampled from the outside world to form hypotheses of the population and determine
the likelihood that the conclusion reached is correct. This model claims that confidence is

approximately the assessment of

10



“reproducibility — the likelihood that the same choice will be made in a subsequent
encounter with the item. Although confidence judgments are construed as pertaining to
validity — the probability that the chosen answer is correct, they are actually based on
cues about reliability.”
The primary idea of this approach is that confidence is the feedback and sampling of
information. Thus, a confidence judgment based on this model would draw from an individual's
number of experiences, the "richness"” of the experience, cognitive factors, bias, and the
environment outlined by PMM (Gigerenzer et al., 1991). Notably, an individual would reduce
overconfidence bias by increasing the sample size or the richness of the feedback from
experiences (e.g., "I am less overconfident because I’ve done this before and gotten similar
outcomes” or "I often do well on problems like this").

Koriat et al. (2020) demonstrated the SCM empirically by having participants answer
true/false to personality statements (e.g., "I hate to change my plans at the last minute™) and
measuring deliberation time. After making a true/false judgment, participants then made a
confidence judgment on a scale ranging from 0-100 (0% — Not confident at all; 100% —
Completely confident). Results indicated that individuals responded faster and were less
overconfident for repeated questions. Results also indicated that participants had higher and
faster confidence judgments for items that other participants agreed on. Koriat believed that this
reflected their personal experiences (perceptional decisions, social beliefs, social attitudes,
personal preferences, and category membership decisions; see Koriat et al., 2016). For example,
individuals gave faster and higher confidence judgments for questions more in line with their
political thinking (*'conservative" or "liberal™). These results indicated that confidence judgments

were based not only on knowledge but also on personal experiences.
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In sum, theories and models of overconfidence indicate that humans build knowledge-
based mental models recalled from cues to help make decisions, evident from the PMM theory
presented by Gigerenzer et al. (1991) and the SCM constructed by Koriat (2012). Still, growing
evidence seems to indicate that not all confidence judgments are the same. It may be that
different mental models are being constructed and perceived based on the type of overconfidence
bias. Moore and Healy's 2008 article "The Trouble with Overconfidence" taxonomizes

overconfidence bias into three distinct types: overestimation, overprecision, and overplacement.

2.3 The Three Types of Overconfidence

Recent advances in confidence research have focused on the measurement and taxonomy of
confidence. Moore and Healy's 2008 paper "The Trouble with Overconfidence" classifies
overconfidence into three distinct types (see Olsson, 2014). These three types of overconfidence
are theoretically different, with separate measurements for each—table 1 breaks down each of
the three types. The first type is the overestimation of one's actual ability, performance, level of
control, or chance of success. Overestimation made up approximately 60% of the 645 empirical
studies on overconfidence (numbers from Moore & Schatz, 2017).

Studies about overestimation often have participants rate their general abilities, skills, or
forecasting concerning their domain-specific occupation or talent. For example, Garcia-
Retamero et al. (2016) created a subjective graph literacy scale that asked individuals questions
about their general skill at working with different types of graphs (e.g., "How good are you at
working with bar charts?") and had participants rate their skill on a scale from 1 — Not good at all
to 6 — Extremely good. These subjective ratings were then compared to their objective graph

literacy. In short, overestimation asks a general confidence question on a skill.
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The second type of overconfidence is overplacement, otherwise known as the better-
than-average phenomenon in which people falsely believe themselves to be better than others.
This type of confidence made up approximately 21% of empirical studies (this percentage goes
up significantly when "better-than-average™ is a search term along with "overconfidence"; Moore
& Healy, 2008). Kruger and Dunning’s 1999 study examined this type of overconfidence by
having participants compare their score on the Law School Admissions Test to the average
student’s score on a scale from 0 ("I am at the very bottom of percentile rankings™) to 99 (“I am
at the very top”), with 50 being “I am exactly average.” A more recent example of
overplacement research is the study by Larrick et al. (2007), in which students had to judge their
test performance in relation to given information on the mean, range, and distribution of
performers. Each student then estimated how many students they were better than, on average,
followed by an overestimation confidence judgment. Results indicated that a percentage of
students did falsely believe themselves to be better than average. Furthermore, there was a
positive within-subjects correlation between overplacement and overestimation. Moore (2007;
see also Moore & Small, 2008) found that, generally, some individuals may be better at knowing
themselves, but not others. In this case, individuals will not display overestimation but will show
underplacement (i.e., worse-than-average). Note that most overconfidence studies do not
measure more than one type of overconfidence, and even fewer measure all three (Olsson, 2014).

One way of measuring overplacement in decision making is the Bias Blind Spot (Pronin
et al., 2002; Pronin & Kugler, 2007; Scopelliti et al., 2015; Ybarra, 2018, in-prep). The bias blind
spot is an overplacement judgment wherein individuals assess their susceptibility to various

decision biases and then judge others' susceptibility to each of the biases. Then the individual’s
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bias judgment is subtracted from the other’s bias judgment for each bias. The difference score for
each bias is then aggregated to estimate how blind individuals are to their biases.

The third type of overconfidence is overprecision, or excessive certainty regarding the
accuracy of one’s belief, which made up 19% of empirical studies. Overprecision often compares
an individual’s estimated number of correct answers on a task to the actual number of correct
answers. Adams and Adams (1961) created a specific way to measure overprecision. Participants
were asked their confidence on a full scale from 0-100% in their ability to recall nonsense
syllables. The confidence scale was defined to the participant as “the percent of questions
believed to be correctly answered” (i.e., 90% means that the participant believed they were
correct on 90% of the questions). A difference score was then calculated by subtracting the
number of questions answered correctly from the percentage of questions the participant believed
to be correct, with the remaining score being the participant’s overconfidence (e.g., if a
participant thought they answered 75% of questions correctly but scored 50% correct, the
participant is thought to be overconfident by a degree of 25%). Often when measuring this type
of overconfidence, it is translated into exact integers for clarity (e.g., “how many out of the ten
asked questions did you answer correctly?”).

To further learn about the three types of overconfidence, see Don Moore’s (2020) book
Perfectly Confident. Moore maintains that there are three types of overconfidence. However,
Olsson (2014) states, “It is currently unknown to what extent these three different forms of
overconfidence represent the same psychological construct, as only a handful of studies have
investigated two or more ways of measuring overconfidence.” Essentially, there may be three
distinct types of overconfidence, but the evidence is sparse (Olsson lists only two studies that

measured all three types of overconfidence). Further, what does this mean regarding training
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overconfidence? Does this mean that to lower various types of overconfidence bias, there needs
to be different trainings? Unfortunately, there are currently zero training studies (to my reading)

that compare all three types of overconfidence.

Table 1

Three Types of Confidence

Confidence Definition Typical Example Articles
Measurement
Overestimation Overrating your Calibration = Self- Garvia-
actual ability, skill, “Subjective Evaluation:  Retamero et
level of control, or confidence “I am greatat  al. (2016);
chance of success. measure” doing Koriat et al.
- statistics” (2020)
“Objective Reality: Low
measure” skill in
statistics
Overplacement  Believing that you Calibration = Self- Kruger and
are better than “Subjective Evaluation: Dunning
others unjustly confidence measure  “I am better (1999);
(better-than- compared to than average  Scopelliti et
average) others” compared to al., (2015)
- my classmates
“Objective in statistics”
measure” Reality:
Below
average grade
in statistics
Overprecision Too sure you have Calibration = Self- Gigerenzer
the correct answer “Subjective Evaluation: et al.
when wrong estimation of the ~ “I am going to (1993);
number of get 90 out of  Adams and
questions answered 100 questions Adams
correctly” correct on this (1961)
- statistics test”
“Objective number  Reality: Gets
of questions 50 out of 100
answered correctly” questions

correct on a
statistics test
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2.4 Training Overconfidence

In his 2011 book Thinking Fast and Slow, Daniel Kahneman concluded the section on
overconfidence by saying, “Can overconfident optimism be overcome by training? I am not
optimistic.” Continued, Kahneman wrote, “There have been numerous attempts to train people...
with only a few reports of modest success.” Though results overall have been mixed, there are a
few successful examples of training overconfidence. For instance, Royal Dutch Shell (commonly
known as just Shell in the U.S.) oil and gas noticed that their newly hired geologists were often
wrong and overconfident in predicting which wells would produce oil (Russo & Schoemaker,
1992). Shell then created a training program to correct overconfidence, ultimately saving time
and money. The training involved studying past cases, making confidence judgments, and finally
receiving feedback on their confidence judgments’ accuracy. The training tended to double the
number of correct wells to be drilled (2/10 wells to 4/10 wells being correct on average).

Overconfidence is perhaps trainable in a highly specified domain, but can overconfidence
be trained for general decisions? One important and novel example by Morewedge et al. (2015)
was part of the Intelligence Advanced Research Projects Activity’s (IARPA) SIRIUS game
project. The Morewedge et al. IARPA game had individuals solve the mystery of a missing
individual by coming to terms with their own social biases. One of the most improved biases was
overplacement measured via the bias blind spot, showing a reduction of approximately one
standard deviation (F (1, 241) = 151.66, p < .001, dpre-post = .98). While the results look
promising, there is no evidence that the training would reduce the other two types of
overconfidence.

Further, in a related study by Scopelliti et al. (2015) that developed the bias blind spot

measure, they found that the bias blind spot is unrelated to general decision making skills. These
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results replicate conclusions by Dunning et al. (2004) that people’s self-views tend to be weakly
related to actual behavior and performance. Why is it that individuals skilled and knowledgeable
in decision making are more/still overconfident? Unfortunately, there have been no studies that
train all three types of overconfidence and measure generalization to wide-ranging decision

making skills (e.g., risk literacy) that could help answer these questions.

2.5 Statistical Numeracy, Risk Literacy, and Skilled Decision Theory

One definition of statistical numeracy is the practical understanding of probabilistic and
statistical problem solving (Cokely et al., 2012). Statistical numeracy tends to be one of the best
predictors of superior judgment and general decision making (Cokely et al., 2018; Cokely &
Kelley, 2009; Lipkus & Peters. 2009; Peters, 2020; Reyna et al., 2009; 2020). Numeracy tends to
independently predict when other independent predictors of performance such as fluid
intelligence, cognitive reflection, and attentional control are assessed (Allan, 2018). Research on
numerical and non-numerical tasks indicated that statistical numeracy’s predictive power goes
beyond “just knowing the math.” Numeracy tends to predict a cascade of metacognitive
processes in which an individual evaluates and understands risk (Risk Literacy; see
riskliteracy.org; Allan et al., 2017; Cokely et al., 2018; Petrova et al., 2017).

Risk literacy seems to be an essential component of skilled and informed decision
making. In a study by Cokely et al. (forthcoming; Ghazal, 2014), structural models showed that
risk literacy tended to mediate the relationship between statistical numeracy and general decision
making performance. The demonstrated relationship between risk and decision making explains
in part why statistical numeracy and risk literacy are both strong predictors of general decision
making skills: decision making is fundamentally about reckoning risk and uncertainty (Cokely et

al., 2018). If an individual understands probability theory and their personal limitations, skills,
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knowledge, and values, they should theoretically be able to make a good decision. Skilled
Decision Theory outlines the reasons for this.

Skilled Decision Theory overviews the causal mechanisms for expert and skilled decision
making in general (Cokely et al., 2018). The two primary mechanisms are 1) heuristic
deliberation (e.g., metacognitive processing, Cokely & Kelley, 2009; Cokely et al., 2012) and 2)
representative understanding (e.g., precise risk comprehension, Cokely et al., 2018). The first
mechanism predicts skilled decision making via practical inductive reasoning skills (e.g.,
statistical numeracy and metacognition savviness) and elaborative heuristic deliberation. Both
components of the mechanism theoretically help circumvent costly mistakes by employing
metacognitive heuristics like double-checking an answer (Cokely et al., 2012; Ghazal et al.,
2014). The second mechanism allows for the generation of representative understanding of the
decision problem, allowing an individual to intuitively judge the weight and potential
consequences of various options and outcomes (Peters, 2012; Petrova et al., 2015; Petrova et al.,
2014). This understanding then informs the selection of adaptive heuristic strategies. For
example, an individual potentially forms ecologically rational representations of cue validities
and cue orderings that calibrate fast and frugal heuristic use to solve a decision task (Gigerenzer
et al., 1999; Gigerenzer & Goldstein, 1996). What do the mechanisms of Skilled Decision

Theory mean for overconfidence bias?

2.6 Risk Literacy and Overconfidence

Research has demonstrated that risk literacy skills are predictive of reduced vulnerability to
overconfidence (Ghazal, 2014; Ybarra et al., in-prep). The study by Ghazal et al. (2014) had
highly educated individuals complete a statistical numeracy measure (The Berlin Numeracy

Test; see Cokely et al., 2012) and an array of decision making tasks like financial choices or
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medical judgments. Numeracy tended to be a predictor of decision making skills. Further, when
assessing overprecision on a paradigmatic medical decision making problem, there was a
positive correlation between numeracy and calibration. Sixty-five percent of highly numerate
individuals were calibrated to their performance compared to forty-eight percent of low numerate
individuals. Results revealed a curvilinear pattern of accuracy to confidence, resembling results
like that in the “Unskilled and Unaware” literature (Dunning & Kruger, 1999). The authors
concluded that the results were in line with the theoretical construct of numeracy (Skilled
Decision Theory) that includes “1) a practical understanding of numbers and mathematical
procedures, and 2) the skills necessary for effective problem solving and self-regulated learning”,
meaning that general decision skills may help reduce overconfidence.

A later study conducted by Ybarra et al. (in-prep) found that statistically numerate
individuals were less overconfident for both overestimation and overplacement. In the study,
participants from around the world answered a general bias blind spot question in addition to a
battery of decision making tasks. Results indicated that numerate individuals tended to perform
better on the decision making tasks and were more calibrated to their performance. Results
showed a curvilinear relationship between confidence and general decision making skills,
meaning that those lowest in skill were the most overconfident, those with some amount of skill
were slightly overconfident or calibrated, and those with the most skill were calibrated or slightly
underconfident. Further, structure equation models revealed that decision making skills mediated
the relationship between numeracy and confidence calibration. That risk literacy played an
essential role in mitigating the overconfidence bias. Moreover, Ghazal et al. (2014) and Ybarra et
al. (in-prep) point out that general decision making skills like risk literacy are trainable skills. Is

it the case that training risk literacy could reduce overconfidence bias?
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2.7 Improving Risk Literacy: Visual Aids and Training

Statistical numeracy tends to predict more resistance to a wide swath of decision making biases,
including overconfidence bias. Unfortunately, a large proportion of individuals (including highly
educated and intelligent working professionals) have relatively low levels of statistical numeracy
(Garcia-Retamero & Cokely, 2017). Research has demonstrated that visual aids can help
individuals better understand numerical expressions and probabilities (see Garcia-Retamero &
Cokely, 2013, 2017). Figure 1 shows the general process model of skilled decision making and
how visual aids and statistical numeracy relate. One study indicated that when participants
completed a medical decision task that involved numerical information, highly numerate
individuals could better solve the problem than less numerate individuals. However, providing
less numerate individuals with a visual aid in addition to numerical information resulted in a
similar performance to that of highly numerate individuals, increasing their accuracy to about
60%. Further, in a 2015 study by Garcia-Retamero et al., participants had to make confidence
judgments about their performance on medical decision tasks with or without a visual aid.
Participants given a visual aid tended to perform better on the tasks and were also less
overconfident in their performance, no matter their statistical numeracy. People generally saw
improvement from visual aids if the person had minimal graph interpretation skills (i.e., graph

literacy).
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Figure 1

Figure from Cokely et al. (2018)
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Note. The generalized structural process model of skilled decision making from Cokely et al.
(2018).

Some researchers have defined graph literacy as the ability to understand graphically
presented information (Galesic & Garcia-Retamero, 2011). Graph literacy involves interpreting
visual aids like bar charts, pie charts, line plots, decision trees, and icon arrays. Unfortunately,
generally effective graphical aids may still be challenging for many people to understand. An
estimated 15% of U.S. adults, or about 40 million, roughly equivalent to the population of
California, misinterpret features like the height of simple bar charts (Galesic & Garcia-Retamero,
2011; see also: Okan et al., 2012, 2018; Terry & Ybarra, 2020), which means that tens of
millions of potentially vulnerable individuals cannot understand important risk information from
visual aids created to improve decisions related to high-stakes medical, educational, financial,

and natural hazards.
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To help individuals understand risk literacy an online tutor was constructed that trained
important general decision making skills via graph literacy (Woller-Carter, 2015). The relatively
brief (approximately 2-hour) training helped people understand and interpret graphs like the ones
used for visual aids. A controlled experiment indicated that participants improved in graph
literacy by about one standard deviation after taking the tutor, while participants in the control
condition saw no improvements. Further, individuals who completed the risk literacy tutor also
improved resistance to decision biases like framing effects, ratio bias, and sunk costs. To
emphasize, after individuals completed the risk tutor, people improved in decision making for
tasks that did not include any visual aid. The question remains whether participants who took the
tutor also built resistance to the overconfidence bias.

To summarize, avoiding overconfidence is essential for behaviors and processes related
to decision making, skill attainment, education, ethics, and self-regulation. Efforts to reduce
overconfidence have led to mixed results, and some researchers believe that training
overconfidence may not be possible (Kahneman, 2011). Additionally, there is evidence that
overconfidence is not improved by nor related to general skills, experience, or knowledge
(Dunning et al., 2004, Scopelliti et al., 2015). However, these efforts tended not to use measures
related to risk literacy skills. Evidence has shown that risk literacy is a trainable skill predictive
of better decision making and less overconfidence bias. Can causally training risk literacy skills

lead to better self-evaluations?
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Chapter 3: Methods

3.1 Tutor Construction

The tutor construction and reconstruction were part of an NSF-funded project designed to assess
and improve general decision making skills. Previously, the team at riskliteracy.org created a
suite of brief online risk literacy and risk communication training modules intended for use by
diverse adults from industrialized countries. The first completed module, validated via scientific
control trials, is a graph literacy training program (for a complete review, see Woller-Carter,
2015). The initial tutor's construction followed well-established standards in intelligent tutoring
and was programmed using Adobe Flash and Carnegie Mellon's Cognitive Tutor Authoring
Tools (CTAT) (Aleven et al., 2006, 2009). The same principles and standards were applied
during the tutor's reconstruction, though it was rebuilt from the ground up in Python rather than

in Flash and CTAT (tutor.lolevo.com; Ybarra et al., 2018).

One primary goal in renovating the risk tutor was to increase the graph tutor's flexibility
without designing wholly new projects. The tutor was programmed in Python using Flask as the
web framework to achieve desired flexibility and reduce programming time. There are many
potential benefits of using Python and Flask. Flask is a web framework that does not require
specific libraries for form validation, database connectivity, or other relevant tools associated
with developing and using a web application. Flask allowed for a lightweight backend that could
be customized easily compared to heftier web frameworks like Django. One outcome of these
advantages was the created browser-based question editor that allowed instantaneous changes to

the tutor questions and associated hints (Figure 2).
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http://tutor.lolevo.com/

Figure 2

In-Browser Question Editor
& c 0N A Notsecure | tutor.lolevo.com/edit_test?t=gt&n=1
Test: gt. Question: 1

Question Text. USE HTML MARKUP IF NECESSARY FOR FORMATTING OR IMAGES.
Imagine you are asked to play a game inveolving flipping & fair cein

Every time heads comes up you get $2@ and the choice to flip the coin

again. If tails comes up, you must give back everything you have won

and pay %5. Heads came up on your first flip. Would you like to flip

the coin again?

b

Answer Key (Index at ()

Answer 1:|3 B
Answer 2: |2
Answer 3: 1

Hints
Question 1 Hint 1:

1. The data is what is being measured. What is being measured in this
problem?

Question | Hint 2:
When you gamble what are you measuring?

e

Note. The created in-browser question editor. This tool can be accessed from any online browser.
The editor allows for quick question and hint editing. The editor also paved the way for an in-

browser tool to allow anyone to make online risk interventions. This tool is still in development.
3.2 Procedure

The design of the experiment was a one-way independent samples design.! Random assignment
placed all participants in either the control or tutor condition. Both conditions consisted of two
phases, the first taken in the laboratory and the second completed at home. All pre-testing and

training were in the lab and lasted approximately three hours. The tutor condition had selected

! Due to programming issues and significant attrition of participants from noncompliance, the originally conducted
third condition was excluded. For more information see appendix.
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post-test measures completed immediately after training. Phase 2 was completed approximately
2-4 weeks after Phase 1. The participants were sent the link for Phase 2 two weeks after Phase 1
but could complete the post-test at their own pace. Instructions asked participants to complete
Phase 2 in one sitting after opening the link. Debriefing occurred after Phase 2.

The control condition was a financial literacy video tutor series that educated participants
on long-term investing, retirement savings, and financial decision making. The videos were all
from khanacademy.org's investments and retirement unit. Selection criteria for the control
condition content included proven relevance to future life outcomes (e.g., healthy retirement) and
domain-specific elements related to decision making and numeracy. In other words, the control
was not to interfere with training general risk literacy skills but needed to be one of those
domains that the risk literacy tutor could improve (Skagerlund et al., 2018).

The risk tutor condition was the online risk literacy tutor aimed at training specific risk
literacy skills (e.g., graph literacy). The participant first completed a pre-test that asked for
necessary graph information (e.g., pie charts add up to 100%). Next, the participant completed
two different graph training modules. The first module of the tutor trained participants on
interpreting data by displaying a problem involving probability that could be visualized and
having the participant choose the appropriate visual aid. The second had participants construct a
visual aid for several types of probabilistic problems and then choose the best constructed visual
aid from an array of graphs. At each stage of the tutor, the participant had to select the correct
answer to proceed. Exhaustive hints were available for the participants at their request; for a

detailed procedure, see Figure 3.
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Figure 3

Procedure for the Tutor Condition

1

Graph selection
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displayed
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in the problem
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construction
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displayed

Student selects
which graph best
fits the presented

problem

Note. The top blue flowchart shows how students solved the first type of problem presented in
the risk tutor. This part of the tutor emphasized identifying the type of data in the presented

problem (e.g., continuous vs. categorical) and having the participant match that to the correct

- J

3

Student selects
best description
of the groups

4

Finally the
student selects
the best type of

graph to help
solve the
problem

found in the
problem
.
/
3
Student

constructs a
decision aid step
by step -
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4

Finally the
student selects
the best type of
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array of four
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graph. The bottom green flowchart shows how students solved the second type of problem,

which emphasized constructing graphs and identifying poorly created graphs.
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Figure 4

Initial Graph Overview

Tutor

& Dashboard

Pretest

Graph Type Information

ed data is ordinal data that can be counted and

it only needs to show the portions of the whole combined

Percent Share of Top 25 Movies of 2013 by
Distributor
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Company ™~

%

ey also determing the rates of char

2) Line Graph: show cONtUoUS

and are used to depict the change in anz nd are very useful when you nesd fo know relafive or

Note. Screenshot of the initial graph overview. The pre-test explained each graph type and then
base knowledge was assessed in a multiple-choice format (e.g., "What type of graph uses

percentages that add up to 100%7?").
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Figure 5

First Module of Risk Tutor

Question 1 of 20

Imagine you are asked to play a game involving flipping a fair coin. Every time heads comes up you get $20 and the choice to flip the coin again. If tails comes
up, you must give back everything you have won and pay $5. Heads came up on your first flip. Would you like to flip the coin again?

What s the best graph that would help people understand the presented data.

Note. Screenshot of a problem from the first module of the risk literacy tutor. This module had

individuals interpret and classify data found in a decision making problem. The participant then

used that information to choose an appropriate visual aid to help solve the problem.
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Figure 6

Second Module of Risk Tutor

Dashboard

Question 1 or20

There is a 30% chance of rain is forecasted for today.

Please choose the correct graph that fits the data presented in the problem.
) Chance of Rain on Days fikeToday () Chance of Rain on Days like Today ) Chance of Rain on Days likeToday () Chance of Rain on Days ke Today

No“:n NoRain —
mRan % NoRan

(oo |

Note. Screenshot of the second module of the risk literacy tutor. This module had participants
construct a visual aid for a decision making problem by choosing the graph's values (e.g., axis
value, pie chart values). Finally, the participant selected the best constructed visual aid from an

array of visual aids, all similar.

3.3 Pre-test measures

Berlin Numeracy Test-S. Statistical numeracy was measured using the Berlin Numeracy
Test (see RiskLiteracy.org; Cokely et al., 2012). Following best practice recommendations, the
non-adaptive, 7-item Berlin Numeracy Test-S (BNT-S) — which includes three questions from
Schwartz et al. (1997) — was used to increase sensitivity measuring those who may be less
skilled. One example of a question includes, “Imagine we are throwing a five-sided die 50

times... out of 50 throws, what proportion will result in an odd number?"
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Subjective Numeracy Scale. Fagerlin and colleagues (2007) created an 8-item scale that
asked participants to rate their skills working with numeric information subjectively (e.g., "How
good are you at working with fractions?") and their preferences for risk information (e.g., "When
reading the newspaper, how helpful do you find tables and graphs that are parts of a story?").
The measure often has correlations with objective numeracy (of varying sizes) and is sometimes
used as a substitute for objective measures. The pre-test observed participants' proclivity to be

overconfident in (specifically to overestimate) their numerical and risk literacy skills.

Graph Construction Knowledge. The Graph Construction Knowledge Scale attempted
to create a graph literacy pre-test focused on assessing the correct use of graphs in different
situations. Item construction used research on graph literacy and appropriate construction of
visual aids (Galesic & Garcia-Retamero, 2011; Garcia-Retamero & Cokely, 2017). Questions
aimed to measured knowledge related to the correct application of specific types of graphs to
different situations (e.g., "When using a bar graph which situation/goal is most appropriate for its

use?").

Subjective Graph Literacy. Garcia-Retamero et al. (2016) created the Subjective Graph
Literacy scale to robustly predict objective graph literacy and quickly assess risk communication
preferences. Questions asked participants subjectively how skilled they are with various types of
graphs (e.g., "How good are you at working with bar charts?"). The scale's inclusion in the pre-
test allowed for observation of participants’ proclivity to be overconfident in their graph literacy.
This measure was also used in the post-test to see if an individual's subjective skill in using

graphs changed after completing the graph literacy tutor.
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3.4 Post-test measures

Graph Literacy Scale. The Graph Literacy Scale developed by Galesic and Garcia-
Retamero (2011) consisted of 12 questions that presented participants with a visual aid and had
them 1) read the data, 2) read between the data (compare parts of the visual aid), and 3) read
beyond the data (make inferences from the visual aid). As detailed in Woller-Carter (2015), an
additional four questions from various sources were asked to add sensitivity for those skilled in

graph literacy due to the use of an educated sample.

Visualizable Decision Tasks. The tasks from Ybarra et al. (2018) measured three
different biases that are theoretically related to graph literacy skills, according to the results of
Woller-Carter (2015). The three biases measured were framing effects, sunk cost bias, and ratio
bias. Overestimation confidence questions ("How confident are you that you are correct in your
answers?") were included for each of the three biases and used a 1 (not confident at all) to 10
(completely confident) Likert scale (Ybarra, 2018). Overprecision confidence questions ("Out of
the five problems, how many did you answer correctly?") were included for the sunk cost and

ratio bias questions (Ybarra, 2018).

Financial Literacy. The financial literacy questions created by Lusardi and Mitchell
(2007) measure financial knowledge related to economic behaviors like saving for retirement.
The measure included assessing basic math skills related to investing, such as calculating the
amount accumulated from interest rates. The measure also included more sophisticated financial
literacy measures from Lusardi et al. (2014) that assess specific knowledge related to investing,

such as knowing that stocks are generally riskier than bonds.
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Bias Blind Spot. Twenty-three questions assessing bias blind spot consisted of fourteen
questions constructed by Scopelliti et al. (2015) and nine questions created by Ybarra (2018).
Ybarra (2018) found that the Bias Blind Spot scale created by Scopelliti et al. (2015) was a
measure of social bias overconfidence (specifically overplacement) that was independent of
more cognitive items. Question structure consisted of describing what the bias is, then measured
an individual's propensity to believe themselves less biased than others by asking, "How biased
are you?" and "How biased is the average individual?", then having participants rate each
question on a Likert scale from 1 (not at all) to 7 (very much) (Scopelliti et al., 2015). The
measure was scored by taking the difference between the subjective rating of average
individuals' bias and subtracting the subjective rating of one's own bias. Next, the differences for
the three biases were averaged to give an individual's final bias blind spot score indicative of an

individual's potential vulnerability to decision making overconfidence.
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Figure 7

Pre- and Posttest Measures.

Phase 1: Pretest

(in laboratory)

Phase 2: Posttest

(at home)

Subjective Graph Literacy
Numeracy Scale Scale*
.SUbJeCtIYef Visualizable
Skilled Decision - «
) Decision Tasks
Making
N
Subjective PrObabl.“St'C
Graph Literacy Statistical
Numeracy*
-~ @@
N
Graph_ Subjective
Construction Graoh Literac
Knowledge P 4
-~ @@
N
Berlin
Numeracy Bias Blind Spot
Test-S
-~ @@
N
Financial
Literacy
-~ @@

Note. A chart of all pre-test and post-test measures.?

3.5 Participants

A total of 273 University of Oklahoma students completed a 4-hour experiment in exchange for
class credit (66% Female; age ranged from 18-22 years old). The final sample is derived from
individuals who completed both the in-lab and at-home portions, completed the full tutor, and

completed over 50% of the at-home portion.

2 All scales marked with an * indicate that in the tutor condition these measures were given immediately after the
tutor.
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Chapter 4: Analyses and Results
4.1 Pre-test Results

The purpose of this first analysis is to determine if there exists any significant difference in pre-
test measures between conditions. The sample showed average statistical numeracy levels
compared to previous studies for college-aged participants (Table 2; Allan, 2018; Ybarra, 2018).
On average, participants answered 3 out of 7 numeracy questions correctly. A one-way ANOVA

found no significant differences between all conditions for all pre-test measures.

Table 2

Pre-test Measures

Risk Tutor Control
(n=138) (n=135)
Maximum Mean (SD) Mean (SD)

Berlin Numeracy Test - S 7 3.08 (1.41) 3.36 (1.77)
Graph Construction Knowledge 11 4.46 (1.63) 4.66 (1.80)
Subjective Graph Literacy 6 4.34 (0.98) 4.45(0.85)

Note. Descriptive statistics for pre-test measures by condition
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Figure 8

Pretest Measures
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BNT-S Graph BNT-S Graph

Construction Construction

Note. Shows bar charts of pre-test measures. There are no significant differences between
groups. Measures are z-scored and the error bars represent standard error.

4.2 Post-test Results

The purpose of the following analyses is to determine if there is any significant difference in
post-test measures. Table 2 shows the means and standard deviations for post-test measures.

First, a one-way ANOVA analysis revealed no significant differences for basic financial literacy,
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though there was a significant difference in sophisticated financial literacy where the control
condition performed better (F (1, 272) = 7.79, p = .006; Figure 9).

Next, group differences in graph literacy were assessed (Figure 10). A difference score of
pre-and post-test graph literacy was computed using the difference in scores for both the graph
construction scale and graph literacy scale at pre-and post-testing. There was a significant
between-group difference for graph literacy, via one-way ANOVA, in that the risk tutor
condition had significantly larger pre-post differences (F (1, 272) = 4.03, p = .046, d = .42). One-
way ANCOVA results determined a statistically significant difference between the risk tutor and
control conditions on the post-test Graph Literacy Scale controlling for statistical numeracy
(BNT-S). There was a significant increase in Graph Literacy Scale scores after completing the
risk tutor (F (2, 270) = 5.54, p = .019, R? = .27).

Group differences in visualizable decision making task performance were analyzed
(Figure 11). Table 3 shows the means and standard deviations between conditions for post-test
measures. A composite score was created by adding standardized values for ratio bias, framing
effects, and sunk cost bias. A one-way ANCOVA determined a statistically significant difference
between the risk tutor and control conditions on the visualizable decision making tasks
controlling for statistical numeracy. There was a significant increase in performance on

visualizable decision tasks after completing the risk tutor (F (2, 270) = 6.58, p = .011, R? = .13).
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Table 3

Post-test Measures Means and Standard Deviations

Risk Tutor Control
(n = 138) (n = 135)
Maximum Mean (SD) Mean (SD)
ggrm"goﬁgmseracy Test - 9 308 (L74) 350 (2.38)
Graph Literacy 16 12.40 (2.09) 12.05 (2.45)
o d?trearf]z Literacy - 4 268(0.98) 247 (L21)
Visualizable Decision
Tasks
Ratio Bias 5 2.93 (1.59) 2.77 (1.58)
Sunk Cost 5 3.18 (1.15) 3.04 (1.29)
Fram