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## PREFACE

This study is concerned with the optimal routing of large scale marine seismic mapping operations. The purpose of marine seismic $\operatorname{exploration~is~the~detection~of~oil~reserves~beneath~the~floor~of~the~}$ ocean. Included in this operation is the scheduling of the geophysical recording ships which collect seismic information at a particular prospect. Computational algorithms developed in this study can be used to schedule a single-ship through single-prospect problem, a single-ship through multi-prospects problem, and a multi-ships through multiprospects problem. The algorithms developed are very effective with respect to core storage requirements and computation times.

Although the primary result of this dissertation will be the reduction of the managerial decision making difficulties involved in scheduling geophysical ships, the result can also be extended to the solution of constrained traveling salesman problem and the machine sequence scheduling problem.
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## CHAPTER I

## INTRODUCTION

## Statement of the Problem

In recent years, offshore exploration and production of oil and gas has increased sharply due to the scarcity of energy resources on the continent. There are three major geophysical methods for oil and gas exploration, i.e., gravity, magnetic, and seismic [34]. Among them, the seismic reflection method is the most inexpensive and effective. It is commonly used in detecting the oil and gas reserves beneath an ocean floor.

To collect data by the seismic reflection method, several shot points beneath the ocean floor are explored along the prospects survey lines, and the magnitudes of the noise reflections are recorded by a series of sensitive devices. These sensitive devices are located at equal intervals on a seismic marine cable which is towed by a ship. This cable, usually from one-half of a mile to two miles in length, must be aligned with the ship's movement as data is collected.

A "prospect" is a geographical location to be searched for oil or gas reserves. A prospect consists of a configuration of N straight lines which indicates the paths that a ship will cover while collecting the seismic data. The number of lines $N$ at a given prospect might be anywhere from two to two dozen, with individual line length ranging from five miles to one hundred miles. To collect the required
data by a single-ship through single-prospect, a ship must leave a known port $P_{1}$ and travel to the prospect, traverse each of the $N$ lines one-way collecting data, then return to a known port $P_{2}$ (Figure 1). The ship should be routed through such a path-configuration so as to collect the required data efficiently. For a large geophysical company, it is sometimes necessary to route a single-ship through multi-prospects or multiships through multi-prospects. A problem of this type is a large scale seismic mapping problem and the routing procedure is more complicated. Since the number of feasible paths that could be selected for a single-ship through single-prospect with $N$ lines there are $2{ }^{N}$ N! possible paths) is extremely large and the maintenance of a geophysical crew is. very high, it is economically desirable that an effective technique for determining optimal ship routings for seismic mapping be developed.

## Research Objectives

The objectives of this research are two fold. The first objective is to develop algorithms that can be used to determine the minimum cost route for the single-ship through single-prospect problem, and that improve upon a previous algorithm developed by Willard [66] in the areas of execution time and storage requirements. The second objective is to extend the best of the above algorithms to develop an algorithm that can solve the large scale seismic mapping problem (e.g., the multiships, multi-prospects operation). The primary result of this research will be the reduction of the managerial decision making difficulties involved in scheduling geophysical ships. In addition, the results from this research can be extended to the solution of constrained traveling salesman problems and machine sequence scheduling problems.


Figure 1. An Example of Seismic Prospect Configuration: Three Prospects

Research Procedure and Methodology

The development of algorithms in this research is done in two phases:

Phase I

1. Study the applicability of the dynamic programming approach to the problem. Develop an improved algorithm for solving the single-ship through single-prospect problem by this technique.
2. Study the applicability of the branch and bound approach to the problem. Develop an algorithm for solving the single-ship through single-prospect problem by this technique.
3. Study the applicability of the graph theory approach to the problem. Develop an algorithm for solving the single-ship through single-prospect problem by this technique.
4. Conduct the performance comparisons of execution times and storage requirements for above developed algorithms for different prospect path-configurations with various number of lines.

## Phase II

1. Using the best approach from Phase I, possibly in some required combination, develop a new algorithm for solving the single-ship through multi-prospects and the multi-ships through multi-prospects problem.
2. Test the performance of the algorithm considering execution times and storage requirements for different prospect

## path-configurations with various number of lines.

3. Document all computer algorithms and develop a user's guide.

In the dynamic programming approach, a recursive search dynamic programming method is studied and applied to the problem. An algorithm is developed based on this approach, and the effectiveness of the algorithm is then compared to the effectiveness of the conventional dynamic programming method considering the storage requirements and computation times.

In the branch and bound approach, two methods, Little's sequential tour-building method and Eastman's subtour elimination method are studied and applied to the problem. Two algorithms are developed based on these two methods. A modification of Little's sequential tourbuilding method is selected finally for a further research in the singleship through multi-prospects and the multi-ships through multi-prospects problem.

In the graph theoretic approach, the shortest spanning tree and shortest Hamiltonian chain concepts are studied and applied to the problem. An algorithm is developed based on the combination of these two concepts. The application of this algorithm to a machine sequence scheduling problem is also studied.

## CHAPTER II

## LITERATURE REVIEW

After an extensive literature search, it was determined that very little has been published pertinent to this specific problem. However, there is a similarity between the problem in this research and the classical traveling salesman problem. In the traveling salesman problem it is assumed that there are $N$ towns with known distances between any two of them. A salesman wants to start from a given town, visit each town once, and then return to his starting point. The objective is to minimize his total traveling time. A seismic mapping problem with an N line seismic path-configuration can be thought of as a traveling salesman problem with $2 N+2$ cities and the restriction that cities be visited in specified pairs. The unconstrained traveling salesman problem has been treated by a number of persons using a variety of techniques.

One of the earliest investigations was made by Dantzig, Fulkerson, and Johnson [14] in 1954. Their papers published in 1954 and 1958 outline a linear programming approach to the problem. Their approach starts with an arbitrary solution, then employs the standard Simplex method to improve the basis. A link in the basis is replaced by a new link in each iteration. Since a link which has been removed can be reintroduced at a later iteration, the approach is highly inefficient. Because of the additional constraints that would need to be imposed,
a linear programming formulation of the problem would be very large.
In 1956, Flood [22] related the traveling salesman problem to personnel-assignment problems. The traveling salesman problem is different from the assignment problem only in that the allowable permutation of $N$ persons and $M$ jobs must be a cycle. In the paper, Flood illustrated how the assignment method could be used effectively in the initial preparation of a traveling salesman problem for subsequent computations. Some techniques that are useful in seeking good approximate solutions are given. Also, in 1956, Kruskal [38] pointed out a possible relation between the traveling salesman problem and shortest spanning tree problem. At about the same time, Barachet [4] reported a graph theoretical approach for the solution of traveling salesman problem. Both concepts have been extended by many authors [10, 32, 33, 47] in later years.

Croes [12] developed a tour to tour improvement approach in 1958 to solve the traveling salesman problem. Croes' solution generation scheme is a rule for finding a better tour that is a neighbor of the present tour. The results of this procedure are approximate and the procedure is inefficient for a problem with a large number of cities. Eastman [19] originated the branch and bound approach. Eastman's method capitalizes on the fact that every solution to the traveling salesman problem is also a feasible solution to the corresponding assignment problem. The optimal solution to the assignment problem is therefore a lower bound to the solution of the traveling salesman problem; and if the solution is cyclic, it is also the optimal solution to the traveling salesman problem. If the solution is not cyclic, one or more subtours must exist. Eastman chose the subtour having the
minimum number of arcs and created a set of new problems by eliminating arcs from the subtour, one at a time. In later years, Bellmore and Malone [8] extended Eastman's subtour elimination method. Miller, Tucker, and Zemlin [44] formulated the traveling salesman problem as an integer programming problem. Using this technique an $N$-city problem required $N^{2}+N$ constraints and $N^{2}$ variables. The authors concluded that the integer programming procedure was highly inefficient.

Bellman [5] and Held and Karp [31] independently applied the dynamic programming method to obtain the optimal route for the traveling salesman problem. Using this approach the traveling salesman was formulated as a multi-stage decision problem. The optimal path segments obtained from a particular stage are retained and used in obtaining the optimal segmental routes in subsequent stages. The drawback of this method is the large computer storage requirement for solving a problem with a large number of cities.

Subsequently, Little, Murty, Sweeney, and Karel [42] developed a branch and bound algorithm for the traveling salesman problem. This algorithm divides paths into two categories; paths that contain a directional link connecting two particular cities and all remaining paths that exclude the selected link. At every stage where this separation of paths or "branching" occurs, a lower bound is calculated for each of the sets of paths within each of the above categories. At each branching stage, the directional link is selected in such a manner that the lower bound for the set of paths not containing the link in question will be as large as possible. The optimal route is determined once a circuit is found where the total distance required to be traveledis smaller than the lower bound of each of the other path
segments.
Because of the obstacles faced by optimal seeking procedures for the traveling salesman problem with a large number of cities, Karg and Thompson [37] approached the problem by heuristic procedures. The method begins with a randomly selected pair of cities, constituting a tour of length 2. Then a third city is inserted in order to minimize the resulting three-city tour; then a fourth city is inserted, and so on, until a complete tour has been constructed. The heuristic approach has been extended by Lin and Kernighan [41].

Obruca [47] observed that the majority of lines appearing in a shortest spanning tree for any network also correspond to those in the solution of a traveling salesman problem with the same network. The technique developed by Obruca is to manipulate the tree by means of deletions and additions of lines into a chain and hence obtain a feasible solution. In applying this procedure, Obruca points out that among 460 sets of randomly generated cost matrices with $N$ varying from 5 to 11 cities, only $50 \%$ of the solutions were identical with the optimal.

In 1970, Christofides [10] combined the shortest spanning tree and branch and bound algorithm to develop two new algorithms to solve the traveling salesman problem. The first algorithm is based on a decisiontree search with lower bound used to limit the search. The second algorithm is a fast iterative procedure based on simple transformations of the cost matrix of the graph, ensuring at each step that the relative cost of all Hamiltonian chains stay unchanged. At about the same time, Held and Karp [32] approached the symmetric traveling salesman problem by the l-tree concept, which is a slight variant of spanning trees. A l-tree is a tree together with an additional vertex connected to the
tree by two edges.

Since the traveling salesman problem was studied by Dantzig, Fulkerson, and Johnson [14], most of the subsequent algorithm were developed to deal only with the single traveling salesman problem. Svestka and Huckfeldt [61] investigated an M-salesman traveling salesman problem in 1973. The multiple salesman traveling salesman problem can be defined as : Given $M$ salesmen and $N$ cities, find $M$ sorties such that every city (except the homer city) is visited exactly once by exactly one salesman, so that the total distance traveled by all salesmen is minimum. The authors applied the Eastman's subtour elimination algorithm to solve an M-salesman traveling salesman problem. Some computation experience has been reported by the authors.

Besides the traveling salesman problem, the recursive search method of dynamic programming has also been studied in this research and the review is presented in the following. Most of the work on allocation problems with integer solutions has been accomplished with dynamic programming. However, the fact that the computer memory requirement increases exponentially with the increasing size of the problem has limited its usage. Williams [67], in solving an allocation problem, has proposed a recursive search method of dynamic programming to overcome the limitations of conventional dynamic programming. With this technique, only a limited number of states and decision variables in each stage require investigating, so that computational times and computer memory requirements are significantly reduced.

The most significant contribution to this research of marine seismic mapping operation problem was that of Willard [66]. Willard used a dynamic programming method to approach the single-ship through
single-prospect problem. Although this attack is effective in execution time, the algorithm was faced with a storage problem for an arbitrarily large number of lines. The algorithm developed by the author using the FORTRAN IV computer language, required a computer memory capacity of approximately 250 K bytes for a ten line path-configuration. The dynamic programming approach of Willard to the proposed problem is a starting point and provides a spring board for the research reported in the following chapters.

## ALGORITHM FOR THE SINGLE-SHIP THROUGH SINGLE-PROSPECT PROBLEM USING A RECURSIVE SEARCH DYNAMIC PROGRAMMING APPROACH


#### Abstract

Willard [66] used the dynamic programming method to solve the single-ship through single-prospect problem. The algorithm developed by Willard was faced with a storage problem for an arbitrarily large number of lines. The algorithm, using the FORTRAN IV language, required a computer memory capacity of approximately 250 K bytes for a ten line configuration. This research investigates a possible method that can reduce the memory storage with some trade-off of computation time, while the concepts of the dynamic programming approach are still maintained.

After reviewing various search techniques, it is believed that the recursive search dynamic programming method can considerably reduce the computer storage, but would require some additional computation time. Basically, the recursive search technique, starting with a feasible solution, searches over each of the recursive relationships until an optimum solution is reached. With this technique, limited numbers of state and decision variables in each stage are generated when needed, so that the computer memory requirement is significantly reduced.


## Description of the Recursive Search

## Dynamic Programming Method

For a $N$ lines problem with a starting port and ending port, we can connect the two ports and hence change the problem to a $N+1$ lines problem. The problem of selecting the shortest route that covers the $N+1$ lines can be stated mathematically as follows:

## Minimize:

$$
\begin{equation*}
D=\sum_{i=1}^{N+1} \sum_{j=1}^{2} \sum_{m=1}^{N+1} \sum_{n=1}^{2} d(i, j, m, n) \cdot x(i, j, m, n) \tag{3-1}
\end{equation*}
$$

Subject to:

$$
\begin{aligned}
& \sum_{幺}^{N+1} \sum_{i}^{2} x(i, 1, m, n)+\sum_{i}^{N+1} x(i, 2, p, q)=1 \\
& \mathrm{~m} \neq \mathrm{i} \mathrm{~m}=1 \mathrm{n}=1 \quad \mathrm{p} \neq \mathrm{i} \mathrm{p}=1 \mathrm{q}=1 \\
& \sum^{N+1} \sum^{2} x(m, n, i, j)+\sum^{N+1} \sum^{2} x(i, j, p, q)=1 \\
& \mathrm{~m} \neq \mathrm{i} \mathrm{~m}=1 \mathrm{n}=1 \quad \mathrm{p} \neq \mathrm{i} \mathrm{p}=1 \mathrm{q}=1
\end{aligned}
$$

where

$$
\mathbf{i}=1,2,3, \ldots, N+1 \quad j=1,2
$$

and

$$
X(i, j, m, n)=0 \text { or } 1
$$

given

$$
\begin{aligned}
d(i, j, m, n) & =\text { distance from line } i \text {, end } j \text { to line } m \text {, end } n \\
X(i, j, m, n) & =1 \text { if line } i \text {, end } j \text { is linked to line } m \text {, end } n \\
& =0 \text { otherwise }
\end{aligned}
$$

For a $N$ line configuration, there are $2{ }^{N} N$ ! possible routes that would have to be considered for exhaustive enumeration. To solve Equation (3-1) by the dynamic programming method, let the $K^{\text {th }}$ stages of the usual dynamic programming formulation correspond to the selection of $(K+1)^{\text {th }}$ lines to ending port $P_{2}$ that traverses $K$ lines. For example, the first stage corresponds to the selection of a second line after covering first line before return to $\mathrm{P}_{2}$. The decision variables are then the selection of an alternative route at each stage. The state corresponds to the route line which remains to be selected. For example, at first stage, the decision variables are the selection of an alternative route for covering first line before return to $\mathrm{P}_{2}$. The state variables are the possible selection of a second line covering previous first line before return to $\mathrm{P}_{2}$ -

The following notation will be used in formulating the dynamic programming model of the problem:
$P_{1}(m, n)=$ the distance from starting port $P_{1}$ to line $m$, end $n$.
$d(i, j, m, n)=$ the distance from line $i$, end $j$ to line $m$, end $n$.
$P_{2}(m, n)=$ the distance from line $m$, end $n$ to ending port $P_{2}$.
$g_{k}\left(i, j, m, n, l_{k}\right)=$ the distance of path segment from line $i$, end $j$,
to line m , end n , covering k lines and then
return to ending port $P_{2}$. $1_{k}$ denotes a unique
combination of $k$ lines from $N$ lines.
$f_{k}^{*}\left(i, j, l_{k}\right)=$ the shortest distance of path segment from line $i$,
end $j$, covering $k$ lines and then returning to $P_{2}$.
$F_{N}^{*}\left(P_{1}, P_{2}\right)=$ the shortest distance of a complete route (path) from
starting port $P_{1}$ to ending port $P_{2}$, covering $N$ lines.

The dynamic programming principal of optimality is then implemented by utilizing the following recursive relationship for each stage:

## Stage 1

$$
\begin{aligned}
f_{1}^{*}\left(i, j, 1_{1}\right)= & \text { Minimum }\left[d\left(i, j, 1_{1}, n\right)+P_{2}\left(1_{1}, \bar{n}\right)\right] \\
& : n=1,2 \\
& \bar{n}=3-n
\end{aligned}
$$

for the following states:

$$
\begin{aligned}
\mathrm{i} & =1,2, \ldots, \mathrm{~N} \\
j & =1,2 \\
1_{1} & =1,2,3, \ldots, \mathrm{~N} \quad 1_{1} \neq \mathrm{i}
\end{aligned}
$$

Stage 2

Let
$g_{2}\left(i, j, m, n, 1_{1}\right)=d(i, j, m, n)+f_{1}^{*}\left(m, \bar{n}, 1_{1}\right)$
where $\mathrm{n}=1,2 \quad \overline{\mathrm{n}}=3-\mathrm{n}$
then

$$
\begin{aligned}
f_{2}^{*}\left(i, j, 1_{2}\right)= & \text { Minimum } \quad g_{2}\left(i, j, m, n, 1_{1}\right) \\
& m=1,2, \ldots, N \quad m \neq 1 \\
& n=1,2 \\
& \text { all } 1_{1}
\end{aligned}
$$

for the following states:

$$
\begin{aligned}
& \mathbf{i}=1,2, \ldots, \mathrm{~N} \\
& j=1,2
\end{aligned}
$$

Stage K

Let
$g_{k}\left(i, j, m, n, 1_{k}\right)=d(i, j, m, n)+f_{k-1}^{*}\left(m, \bar{n}, 1_{k-1}\right)$
where

$$
\begin{aligned}
\mathrm{i} & =1,2, \ldots, \mathrm{~N} \\
\mathrm{~m} & =1,2, \ldots, \mathrm{~N} \quad \mathrm{~m} \neq 1 \\
\mathrm{j} & =1,2 \\
\mathrm{n} & =1,2 \\
\overline{\mathrm{n}} & =3-\mathrm{n}
\end{aligned}
$$

then

$$
\begin{aligned}
& f_{k}^{*}\left(i, j, l_{k}\right)=\operatorname{Minimum} g_{k}\left(i, j, m, n, l_{k-1}\right) \\
& \mathrm{m}=1,2, \ldots, \mathrm{~N} \quad \mathrm{~m} \neq 1 \\
& \mathrm{n}=1,2 \\
& \text { all } 1_{k-1} \\
& \text { for the following states: } \\
& \mathrm{i}=1,2, \ldots, \mathrm{~N} \\
& \mathbf{j}=1,2
\end{aligned}
$$

Stage $N$

$$
\begin{aligned}
\mathrm{F}_{\mathrm{N}}^{*}\left(\mathrm{P}_{1}, P_{2}\right)= & \operatorname{Minimum}\left[P_{1}(i, j)+f_{N-1}^{*}\left(i, \bar{j}, 1_{N-1}\right)\right] \\
& i=1,2, \ldots, N \\
& \\
& \\
& =1,2 \\
& \bar{j}=3-j
\end{aligned}
$$

Using the conventional dynamic programming method, it is necessary to determine the optimum value of each decision variable for each feasible input state, before calculations are commenced for the next stage. This requires storing approximately $2 \sum_{i}^{N} \pi^{i-1}(N-j)$ values, $i=1 \quad j=0$ so that a problem with a modest number of lines can easily exceed the memory capacity of the largest computer.


#### Abstract

Now assume a starting solution $X=[X(i, j, m, n)]$, for $i=1,2$, $\ldots, N+1, j=1,2, i \neq n$, such that $X$ satisfies the constraints given in Equation (3-1). Although $X$ defines a feasible solution, it is not necessarily the optimum solution. The recursive search technique provides a method of generating the state variable needs one at a time to improve the initial solution until optimum is reached. For example, in a three line configuration (four lines if plus two ports), at first stage, twelve state variables must be generated and stored for the conventional dynamic programming method, while only four state variables are needed to be generated and stored for the recursive search dynamic programming method. A comparison of storage requirements for the conventional dynamic programming method and the recursive search dynamic programming method for a four line configuration is shown in Table I.


TABLE I

A COMPARISON OF VECTOR STORE FOR A FOUR LINE CONFIGURATION PROBLEM

| Method | Conventional |  |
| :---: | :---: | :---: |
| Stage |  |  |
| Vector <br> Store | D.P. | Recursive <br> Search |
| 1 | 48 | D.P. |
| 2 | 24 | 4 |
| 3 | 8 | 6 |
| Total | 80 | 8 |

In general, the difference in computer memory storage requirements for $N-l i n e$ configurations is:

$$
2 \sum_{i=1}^{N} \prod_{j=0}^{i-1}(N-j)-\sum_{m=2}^{N} 2^{m}
$$

It is obvious that the reduction of storage requirements by using this technique is a trade off with computational time increasing at about the same rate that the computer memory storage is reduced.

Programmed Algorithm

The recursive search dynamic programming algorithm is programmed in the FORTRAN IV language. The logic flow chart of the program is presented in Figure 2. The programmed algorithm will select the optimal route for a configuration of 8 lines or less and requires a computer memory capacity of approximately 62 K bytes. The time required to obtain the optimal path through a N-line prospect configuration is approximately $(2.35)^{N}(0.001)$ minutes when executed on the IBM $360 / 65$ computer.

Execution times and storage requirements for selecting the optimal route using conventional dynamic programming method by Willard [66] and using the recursive search dynamic programming method of this research is compared and shown in Figures 3: and 4. In Figure 3, the execution times for both methods will increase sharply after 9-line configuration. In Figure 4, the core-storage requirements for both methods will also increase exponentially after 9-line configuration.

The result on both conventional dynamic programming method and recursive search dynamic programming method have shown that using


Figure 2. The Logic Flow Chart of the Recursive Dynamic Programming Method


[^0]

Figure 4. A Comparison of Core Storage Requirement of Dynamic Programming Methods
dynamic programming approach to solve a ship routing problem is limited to a small 9-1ine configuration on the IBM 360-65 computer. The problem beyond a 9-line configuration, will either exceed computer memory a availability or require a huge amount of computation time. It is concluded from this research that it is not practical to use the dynamic programming approach (either the conventional method or the recursive search method) as a further research tool for a large scale ship routing problem.

## CHAPTER IV

## ALGORITHMS FOR THE SINGLE-SHIP THROUGH SINGLE-PROSPECT PROBLEM USING A <br> BRANCH AND BOUND APPROACH


#### Abstract

As mentioned in the previous literature review, branch and bound, or tree-search techniques, have been used to solve the traveling salesman problem. Among the tree-search algorithms, Little's sequential tour-building method and Eastman's subtour elimination method have shown the greatest promise. Eastman's subtour elimination concept has been extended by Shapiro [59], Bellmore and Malone [8], and Garfinkel [23]. These two methods are studied in this dissertation. The objective is to investigate the applicability of the branch and bound technique to the ship routing problem which can be considered as a constrained traveling salesman problem。


## The Constraints of the Problem

The ship routing problem for marine seismic mapping operation is similar to a constrained traveling salesman problem. The constrained traveling salesman problem is defined in this research as follows: Given $N$ cities in which certain cities are grouped together andif one of the cities within a group is visited, then all the other cities in the same group must be visited sequentially find the shortest route that starts at a home city, visits each city once and returns to the home city. Figure 5
shows an example of a constrained traveling salesman problem. One wishes to determine a route which starts from a home city, covers three regions and returns to the home city. In the ship routing problem, the constraint is that each seismic line where the seismic data is actually collected (productive line) has to be traversed as a whole segment. In other words, the two end points of a seismic line must be traversed sequentially. This problem is similar to the constrained traveling salesman problem in which each group contains only two cities. Figure 6 shows an example of a ship routing problem of 3-1ine configuration.


Figure 5. An Example of Constrained Traveling Salesman Problem


# Figure 6. An Example of Ship Routing Problem with 3-Line Configuration 

## Sequential Tour-Building Algorithm For <br> Ship Routing Problem

## Description of the Algorithm

The basis of Little's algorithm is to divide the set of all the possible tours into smaller and smaller subsets and to calculate for each subset a lower bound on the cost of the best tour therein. The object of calculating a bound is two fold:

1) it may be used as a guide for the partitioning of the subsets,
and
2) it limits the search and also identifies the optimal tour (the optimal tour is a tour whose cost is less than or equal to the lower bounds on all the incompletely searched subsets). In order to apply Little's sequential tour-building concept to the ship routing problem, the following principle is defined:

Principle: Considering two seismic lines in a prospect configuration, one line having end points $X_{1}, X_{2}$ and the other line having end points $Y_{1}, Y_{2}$, if the ship does not go from $X_{1}$ to $Y_{2}$, then she can go from $X_{1}$ either to $X_{2}$ and from there to any point (including $Y_{2}$ ) or to any other point. to $Y_{2}$ either from any other point or from any point (including $X_{1}$ ) to $Y_{1}$ and from $Y_{1}$ to $Y_{2}$. The algorithm is explained below. It is convenient to represent the partitioning as branching of a tree, where the nodes represent the subsets of tours.

We start with the original cost matrix $C$, with dimensions $2(N+1)$ by $2(N+1)$. The first two columns and rows are $P_{1}$ and $P_{2}$. diagonal elements are set to infinity. Since $P_{1}$ is considered the starting port and $P_{2}$ the ending port, all the cost elements on the row of $P_{2}$ and the column of $P_{1}$ are set to infinity. A reducing process is then performed on each row and column. In contrast to Little's original method, the reduction process of this algorithm is accomplished by considering pairs of rows (columns), each pair consisting of the two rows (columns) corresponding to the same line with different end point (say $X_{1}, X_{2}$, or $Y_{1}, Y_{2}$ ). The minimum
cost in the two rows $r_{i}$ ( columns $l_{j}$ ) is subtracted from all entries in these rows (columns). The resulting matrix $C^{\prime}$ is then said to be reduced, that is, it contains at least one zero in every row and column pair. The sum of reducing constants is:

$$
b_{0}=\sum_{i}^{N} r_{i}+\sum_{j}^{N} l_{j}
$$

If $Z^{\prime}(t)$ refers to a tour cost for the reduced matrix $C^{\prime}$, and $Z(t)$ to a tour cost for the original matrix, and $K$ to the sum of all costs of productive lines where the seismic data is actually collected, then $Z^{\prime}(t)+K=Z(t)+K-b_{O}$. Since $K$ is a constant, we can eliminate it from all calculations by setting all productive line costs equal to infinity in the original cost matrix (i.e., $X_{1} X_{2}=\infty, X_{2} X_{1}=\infty, Y_{1} Y_{2}=\infty$, $Y_{2} Y_{1}=\infty$, ..., etc.) and hence $Z^{\prime}(t)=Z(t)-b_{0}$. Since all the elements in the reduced matrix are non-negative, it is clear that $Z^{\prime}(t) \geq 0$, and hence $Z(t) \geq b_{0}$, i.e., $b_{O}$ is a lower bound on the cost of any tour of the original matrix.

One can now form a tour by selecting one of the links in the reduced matrix which has a zero cost. Rather than selecting one of these links at random, one selects the link whose cost under the reduced matrix is zero and whose penalty is the largest. This penalty cost $\theta_{X_{1}, Y_{2}}$ (the cost incurred by not going from $X_{1}$ to $Y_{2}$ ) for this algorithm is determined as follows:

$$
\theta_{X_{1}}, Y_{2}=\delta_{X_{1}}+\delta_{Y_{2}}
$$

where

$$
\begin{aligned}
& { }^{\delta} X_{1}=\text { minimum entry in rows } X_{1} \text { and } X_{2}, \text { not including } X_{1} Y_{2} \text {, and } \\
& { }^{\delta} Y_{2}=\text { minimum entry in column } Y_{1} \text { and } Y_{2} \text {, not including } X_{1} Y_{2}
\end{aligned}
$$

Suppose link $\left(X_{1}, Y_{2}\right)$ is chosen in this way. The total number of tours is now divided into two subsets, those that include link $\left(X_{1}, Y_{2}\right)$ and those that do not. These subsets are represented diagrammatically as nodes $\left(X_{1} Y_{2}\right)$ and $\left(\overline{X_{1}, Y_{2}}\right)$ in Figure 7.


Figure 7. Decision Tree for Branch and Bound Method

The bound for all tours represented at a node is shown marked at the node. Thus since $\theta_{X_{1}}, Y_{2}$ is the minimum penalty that has to be paid for not including link $\left(X_{1}, Y_{2}\right)$, the bound on node $\left(\overline{X_{1}, Y_{2}}\right)$ is $b_{0}+\theta_{X_{1}}, Y_{2}$.

The inclusion of link $\left(X_{1}, Y_{2}\right)$ implies a partial tour consisting of $X_{2} \rightarrow X_{1} \rightarrow Y_{2} \rightarrow Y_{1}$. Therefore, no other link can emanate from $X_{2}, X_{1}, Y_{2}$, or finish at $X_{1}, Y_{2}, Y_{1}$. Thus the row of $X_{2}, X_{1}, Y_{2}$, and the column of $X_{1}, Y_{2}, Y_{1}$ can be deleted from the reduced matrix as they will no longer be needed. Also, since the link $\left(Y_{1}, X_{2}\right)$ is no longer possible as it would create a small subtour, the cost element in the cell ( $\mathrm{Y}_{1}, \mathrm{X}_{2}$ ) is set to infinity thereby preventing it from being subsequently selected.

The deleting of the row of $X_{2}, X_{1}, Y_{2}$ and the column of $X_{1}, Y_{2}, Y_{1}$ produces a matrix with dimensions $[2(N+1)-3]$ by $[2(N+1)-3)$. This matrix is subject to reduction in the same way as the original matrix with the sum of the reducing constants denoted as $b_{1}$. If the matrix cannot be reduced, that is, if there exists at least one zero at each row and column pair, then $b_{1}=0$. At this point one obtains a lower bound of all tours containing link $\left(X_{1}, Y_{2}\right)$ as $b_{0}+b_{1}$.

A new branching is now in order. Again, new penalties of all the zero elements of the new matrix are calculated for each row and column pair, and a link, say $\left(W_{1}, Z_{2}\right)$, is selected as the next node. The lower bound for node $\left(\overline{W_{1}, Z_{2}}\right)$ is $b_{0}+b_{1}+\theta_{W_{1}}, Z_{2}$ and the lower bound for node $\left(W_{1}, Z_{2}\right)$ is $b_{0}+b_{1}+b_{2}$, where $b_{2}$ is the sum of the reducing constants of the matrix obtained after deleting the row of $W_{2}, W_{1}, Z_{2}$ and the column of $W_{1}, Z_{2}, Z_{1}$ (in addition to the row of $X_{2}, X_{1}, Y_{2}$ and the column of $X_{1}, Y_{2}, Y_{1}$ which have al ready been deleted). It should be noted that in some cases the rows and columns subject to deletion at one stage of a branch might overlap with a previously deleted row and column of a prior stage. This is in contrast to Little's original method where if a link is included, the matrix is always reduced by one row and one column. Infinities are again inserted in the appropriate place in the matrix to
prevent subloops from ever being formed. In this particular case, since the link $\left(W_{1}, Z_{2}\right)$ does not join with the previous link $\left(X_{1}, Y_{2}\right)$, the cost element of the link $\left(W_{1}, Z_{2}\right)$ is set to infinity. However, if two links form a chain, say the $\operatorname{link}\left(Y_{1}, Z_{2}\right)$ and the link $\left(X_{1}, Y_{2}\right)$, then the cost element of the link $\left(Z_{1}, X_{2}\right)$ is set to infinity.

The branching can be continued until the selected links ( $\mathrm{X}_{1}, \mathrm{Y}_{2}$ ), $\left(W_{1}, Z_{2}\right)$, ..., etc., form a tour of cost say $Z_{0}$. If the lower bounds on all the nodes where branching is possible (i.e., the "free" nodes from which branching has not occurred) are greater than or equal to $Z_{0}$, then this is the optimal tour. If not, then any one of the nodes with a bound less than $Z_{0}$ can be chosen for further branching.

The choice of which node from which to branch will affect both computing times and computer storage requirements to a very great extent. Two alternative strategies for choosing the node can be used:

1) Branch from the "free" node which has the least bound.
2) Branch from the "free" node nearest to the present node, proceeding upwards in the tree.

In this dissertation, three separate computer programs for the above two strategies are developed to compare the difference of computation times and storage requirements. The detail of these computer programs will be described in the next section of this chapter.

The sequential tour-building algorithm for ship routing problem using the modification of the Little's original method is illustrated by the following simple example.

Example 4-1: Consider the 3-line configuration ship routing problem, where the cost matrix $C$ is given in Figure 8:

|  | $\mathrm{P}_{1}$ | $\mathrm{P}_{2}$ | $\mathrm{A}_{1}$ | $\mathrm{A}_{2}$ | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}^{\prime}$ | $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{P}_{1}$ | - | 41 | 11 | 40 | 43 | 1\% | 11 | 34 |
| $\mathrm{P}_{2}$ | 41 | - | 30 | 11 | 16 | 35 | 35 | 16 |
| $\mathrm{A}_{1}$ | 11 | 30 | - | (29) | 32 | 1,1 | 7 | 23 |
| $\mathrm{A}_{2}$ | 40 | 11 | 29 | - | 5 | 36 | 32 | 8 |
| $\mathrm{B}_{1}$ | 43 | 16 | 32 | 5 | - | (32) | 34 | 9 |
| $\mathrm{B}_{2}$ | 16 | 35 | 11 | 30 | 32 | - | 5 | 23 |
| $\mathrm{C}_{1}$ | 11 | 35 | 7 | 32 | 34 | 5 | - | 24 |
| $\mathrm{C}_{2}$ | 34 | 16 | 23 | 8 | 9 | 23 | 24 | - |

Figure 8. Original Cost Matrix of Example 4-1

Original Cost Matrix Operation (See Figure 9)

1) Calculate the sum of all productive line K .

$$
K=\left(A_{1}, A_{2}\right)+\left(B_{1}, B_{2}\right)+\left(C_{1}, C_{2}\right)=85
$$

2) Set all productive line equal to infinity.
3) Set all the elements in $P_{2}$ row and $P_{1}$ column to infinity.

| $\mathbf{P}_{1}$ | $P_{2}$ | $A_{1}$ | $A_{2}$ | $B_{1}$ | $B_{2}$ | $C_{1}$ | $C_{2}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{P}_{1}$ | - | - | 11 | 40 | 43 | 16 | 11 | 34 |
| $\mathbf{P}_{2}$ | - | - | - | - | - | - | - | - |
| $\mathbf{A}_{1}$ | - | 30 | - | - | 32 | 11 | 7 | 23 |
| $\mathbf{A}_{2}$ | - | 11 | - | - | 5 | 30 | 32 | 8 |
| $\mathbf{B}_{1}$ | - | 16 | 32 | 5 | - | - | 34 | 9 |
| $\mathbf{B}_{2}$ | - | 35 | 11 | 30 | - | - | 5 | 23 |
| $\mathbf{C}_{1}$ | - | 35 | 7 | 32 | 34 | 5 | - | - |

Figure 9. Reduced Cost Matrix-1

Sub-problem 1 Operation (See Figure 10)

1) Reduce the matrix. Total cost reduced $=32$. The bound for sub-problem $1=32$.
2) Calculate $\theta_{k_{1}, l_{j}}$ (shown at top-right for each zero cell).
3) Select $\operatorname{Max}_{\mathrm{Ma}_{\mathbf{k}_{i}, 1}}=\left(\mathrm{A}_{2}, \mathrm{P}_{2}\right)$ as the branch node. all j
4) For sub-problem $2\left(A_{2}, P_{2}\right)$, delete row: $A_{1}, A_{2}, P_{2}$ and column: $A_{2}, P_{2}, P_{1}, \quad$ set $P_{1} A_{1}=\infty^{\infty}$
5) For sub-problem $3\left(\overline{A_{2}, P_{2}}\right)$, set $A_{2} P_{2}=\infty$. The bound for sub-problem $3=32+5=37$.


Figure 10. Reduced Cost Matrix-2
$\left(A_{2}, P_{2}\right)$
Sub-problem 2 Operation (See Figures 11 and 12)

1) Impose all necessary constraints.
2) Reduce matrix. Total cost reduced $=2$. The bound for sub-problem $2=32+2=34$.
3) Calculate $\operatorname{Max}_{\operatorname{all} \hat{i}_{i}} \mathbf{l}_{\mathbf{j}}=\left(\mathrm{C}_{1}, \mathrm{~A}_{1}\right)$ as the next branch node. all $\mathbf{j}$
4) For sub-problem $4\left(P_{1}, C_{1}\right)$, delete row $P_{1}, C_{1}$ and column $C_{1}, C_{2}$ set $C_{2} P_{2}=\infty$.
5) For sub-problem $5\left(\overline{P_{1}, C_{1}}\right)$, set $P_{1} C_{1}=\infty$. The bound for sub-problem $5=34+5=39$.
subprob $2: \quad\left(\begin{array}{ll}A_{2} & P_{2}\end{array}\right)$


Figure 11. Reduced Cost Matrix-3

Sub-problem 4 Operation (See Figures 13 and 14)

1) Impose all necessary constraints.
2) Reduce matrix. Total cost reduced $=9$. The bound for sub-problem $4=34+8=42$.
3) Select a sub-problem with least bound which is the sub-problem 3 .


Figure 13. Reduced Cost Matrix -5


Figure 14. Reduced Cost
Matrix-6

Sub-problem 3 Operation (See Figure 15)

1) Impose all necessary constraints.
2) Calculate $\theta_{\mathbf{k}_{\mathbf{i}}, \mathbf{l}_{\mathbf{j}}}$

Select Max $\theta_{k_{i}, l_{j}}=\left(A_{2}, B_{1}\right)$ as the next branch node. all $i^{i}{ }^{j}$ all j
3) For sub-problem $6\left(A_{2}, B_{1}\right)$, delete row: $A_{1}, A_{2}, B_{1}$ and column: $A_{2}, B_{1}, B_{2}, \operatorname{set} B_{2} A_{1}=\infty$.
4) For sub-problem $7\left(\overline{A_{2}, B_{1}}\right)$, set $A_{2} B_{1}=\infty_{\text {. }}$.

The bound for sub-problem 7:=37+2=39.

|  | $\mathrm{P}_{1}$ | $\mathrm{P}_{2}$ | $\mathrm{A}_{1}$ | $\mathrm{A}_{2}$ | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}$ | $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{P}_{1}$ | - | - |  | 29 | 32 | 5 |  | 23 |
| $\mathrm{P}_{2}$ | - | - | - | - | - | - | - | - |
| $\mathrm{A}_{1}$ | - | 14 | - | - | 27 | 6 | 2 | 18 |
| $\mathrm{A}_{2}$ | - | - | - | - | 0 | 25 | 27 | 3 |
| $\mathrm{B}_{1}$ | - | 0 | 27 | 0 | - | - | 29 | 4 |
| $\mathrm{B}_{2}$ | - | 19 | 6 | 25 | - | - | 0 | 18 |
| $C_{1}$ | - | 19 | 2 | 27 | 29 | 0 | - | - |
| $\mathrm{C}_{2}$ | - | 0 | 18 | 3 | 4 | 18 | - | - |

Figure 15. Reduced Cost Matrix-7

Sub-problem 6 Operation (See Figure 15)

1) Impose all necessary constraints.
2) Calculate $\theta_{k_{i}, l_{j}}$. Select $\operatorname{Max} \theta_{k_{i}, 1}=\left(C_{2}, P_{2}\right)$ as the next branch node. all j
3) For sub-problem $8\left(C_{2}, P_{2}\right)$, delete row: $C_{1}, C_{2}, P_{2}$ and column: $\quad C_{2}, P_{2}, P_{1}$ set $P_{1} C_{1}=\infty$.
4) For sub-problem $9\left(\overline{C_{2}, P_{2}}\right)$, set $C_{2} P_{2}=\infty$.

The bound for sub-problem $9=37+19=56$.

|  | $\mathrm{P}_{1}$ | $\mathrm{P}_{2}$ | $\mathrm{A}_{1}$ | $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{P}_{1}$ | - | - | $0{ }^{0}$ | $0^{0}$ | 23 |
| $\mathrm{P}_{2}$ | - | - | - | - | - |
| $\mathrm{B}_{2}$ | - | 21 | - | $0^{18}$ | 18 |
| $C_{1}$ | - | 19 | $0^{\circ}$ | - | - |
| $\mathrm{C}_{2}$ | - | $0^{19}$ | 16 | - | - |

Figure 16. Reduced Cost Matrix-8

## Sub-problem 8 Operation (See Figure 17)

1) Impose all necessary constraints.
2) Reduce matrix. Total cost reduced $=0$.

The bound for sub-problem $8=37$.
3) Choose $P_{1} A_{1}$ and $B_{2} C_{1}$ to form a tour.

4) Since the bounds of all other sub-problems are greater than the cost of tour in the sub-problem 8, we reach the optimal solution of this example.

The decision tree of this example is shown in Figure 18. The logic flow chart for this algorithm using the modification of Little's branch and bound method is shown in Figure 19 using branching strategy (2). The function of the various boxes in this figure are explainedfurther below:

1) Read in the coordinates for all lines and ports.
2) Calculate distances for productive lines and for nonproductive lines.
3) Calculate the sum of all productive lines $K$ and then set the cost entries in matrix $C$ for all productive lines equal to infinity. Delete $P_{2}$ row (ending port) and $P_{1}$ column (starting port).
4) Set $Z_{O}$ (the cost of the best tour so far) to infinity, and number the node as 1 for all tours.
5) Reduce matrix C. Set $b_{O}=$ sum of reducing constants. Set $W(X)$ (the lower bound on node $X$ ) $=b_{O}$.
6) Choose link $\left(K_{i}, L_{j}\right)$ (line $K$, end $i$ to line $L$, end $j$, where $K=1,2, \ldots, N ; L=1,2, \ldots, N ; i=1,2 ; J=1,2 ; K \neq L)--$ called node $Y$-- to branch to, so that $\theta_{K_{i}}, L_{j}$, is the largest of all the penalties.
7) Branch to the exclusive node $\overline{\mathbf{Y}}$ and set its bound
$W(\bar{Y})=W(X)+\theta_{K_{i}}, L_{j} \cdot$
8) Branch to $Y$, delete row $K_{i}, K_{i}, L_{j}$ and column $K_{i}, L_{j}, L_{j}$, , where $i^{\prime}=3-i$ and $j^{\prime}=3-j$. Place infinities in the matrix $C$ to prevent subloops from being formed. Reduce the matrix $C$


OPTIMAL TOUR: $\left(P_{2} P_{1} \rightarrow A_{1} A_{2} \rightarrow B_{1} B_{2} \rightarrow C_{1} C_{2}\right.$

Figure 18. Decision Tree of Example 1


Figure 19. The Logic Flow Chart of the Algorithm for Ship Routing Problem Using the Modification of Little's Branch and Bound Method
and find $b_{Y}$, the sum of the reducing constant. Set the bound on node Y as $\mathrm{W}(\mathrm{Y})=\mathrm{W}(\mathrm{X})+\mathrm{b}_{\mathrm{Y}}$.
9) If all lines have been traversed, a tour has been obtained, go to (10). Otherwise, go to (12).
10) If the cost of this tour $W(Y)$ is less than $Z_{O}$, go to (11). Otherwise, go to (12).
11) Record the new tour and update $\mathrm{Z}_{\mathrm{O}}$. Go to (12).
12) Select the next node $X$ from which to branch, as that node with the lowest bound $\mathrm{W}(\mathrm{X})$.
13) If all the bounds are greater than $Z_{0}$, the branching is completed, the stored tour is optimal, go to (14); otherwise, continue to (15).
14) Add the $K$ value to $Z_{O}$ and stop.
15) The matrix $C$ must be updated and set up to correspond to node X as follows. Copy the original cost matrix into the matrix $C$. Find $T=\Sigma\left(K_{i}, L_{j}\right)$, going from the top of tree to node $X$. For each such link $\left(K_{i}, L_{j}\right)$, delete row $K_{i}{ }^{\prime}, K_{i}, L_{j}$ and column $K_{i}$, $L_{j}, L_{j}$, of the matrix $C$, and set infinities into the appropriate cells in the matrix $C$ to prevent subloops. For each exclusive node in the chain from the top of the tree to node $X$, set the corresponding element in the matrix $C$ to infinity. Reduce the matrix $C$ and set a new bound on $X$ as $W(X)=T+$ the sum of the reducing constants. Go to step (6).

## Programmed Algorithm

The algorithm for the single-ship through single-prospect routing problem using the modification of Little's sequential tour-building
programmed in the FORTRAN IV language. Two separated programs were coded for strategy (2) of this algorithm, which branches a sub-problem from the "free" node nearest to the present node, proceeding upwards in the tree. The first version program of the strategy (2) uses $N$ of $N$ by $N$ arrays to store the information needed at each branching point so that the branches that have been searched can be thrown away. The second version program of the strategy (2) uses only one $N$ by $N$ array and two other one-dimensional arrays to store the information needed. The information is packed when it is stored and unpacked when it is retrieved, in these two one-dimensional arrays. In addition, one program was coded for strategy (1) which branches a sub-problem from the "free" node with least bound. The procedure to store the information needed in this program is the same as the second version program on the strategy (2).

A comparison of execution times and storage requirements on the IBM 360/65 computer for these three programmed al gorithms is shown in Figure 20 and Table II. The second version program of strategy (2) is utilized in this algorithm since it takes shorter computation time than the strategy (1) and requires less core storage than the first version of strategy (2).

Subtour Elimination Algorithm
for Ship Routing Problem

The idea of Eastman's subtour elimination method is based on the fact that every solution to the traveling salesman problem is al so a feasible solution to the corresponding assignment problem. The optimal solution to the assignment problem is therefore a lower bound on the


Figure 20. A Comparison of Compuxation Tímes of Three Programmed Algorithms

TABLE II

A COMPARISON OF CORE STORAGE REQUIREMENTS AND COMPUTATION TIMES OF THREE PROGRAMMED ALGORITHMS

| Time and <br> Storage | Approximate <br> Computation <br> Time (min.) | Core <br> Storage <br> (K Bytes) | Maximum <br> of <br> Lines |
| :--- | :---: | :---: | :---: |
| Method | $(2.05)^{\mathrm{N}} \cdot$ <br> $(0.001)$ | 92 | 14 |
| Version'1 <br> Stragtegy (2) | $(2.06)^{\mathrm{N}} \cdot$ <br> $(0.001)$ | 62 | 14 |
| Version 2 | $(2.08)^{\mathrm{N}} \cdot$ <br> Strategy (2) | 62 | 14 |
| Stragegy (1) | $(0.001)$ | 62 |  |

solution of the traveling salesman problem; and, if the solution is cyclic, it is also the optimal solution to the traveling salesman problem. If the solution is not cyclic, then one or more subtours must exist. Special methods are used to eliminate the subtours by joining them to form one tour that passes through all the N points. If one applies Eastman's subtour elimination method to the ship routing problem difficulties might arise from the fact that the assignment problem procedure assumes the independence of each entry in cost matrix. The modification of the assignment problem procedure to include the dependence of entries in a cost matrix is beyond the scope of this research. The author's research work in this approach is concentrated on the development of a procedure which, when incorporated with the assignment problem procedure, can be used to solve the ship routing problem.

One attempt of this approach is to set the entries for each line pair (i.e., $A_{1} A_{2}, A_{2} A_{1}, B_{1} B_{2}, B_{2} B_{1}, \ldots$, etc.) in the original cost matrix equal to infinity. It is hoped that with this kind of set-up, the final optimal solution will include at least one entry out of each line pair so that the feasibility of the solution is maintained. The cost matrix of Example 1 in the previous section with this kind of set-up is in Figure 21.


Figure 21. The Cost Matrix of Example 1 with Special Set-Up for Line Pair

Unfortunately, it can be shown that both entries of a line pair can be forced away, and hence none of the entries on a line pair will be included in the final optimal solution. This situation will occur when some zeroes are generated in a later iteration in the same column or row where the line pair is located. A more effective procedure to explicitly impose the sensitibility constraints of the problem are discussed in the following section.

## Description of the Algorithm

This algorithm starts with an original cost matrix $C$ which has
$2(N+1)$ by $2(N+1)$ elements in it. All diagonal elements of this matrix are set to infinity. The cost $C_{K_{i}}, L_{j}$ is interpreted as the cost of traveling from line $K$, end $i$ to line $L$, end $j$. The cost matrix $C$ is then restructured as $C^{\prime}$, containing only $(N+1)$ by $(N+1)$ elements, by selecting the minimum cost from the four combinations of each two line pair, i.e.,

$$
\begin{array}{lll}
\text { Min. } & C_{K_{i}, L_{j}} & \text { for } \\
\begin{array}{l}
i=1,2 \\
j=1,2
\end{array} & & L=1,2, \ldots, N+1 \\
\end{array}
$$

The purpose of restructuring the cost matrix $C$ to the cost matrix $C^{\prime}$ is to definitely include the productive line in the final solution "implicitly". The algorithm then determines the optimal solution utilizing the cost matrix C. If the solution to the assignment problem is a tour, then this is the optimal solution of the ship routing problem. If the solution to the assignment problem is not a tour, then it must consist of several

1) subtour lines and/or
2) overlapping linkages.

For these cases special procedures are developed to eliminate the subtour lines and overlapping linkages.

Example 4-1 from the previous section is used to illustrate this procedure. Figure 22 shows the reduced cost matrix $C^{\prime}$ of this example. The letter on the top-left corner of each cost cell indicates the end points of a seismic line where the minimum cost is chosen. For instance, in $A B$ cell, 21 means the 5 is the cost of traveling from line $A$, end 2 to line $B$, end 1 , which is the smallest among the four combinations of AB pair.


Figure 22. The Reduced Cost
Matrix C of
Example 4-1

The solution of assignment problem for the cost matrix $C^{\prime}$ is shown below with one subtour line and one overlapping linkage.

$$
\left.\left.\begin{array}{l}
P A \longrightarrow P_{1} A_{1} \\
A P \longrightarrow A_{2} P_{2}
\end{array}\right\} \text { SUBTOUR LINES } \begin{array}{l}
B C \longrightarrow B_{2} C_{1} \\
C B \longrightarrow C_{1} B_{1}
\end{array}\right\} \text { OVERLAPPING LINKAGES }
$$

The procedure of eliminating subtour lines and the procedure of eliminating overlapping linkages is discussed in detail in the following two sub-sections.

## The Procedure of Eliminating

## Subtour Lines


#### Abstract

To eliminate a subtour, Eastman [20] chose one of the subtours having minimum number of linkages, and created a set of new problems for eliminating linkages from subtour. Bellmore and Malone [8] summarized Eastman's approach into the following statement:

The elimination of any given subtour $S$ of length $K$ can be accomplished by imposing the constraint $\Sigma_{(i, j) \in S^{\prime}} X_{i j} \leq K-1$, where $S^{\prime}$ is the ordered-pair representation of $S$. Bellmore and Malone [8] extended Eastman's subtour elimination method to a more effective way. Their extension is summarized in the following statement:

The elimination of any given subtour $S$ of length $K$ can be accomplished by imposing the constraint $\Sigma_{i \in S} \sum_{j \in \bar{S}} X_{i j} \geq 1$, where $S$ is the set of cities on the subtour, and $\bar{S}$ is the complement of $S$.

Garfinkel [23] develops a branching scheme for partitioning the feasible set which has proved to be better than Bellmore and Malone's method in computation times. Therefore, in this research, Garfinkel's method is used to eliminate subtour linkages. Garfinkel's method, which'is based on vertex partition, has been extended in this dissertation to a method which can be used to partition edge. The detail and proof of optimality of this method will be discussed in Chapter V. We will briefly review Garfinkel's method [23] as follows.


For a graph $G^{K}=\left(V, E^{K}\right)$, the subset of tours at $V_{K}$ of the enumeration tree is denoted by $S_{K}$. To separate $S_{K}$, choose any vertex set $\theta \subset \mathrm{V}$ (there exist at least two), which corresponds to a subtour. If $\theta=\left\{i_{1}, \ldots, i_{p}\right\}$ and $\bar{\theta}$ is its complement, we impose the constraint $\Sigma_{i \in \theta} \Sigma_{j \in \theta} X_{i j} \geq 1$ by separating $S_{K}$ into $P$ subsets. Each subset corresponds to a graph having some of the edges of $\mathrm{E}^{\mathrm{K}}$ deleted. For an arbitrary vertex $i \in \theta$, define:

$$
\theta_{i}=\{(i, j) \mid j \in \theta\} \quad \text { and } \quad \theta_{i}^{\prime}=\{(i, j) \mid j \in \bar{\theta}\}
$$

Then the edge sets corresponding to the separation $S_{K}^{*}$ are:

$$
\begin{aligned}
& \mathrm{E}_{\mathrm{i}_{1}}^{\mathrm{K}}=\mathrm{E}^{\mathrm{K}}-\theta_{\mathrm{i}_{1}} \\
& E_{i_{2}}^{K}=E^{K}-\theta_{i_{1}}^{\prime}-\ldots-\theta_{i_{P-1}}^{\prime}-\theta_{i_{P}}
\end{aligned}
$$

Garfinkel's theorem [23] then states:
Every tour $t$ that is contained in $G_{K}^{K}=\left(V, E^{K}\right)$ is contained in exactly one of the graphs $G_{i j}^{K}=\left(V, E_{i j}^{K}\right)$,
$j=1, \ldots, P$. $j=1, \ldots, P$.

Garfinkel's method can now be, used to eliminate the subtour lines.
In the previous Example 4-1, suppose the solution of the assignment is:

$$
\begin{aligned}
& \mathrm{PA} \longrightarrow \mathrm{P}_{1} \mathrm{~A}_{1} \\
& \mathrm{AP}-\mathrm{A}_{2} \mathrm{P}_{2} \\
& \mathrm{BC}-\mathrm{B}_{2} \mathrm{C}_{1} \\
& \mathrm{CB}-\mathrm{C}_{2} \mathrm{~B}_{1}
\end{aligned}
$$

The subtour linkage are $A_{2} P_{2} \& P_{1} A_{1}$ and $B_{2} C_{1} \& C_{2} B_{1}$. The general procedure of finding a partition subset in order to eliminate the subtour is stated as follows:

1) Select a subtour line with minimal length (in this case, suppose we select $P$ and $A$ ). Form $\theta_{i}$ and $\theta_{i}^{\prime}$ as described previously in Garfinkel's method. (In this case, $\theta_{P}=\{(P A)\}$; $\left.\theta_{P}^{\prime}=\{(\mathrm{PB}),(\mathrm{PC})\} ; \theta_{\mathrm{A}}=\{(\mathrm{AP})\} ; \theta_{\mathrm{A}^{\prime}}^{\prime}=\{(\mathrm{AB}),(\mathrm{AC})\}.\right)$
2) For each $\theta_{i}$ and $\theta_{i}^{\prime}$, assign to it its end point index. (In this case, assume the end point index for PA is 11, PB is 12, PC is 11, AP is 22, AB is $21, \mathrm{AC}$ is 11, then

$$
\begin{aligned}
& \theta_{P}=\left\{\left(P_{1} A_{1}\right)\right\} \\
& \theta_{P}^{\prime}=\left\{\left(P_{1} B_{2}\right),\left(P_{1} C_{1}\right)\right\} \\
& \theta_{A}=\left\{\left(A_{2} P_{2}\right)\right\} \\
& \left.\theta_{A}^{\prime}=\left\{\left(A_{2} B_{1}\right),\left(A_{1} C_{1}\right)\right\} .\right)
\end{aligned}
$$

3) Form the partition subset as described by Garfinkel.

$$
\text { (In this case, } \begin{aligned}
E_{P} & =E-\theta_{P} \\
E_{A} & \left.=E-\theta_{P}^{\prime}=\theta_{A} .\right)
\end{aligned}
$$

The decision tree diagram for this example with above procedure is shown in Figure 23.


Figure 23. The Decision Tree for a Partition Subset of Subtour Lines

The Procedure of Eliminating
Overlapping Linkages

In the exercise of this algorithm, an overlapping linkage will occur at the end point where a linkage is entered and another linkage is exited at same time. For example, if the solution of assignment problem of the previous Example $4-1$ is:
$P A \longrightarrow P_{1} A_{1}$
$A B \longrightarrow A_{1} B_{1}$
$B C \longrightarrow B_{1} C_{2}$
$\mathrm{CP} \longrightarrow \mathrm{C}_{1} \mathrm{P}_{2}$


Overlapping linkages occur at the end point of $A_{1}$ and $B_{1}$. There are two ways to break the overlapping linkages at the end point of $A_{1}$ and $B_{1}$, i.e., either $A_{1} B_{1}$ will not be in the final solution or $P_{1} A_{1}$ and $B_{1} C_{2}$ will not be in the final solution. The decision tree diagram for this example is shown in Figure 24.

The general procedure for eliminating an overlapping linkage can be stated as the follows:

1) Select the subtour with minimum length which contains at least one overlapping linkage (there may be only one subtour in the solution of an assignment problem).
2) Find the overlapping linkage in this subtour.
3) Find a mutually exclusive subset for these overlapping linkages that can be used to branch the current problem into more sub-problems.


Figure 24. The Decision Tree for Partition Subset of Overlapping Linkages

The algorithm developed to eliminate a subtour line and/or an overlapping Iinkage for any unsearched sub-problem can now be summarized as the follows:

1) Consider the solution of the current assignment problem. If there exists at least one overlapping linkage in the solution, go to step (2). If no overlapping linkages exist but at least one subtour line is in the solution, go to step (3). If there exist no overlapping linkages and no subtour lines,
a tour is found. Store the cost and the linkages of this tour and continue to next unsearched sub-problem with least bound.
2) Branch the current problem into more sub-problems by using the procedure of eliminating overlapping linkages, and then continue to next unsearched sub-problem with least bound.
3) Branch the current problem into more sub-problems by using the procedure of eliminating subtour lines, and then continue to next unsearched sub-problem with least bound. A logic flow chart of this algorithm using the modification of subtour elimination method is shown in Figure 25.

## Programmed Algorithm

The algorithm for the single-ship through single-prospect routing problem using the modification of subtour elimination method was programmed in the FORTRAN IV language. The programmed instructions implement the theory presented in the preceding section.

The al gorithm requires a computer memory of approximately 82 K bytes for a 14 -line configuration. The time required to obtain the optimal path through a $N$-line prospect configuration is approximately $(2.92)^{N}$ (0.001) minutes when executed on the IBM $360 / 65$ computer. Since the execution time increases exponentially as the number of lines increases, it is found that this algorithm is not an effective one for solving a large scale ship routing problem. A comparison of this algorithm with other algorithms is discussed in Chapter VII.


Figure 25. The Logic Flow Chart of the Algorithm for Ship Routing Problem Using the Modification of Subtour Elimination Method

## CHAPTER V

## ALGORITHM FOR THE SINGLE-SHIP THROUGH SINGLE-PROSPECT PROBLEM USING A GRAPH THEORETIC APPROACH


#### Abstract

The ship routing problem of finding the shortest route starting from port $\mathrm{P}_{1}$, traversing all lines and returning to port $\mathrm{P}_{2}$ is similar to finding the shortest Hamiltonian chain (SCH) of a link-weighted graph. A Hamiltonian chain (HC) is defined as a line passing through every vertex of the graph exactly once. If the link joining the two end vertices of a HC is added, the resulting tour is called a Hamiltonian circuit.

It had been observed by Obruca [47] that the majority of lines appearing in a shortest spanning tree for any network also appear in an optimal solution to the corresponding traveling salesman problem. Christofides [10] used the same idea to develop an algorithm that finds a shortest Hamiltonian chain of a graph. In this dissertation, it is proved that the Christofides' algorithm is ineffective because the partition of a feasible subset is not mutually exclusive. A better procedure has been developed and proved to be optimal. This procedure is then modified and applied to the ship routing of marine seismic mapping operations.


## Construction of Shortest Spanning Tree

There are two well known methods that can be used to construct the shortest spanning tree of a graph: These are Prim'smethod [51] and Kruskal's method [38]. Since the Kruskal's method fits the requirement for constructing a "conditional shortest spanning tree" (which will be discussed later), Kruskal's method and the Seppanen's [58] programmed algorithm are summarized below.

Kruskal's method [38] starts with an original cost matrix C, and first sorts all edges into ascending numerical order. If the cost matrix $C$ is symmetric, then only upper right triangle of the matrix need to be considered. The procedure generates a tree by including the shortest edge which does not form loops with the edges already in the tree. This step is performed as many times as necessary until all edges in the list are exhausted. The spanning tree generated by this procedure has a minimum cost.

Seppanen [58] gives an efficient computer program for Kruskal's algorithm. The main concept of this algorithm is described briefly as follows: At each stage of the algorithm, one edge at atime is considered from rest list of edges, whereby one of four possible conditions will arise. If neither of the vertices is included in a tree, this edge is taken as new tree and its vertices numbered by an incremented component number. If one vertex is in a tree, the edge will be added to this tree. If the two vertices are in two different trees, these will be combined into a single tree by renumbering the vertices of the other component. Finally, if both vertices are in the same tree, the edge completes a fundamental cycle of the graph with respect to the
spanning tree and consequently will not be considered further. At the end, the indices of edges in the spanning tree are stored in an array. The procedure will generate a shortest spanning tree of a graph.

The Seppanen's shortest spanning tree computer program, originally coded in the ALGOL language, is re-coded into the FORTRAN IV language with modifications for solving the ship routing problem.

A Review and Analysis of Christofides' Method of Finding a Shortest Hamiltonian Chain

Christofides' method [10] starts with the original cost matrix C in which all diagonal elements are set to infinity. Then the method uses Kruskal's [38] algorithm to find a shortest spanning tree. Within the solution of shortest spanning tree, if the starting and ending vertices have degree of 1 and all other vertices have degree of 2 , then the problem is solved. Otherwise, those vertices with degree greater than 2 are candidates for branching. Since at least one of the edges associated with such a vertex must be absent from the final solution, Christofides selects and branches on the vertex with highest degree (>2). The Christofides' al gorithm can be summarized as follows:

Step 1: Find a shortest spanning tree for cost matrix $C_{i j}$. Obtain cost of shortest spanning tree ( $\mathrm{C}_{\mathrm{SST}}$ ) which is the lower bound for the length of shortest Hamiltonian chain. Go to Step 2.

Step 2: If all the vertices have degree of 2 except the starting and ending vertex have degree 1, go to Step 3. Otherwise, select the vertices have degree 1, go to Step 3. Otherwise, with it (say m), and branch m sub-problems from the
current problem by excluding each of these m edges one at a time from the initial problem. Go to Step 3.

Step 3: If the bound for an existing shortest Hamiltonian chain is less than the bound for all other unsearched sub-problems, stop. Otherwise, select the sub-problem with least bound and go to Step 1.

An example of this procedure from Christofides' [10] is shown in Figure 26 through Figure 28.

(a) $T^{*}(A) \operatorname{COST}: 22$

(c) $T^{*}(C) \operatorname{cosT}: 24$

(b) $T^{*}$ (B) COST: 23 (OPTIMAL)

(d) $T^{*}(D) \operatorname{COST}: 25$

Figure 26. The Shortest Spanning Tree


Figure 27. The Decision Tree Search


Figure 28. The Cost Matrix

Computational experience with this algorithm has not been reported by Christofides. However, in this dissertation, a computer program based on this algorithm to solve the ship routing problem has been coded and tested. The results on execution time are not encouraging. The weakness of this algorithm is that the branching strategy does not separate the solution spaces into mutually exclusive subsets. The above example will be used to illustrate this point.

According to the spanning tree in Figure 26(c), there are a total of eight possible combinations for generating sub-problems from the three edges associated with vertex 2 , namely:

|  |  |  | Combination Index |
| :---: | :---: | :---: | :---: |
|  | ${ }^{(2-6)}{ }_{\text {In }}$ | ${ }^{(2-5)}$ In | 1 |
|  |  | $(2-5){ }_{\text {Out }}$ | 2 |
| ${ }^{(1-2)}$ In |  |  |  |
|  | (2-6) Out | $\left.{ }^{(2-5)}\right)_{\text {In }}$ | 3 |
|  |  | (2-5) Out | 4 |
|  | ${ }^{(2-6)}$ In | $\left.{ }^{(2-5)}\right)_{\text {In }}$ | 5 |
|  |  | (2-5) Out | 6 |
| (1-2) Out |  |  |  |
|  | (2-6) Out | $(2 \sim 5)$ In | 7 |
|  |  | (2-5) Out | 8 |

where (1-2) $I_{n}$ means edge $1-2$ will be included in the new sub-problem; (1-2) Out means edge $1-2$ will not be included in the new sub-problem. Using Christofides' algorithm, three subゅproblems are generated and their partitions are:

Problem D $(2-5=\infty)$ : This includes the sub-problems with combination index $\{2,4,6,8\}$.

Problem C $(2-6=\infty)$ : This includes the sub-problems with combination index $\{3,4,7,8\}$.

Problem B $(1-2=\infty):$ This includes the sub-problems with combination index $\{5,6,7,8\}$.

It is obvious that the partition for each sub-problem is not mutually exclusive and hence, the procedure may not be efficient.

Shortest Hamiltonian Chain Algorithm
for the Ship Routing Problem

## An Extension of Garfinkel's Method of

Partitioning a Feasible Subset

Garfinkel's method for partitioning a feasible subset described in the previous chapter is based upon the discrimination of vertices. In order to apply this method to branch the solution from a shortest spanning tree, we have to extend this procedure from one of discriminating vertices to a procedure of discriminating edges. In other words, instead of partitioning a vertex set, an edge set will be partitioned to generate mutually exclusive sub-problems. A theorem which is similar to Garfinkel's is derived. It is proved that the optimal solution will fall in one of the subsets obtained via the partitioning of the edge set.

For a graph $G^{K}=\left(V, E^{K}\right)$, form a shortest spanning tree for this graph. Let an edge set of the tree be $\mathrm{E}_{\mathrm{T}^{\circ}}$. Choose any vertex i which has degree of more than two in the tree (there exists at least one if
the graph is not a Hamiltonian chain).
Let

$$
\begin{equation*}
\theta=\left\{l_{i 1}, l_{i 2}, \ldots, l_{i P}\right\} \tag{5-1}
\end{equation*}
$$

where

$$
l_{i j} \in E_{T}, \quad j=1, \ldots, p
$$

For an arbitrary edge $l_{i j} \in \theta$, define

$$
\begin{align*}
& \theta_{j}=\left\{1_{i j} \mid l_{i j} \in \theta\right\} \notin E_{C}  \tag{5-2}\\
& \theta_{j}^{\prime}=\left\{l_{i j} \mid l_{i j} \in \theta\right\} \in E_{C}
\end{align*}
$$

where $\mathrm{E}_{\mathrm{C}}$ is the edge set of an optimal Hamiltonian chain.
Then the edge sets corresponding to the separation $S_{K}^{*}$ are:

$$
\begin{align*}
& \mathrm{E}_{\mathrm{i}_{1}}^{K}=\mathrm{T}_{\mathrm{E}}-\theta_{\mathrm{i}_{1}} \\
& E_{i_{2}}^{K}=T_{E} \oplus \theta_{i_{1}}^{\prime}-\theta_{i_{2}} \\
& \text { • • } \\
& E_{i_{P}}^{K}=T_{E} \oplus \theta_{i_{1}}^{\prime} \oplus \theta_{i_{2}}^{\prime} \cdot \oplus \theta_{i_{P-1}}^{\prime}-\theta_{i_{P}} \tag{5-3}
\end{align*}
$$

where $T_{E}$ is the total edge in the matrix $C$ and the $\Theta$ sign means $\theta_{i_{P}}$ is definitely included in the sub-problem.

We define a shortest spanning tree with this property as a "conditional shortest spanning tree". A detailed discussion of " "conditional shortest spanning tree" will be presented in the next section. We can now state the modified theorem of Garfinkel's Lemma 2 [23] as follows:

Every Hamiltonian chain that is contained in $G^{K}=\left(V, E^{K}\right)$ is contained in exactly one of the graphs $G_{i}^{K}=\left(V, E_{i_{P}}^{K}\right), j=1$,

$$
\ldots
$$

## Proof:

Let $E_{C}$ be the edge set of the optimal Hamiltonian chain. Suppose that $E_{C} \cap \theta_{i_{1}}^{\prime} \neq \Phi$, then from $(5-3), E_{C} \subseteq E_{i_{1}}^{K}$ and $E_{C} \not \mathcal{L E}_{\mathrm{E}_{\mathbf{i}_{j}}^{K}}^{K}, j=2, \ldots$, P. If $E_{C} \cap \theta_{i_{1}}^{\prime}=\Phi$ and $E_{C} \cap \theta_{i_{1}}^{\prime} \neq \Phi$, the $E_{C} \notin E_{i_{1}}^{K}$, since $E_{C} \cap \theta_{i_{1}}^{j} \neq \Phi$. It follows that $\mathrm{E}_{\mathrm{C}} \subseteq \mathrm{E}_{\mathrm{i}_{2}}^{\mathrm{K}}$ and $\mathrm{E}_{\mathrm{C}} \nsubseteq \mathrm{E}_{\mathrm{i}_{1}}^{\mathrm{K}}$, $\mathrm{j} \neq 2$. By the same reasoning, for $2 \subseteq_{r} \subseteq P_{P}$, if $E_{C} \cap \theta_{i_{j}}^{\prime}=\Phi, j=1, \ldots, r-1$, and $E_{C} \cap \theta_{i_{r}}^{\prime} \neq \Phi$, then $E_{C} \subseteq E_{i_{r}}^{K}$ and $E_{C} \nsubseteq E_{i_{j}}^{K}, j \neq r$.

This new algorithm for finding a shortest Hamiltonian chain can be summarized as follows:

Step 1: Form a shortest spanning tree for the problem and calculate the lower bound. If the tree forms a Hamiltonian chain, go to Step 2. Otherwise, select vertex i which has maximum number of edges $P$ associated with it. Branch this problem to $P$ sub~problems by using equation (5-3) above. Go to Step 2.

Step 2: If the lower bound for all the sub-problems are greater than the lower bound of the Hamiltonian chain, stop. Otherwise, select the problem with least lower bound and then go to Step 1.

We will use this new procedure to solve the Christofides' example. If we select vertex 2 to form an edge set, the $\theta=\{(2,1),(2,6),(2,5)\}$ and the set $S_{K}^{*}$ is determined from:

$$
\begin{aligned}
& E_{2}^{K}=T_{E}-(2,1) \\
& E_{2_{6}^{K}}^{K}=T_{E} \oplus(2,1) \propto(2,6) \\
& { }_{E}^{K}{ }_{2}^{K}=T_{E} \oplus(2,1) \oplus(2,6)-(2,5)
\end{aligned}
$$



Figure 29. The Decision Tree Search

Although for this small problem the computation work of this procedure is the same as in the Christofides' method, for a large problem it results in a faster convergence to the optimal solution. This conclusion may be verified by comparing the partitioned sub-problems generated from this procedure with those generated from Christofides' method. Using the same combination index, the partitions of the subproblems are:

Problem B (2-1-m): This includes the sub-problems with combination index $\{5,6,7,8\}$.

Problem C (1-2=0 and $2-6=\infty)$ : This includes the sub-problems with

$$
\text { combination index }\{3,4\} \text {. }
$$

Problem D ( $1-2=0$ and $2-6=0$ and $2-5=\infty)$ : This includes the sub-problems with combination index $\{2\}$.

This procedure is therefore more effective than the Christofides' method because all partitions are mutually exclusive.

## Description of the Algorithm

A "conditional shortest spanning tree" will now be defined. Given a set of edges $E$ of a graph, and a subset of edges $E_{S}$ where $E_{S} \in E$, find a shortest spanning tree which will definitely include $E_{S}$ in the final solution. The shortest spanning tree resulting is called a "conditional shortest spanning tree". The procedure for finding a "conditional shortest spanning tree" is the same as the procedure of finding shortest spanning tree, except the entries of the cost matrix of all the edges in subset $E_{S}$ have to be premset to zero. Therefore, when Kruskal's method is used, all the edges in $E_{S}$ will be on the top of ascending list and hence, will always be in the final solution.

We will describe a theorem of Christofides' [10] before presenting the ship routing algorithm.

Theorem: Let $C=\left[C_{i j}\right]$ be the link-cost matrix of the original graph $G$ and let $K$ be a large positive number greater than the cost of any Hamiltonian chain. Then the solution of shortest spanning tree with the link-cost matrix $C^{\prime}$, where:

$$
\begin{array}{ll}
c_{j, i_{1}}^{\prime}=c_{j, i_{1}}+K & \text { for all } j \neq i_{1} \text { or } i_{2} \\
c_{i_{1}, j}^{\prime}=c_{i_{1}, j}+K & \\
c_{i_{2}, j}^{\prime}=c_{i_{2}, j}+K & \text { for } i \text { and } j=i_{1} \text { or } i_{2} \\
c_{j_{, i}}^{\prime}=c_{j, i_{2}}+K & \text { for all } i, j \neq i_{1} \text { or } i_{2} \\
c_{i, j}^{\prime}=c_{i, j}+2 K & \\
c_{i, j}^{\prime}=c_{i, j} &
\end{array}
$$

is the solution of shortest spanning tree in which the degree of vertices $i_{1}$ and $i_{2}$ is one.

The application of the above theorem will help in forming a shortest Hamiltonian chain which starts from $i_{1}$ and ends at $i_{2}$ or visa versa. The algorithm for the ship routing problem using graph theoretic approach can now be described. This al gorithm combines the following four topics together.

1) The Kruskal's method to form a shortest spanning tree.
2) The "conditional shortest spanning tree" concept described in this section.
3) The Christofides' theorem on a Hamiltonian chain for a specific.starting and ending point.
4) The extension of Garfinkel's method of partitioning feasible sets.

The algorithm can be stated as follows:
Step 1: Add a large positive number to the row and the column of $P_{1}$ and $P_{2}$ in the original cost matrix. Go to Step 2.

Step 2: Use the "conditional shortest spanning tree" concept and use Kruskal's method to form a shortest spanning tree. If the shortest spanning tree is a Hamiltonian chain, go to Step 3. Otherwise, select the vertex of highest degree, and use the extension of Garfinkel's method of partitioning a feasible subset in order to branch the current problem into sub-problems.

Step 3: If the cost of the best shortest Hamiltonian chain generated is less than or equal to the cost of all unsearched sub-problems, stop. Otherwise, select the sub-problem with least cost and then go to Step 2. The logical flow chart of this algorithm is shown in Figure 30.

## Programmed Algorithm

The algorithm for the single-ship through single-prospect problem using the modification of the shortest Hamiltonian chain method was programmed in the FORTRAN IV language. The programmed instructions implement the theory presented in the preceding section.

The algorithm requires a computer memory of approximately 60 K bytes for a $14-1$ ine configuration. The time required to obtain the optimal path through a N -line prospect configuration is approximately $(2.67)^{N}(0.001)$ minutes when executed on the IBM $360 / 65$ computer.

Although the computation time required by this algorithm is larger than the algorithm using the modification of Little's sequential tour-building method, it is found that only this algorithm can solve the problem with an unspecified starting point and ending point. An example of this type of application is presented in Table III.


Figure 30. The Logic Flow Chart of the Algorithm for Ship Routing Problem Using the Modification of Shortest Hamiltonian Chain Method

Example 6-1: Suppose that a process line manufactures four types of gasoline: racing fuel, premium, regular, and leadfree. In a fuel production cycle, the amount of non-production time (i.e., setup time) depends on the sequence in which these fuels are manufactured. The matrix of setup time $S_{i j}$ might resemble the one shown in Table III. The problem is to find an optimal production sequence for three periods of the fuel production cycle.

TABLE III

$$
\text { THE MATRIX OF SETUP TIMES } S_{i j}
$$

|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| :--- | :---: | :---: | :---: | :---: |
| Racing | $(1)$ | - | 30 | 50 |
| Premium | $(2)$ | 40 | - | 20 |
| Regular (3) 30 | 30 | - | 60 |  |
| Leadfree (4) 20 | 15 | 10 | - |  |

If the assumption is made that a cyclic plan is always followed, then the problem can be solved by the Little's sequential tour-building method. The optimal sequence for each cycle is the same for each period as shown in Figure 31 and the total cost is 370.


However, it is impractical to assume that the production sequence will be cyclic. It is obvious that if the first sequence of the current cycle maintains the same as the last sequence of the previous cycle, the setup time between these two cycles can be eliminated. To solve the problem under this condition, only the algorithm based on the shortest Hamiltonian chain can be applied. The optimal sequence for each cycle might be different (as shown in Figure 32) and the total cost is 230. Therefore, the shortest Hamiltonian chain method will result in a cost saving of 140 over branch and bound method.

The comparison of execution times and storage requirements between this algorithm and the algorithms based on other approaches will be discussed in Chapter VI.


Figure 32. The Optimal Sequence Using Shortest Hamiltonian Chain Method

## CHAPTER VI

## SUMMARY OF ALGORITHMS FOR THE SINGLE-SHIP <br> THROUGH SINGLE-PROSPECT ROUTING PROBLEM

## Summary of Algorithms


#### Abstract

In the research work of Phase I, four algorithms were developed using different approaches to solve the single-ship through singleprospect problem. A total of seven separate computer programs implementing the theories developed, were coded into the FORTRAN IV language on the IBM 360/65 computer.

Table IV shows: 1) approximate computational times, 2) memory storage requirements, 3) maximum number of lines in programmed algorithm, and 4) total number of data sets tested. The most effective algorithm developed to solve the single-ship through single-prospect problem is the algorithm based upon the modification of Little's sequential tour-building method. The computer program for this algorithm requires only 60 K bytes to solve a 14-1ine configuration problem while the Willard's algorithm [66] takes 150 K bytes to solve a 10-line configuration problem. The computation time for this algorithm is only slightly higher than Willard's.

A drawback of this algorithm is that for a small portion of test problems with lines numbering over 13 , the algorithm might converge to optimal solution very slowly. This is a common obstacle


TABLE IV
THE COMPARISON OF PERFORMANCE FOR VARIOUS ALGORITHMS

|  |  |  | Approx.* <br> Computat. <br> Time <br> (minutes) | Memory <br> Storage <br> Requirem. <br> (K Bytes) | Maximum <br> No. Line <br> In Porg. <br> Al gorithm | Total <br> Number of <br> Data Set <br> Tested |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dynamic | Conventional$\text { Method }(66)$ |  |  | 152 | 8 | 6 |
| Approach | Search <br> Method |  | $\begin{aligned} & (2.35)^{N} \\ & (0.001) \end{aligned}$ | 62 | 8 | 6 |
|  | Modification | Strategy <br> (1) and Version (1) | $\begin{aligned} & (2.09)^{N} \\ & (0.001) \end{aligned}$ | 62 | 14 | 12 |
| Branch And | Little's <br> Branch | Strategy <br> (2) and Version (1) | $\begin{aligned} & (2.05)^{N} \\ & (0.001) \end{aligned}$ | 92 | 14 | 12 |
| Bound | \& Bound <br> Method | Strategy <br> (2) and Version (2) | $\begin{aligned} & (2.07)^{N} \\ & (0.001) \end{aligned}$ | 62 | 14 | 12 |
|  | Modification of Subtour Elimination Method |  | $\begin{aligned} & (2.92)^{\mathrm{N}} \\ & (0.001) \end{aligned}$ | 60 | 14 | 5 |
| Graphic Th <br> Modificati <br> Hamiltoni | eory Appro <br> on of Shor <br> Method | ch- | $\begin{aligned} & (2.67)^{N} \\ & (0.001) \end{aligned}$ | 62 | 14 | 10 |

* The approximate computation times for $N$ lines is an average of execution time of test problems which excluded the problems that converge to optimal solution very slowly.


#### Abstract

faced by optimal seeking procedures for the combinatorial problems having large numbers of entries. To overcome this potential difficulty, an effective strategy for obtaining a heuristic solution has been developed and incorporated into this algorithm. The detail of this strategy is described in the next section.


Modification of Optimizing Algorithm<br>With Heuristic Solution Features


#### Abstract

As mentioned previously, the difficulty faced by optimal seeking procedures for large scale combinatorial problems is that computation time increases exponentially with the number of entries N. This fact was experienced when the algorithms developed in the previous chapters for the single-ship through single-prospect routing problem were tested. For this reason, a heuristic solution approach is studied in this dissertation. The purpose is to develop an effective heuristic solution strategy to incorporate into the optimizing algorithm so that a nearoptimal solution can be obtained whenever the seeking of optimal solution is difficult.


## Bounds of the Problem

The quality of the lower bound is a vital factor in determining the effectiveness of the branch and bound algorithm developed in the previous two chapters. A good quality lower bound is also useful when establishing a reference point against which one can compare the results of heuristic solution methods.


#### Abstract

Christofides [21] suggest three ways of calculating lower bounds for traveling salesman problems. All are easy to calculate, and the computation time is negligible when compared with the total solution time of the traveling salesman problem. These three ways can be described briefly as follows: 1) The Shortest Spanning Tree (SST) The traveling salesman problem can be represented by a graph of $N$ nodes and $N(N-1)$ possible links which completely interconnect these nodes. A spanning tree of such a graph is any set of (N-1) links that connect all of the N nodes. If a link is removed from a Hamiltonian circuit, then the graph becomes a Hamiltonian chain. A Hamiltonian chain is a particular case of a spanning tree and is thus limited from below by the length of the SST. Instead of removing any link from Hamiltonian circuit, Christofides suggested removing the longest one which will yield a better bound for the traveling salesman problem. This implies the following equation for the lower bound to the optimal traveling salesman tour.


$B_{S S T}=C_{S S T}+\operatorname{Max}_{j}\left(d_{j 2}\right)$
where $C_{S S T}$ is the cost of the $S S T$ and $d_{j 2}$ is the cost between the jth city and the second nearest of its neighboring cities.
2) The Assignment Problem (AP)

The traveling salesman problem can be treated as a classical problem with the extra requirement that the solution of assignment problem must be a tour. Thus the solution to the assignment problem which does not necessarily yield a

$$
\begin{aligned}
& \text { valid tour is a lower bound for the optimal traveling } \\
& \text { salesman tour. } \\
& \text { 3) The Sum of the Shortest Link (SL) } \\
& \text { In a graph that depicts a traveling salesman tour, two } \\
& \text { links emanate from each node. Thus, a valid lower bound for } \\
& \text { the cost of the traveling salesman tour is the quantity } \\
& B_{S L}=1 / 2 \sum_{j=1}^{N}\left(d_{j 1}+d_{j 2}\right)
\end{aligned}
$$

where $d_{j 1}$ and $d_{j 2}$ are the shortest links and the next shortest links that can emanate from city $j$, respectively. The factor $1 / 2$ is necessary because each city is considered twice as "go-to" and "come-from".

Various experiments have been performed to test the lower bounds suggested above by Christofides. Ten traveling salesman problems with 10,20 , etc., up to 100 cities were randomly generated. The problems were solved by 3-optimal method (a tour is defined to be 3-optimal if no improvement can be obtained by replacing any $r$ of its links by any other set of r links). Bounds were calculated for the problem without any attempts to improve them and the results as reported by Christofides are shown in Figure 33.

The bounds from the SST are seen to be the best for all ten problems with an average value of about ten per cent below the costs of the conjectured optimal tour. Next best are the bounds $\mathrm{B}_{\mathrm{SL}}$ and $\mathrm{B}_{\mathrm{AP}}$, with average values of 14 per cent and 19 per cent, respectively, below the optimal tour costs. Based upon this result, the bounds generated by the SST concept which are the tightest among the three lower bounds,
will be used to develop an effective heuristic solution sṭrategy that can be incorporated into the optimizing algorithm.


Figure 33. A Comparison of Lower Bounds in Ten Traveling Salesman Problems from Christofides' [21] Paper

## Description of Optimizing Algorithm

## With Heuristic Solution Feature

The optimizing algorithm with heuristic solution feature developed in this section uses the lower bound generated from the shortest spanning tree problem to stop the optimal seeking procedure and obtain a near-optimal solution when the computation time exceeds a specified
limit. The algorithm can be stated as follows:
Step 1: Pre-determine an execution time limit of the program, $\Delta s$. The limit $\Delta s$ will be used to stop the optimal seeking procedure of the algorithm if the difference between the best cost yielded and the cost of shortest spanning tree (SST) is less than or equal to $\Delta s$. Calculate the cost of $S S T$ of the problem, $C_{B}$.

Step 2: Check the total execution time against the execution time limit of the problem. If the total execution time is less than the execution time limit, go to Step 4. Otherwise, go to Step 3.

Step 3: If the best solution yielded $C_{T}$, satisfy the following condition:

$$
C_{T}-c_{b} \leq \Delta s
$$

then indicate the last solution is an approximation and stop. Otherwise, go to Step 4.

Step 4: Use the optimizing algorithm based upon the modification of Little's sequential tour-building method to search each sub-problem. If the cost of all unsearched subproblems is greater than or equal to the cost of the best solution yielded so far, stop. Otherwise, find the next problem to be searched and to to Step 2.

The optimizing algorithm with the heuristic solution feature for the single-ship through single-prospect routing problem was programmed in the FORTRAN IV language. The algorithm requires the same computer storage of version (2)-strategy(2) of the algorithm using the


#### Abstract

modification of Little's sequential tour-building method. Several prospect path-configurations have been used to test the computation performance of the algorithm. It was found that the algorithm will produce a good near-optimal solution whenever the conditions prohibit convergence to the true optimal solution. This algorithm is used in the further research of phase II.


## Extension of the Algorithm

The programmed algorithm developed in the previous section will select the optimal path or near-optimal path of the problem based upon the distance matrix calculated from the coordinates of all seismic lines and starting and ending ports. However, in practice, the operational aspects of the ship which collects the data on seismic lines must be taken into consideration before an initial penalty matrix is generated.

When the recording ship is in port, the seismic cable is wound on a reel aboard the ship. When collecting data on a line, this cable must be laid out in the water and towed by the ship. The axis of the cable must be aligned with the line being traversed as data is being gathered. In order to cover the entire seismic line, a ship must travel to a further position from the end point of the line so that when the ship arrives at the end point, the cable will be in the correct position. To lay out or pull in a cable requires approximately one to three hours, depending on the cable length and the mechanical equipment installed on the ship. With the cable aboard the ship, an average ship can travel approximately ten to fifteen knots per hour. If the cable is towed, the ship's speed is reduced approximately five knots per hour because of the severe drag. Since there is a
difference in speeds with the cable in or not, a, decision must be made on whether to leave the cable in the water and change line at the slower speed or pull in the cable and travel to the next line faster. A break-even distance where it is equally advantageous to both alternatives can be calculated and used to make a favorable decision. To take into consideration the operational aspects described above, Willard [66] suggested that a penalty matrix representing travel time is more appropriate than distance. Willard's method of generating a penalty matrix of travel time is summarized as follows:


$$
\left.\begin{array}{rl}
\text { Define: } & T_{i n}
\end{array}\right)=\text { time required to pull cable in. } \quad \begin{aligned}
T_{\text {out }} & =\text { time required to lay cable out. } \\
S_{i n} & =\text { speed with cable in. } \\
S_{\text {out }} & =\text { speed with cable out. } \\
L & =\text { the length of cable. }
\end{aligned}
$$

The calculation of the penalty for changing lines from $B_{1}$ to $A_{1}$ is:

1) Calculate new co-ordinates $A_{1}^{\prime}$ for $A_{1}$

Distance from $A_{1}$ to $A_{1}^{\prime}=2 L$
2) Calculate distance $D$ from $B_{1}$ to $A_{1}^{\prime}$
3) Calculate break-even travel distance $D^{*}$ by

$$
D^{*}=\left(T_{\text {in }}+T_{\text {out }}\right) /\left[\left(1 / S_{\text {out }}\right)-\left(1 / S_{\text {in }}\right)\right]
$$

4) If $D<D^{*}$ Time travel from $B_{1}$ to $A_{1}=D / S_{\text {out }}$ $D \geq D^{*}$ Time travel from $B_{1}$ to $A_{1}=,\left[D / S_{\text {in }}\right]+T_{\text {in }}+T_{\text {out }}$ also Time travel from $P_{1}$ to $A_{1}^{\prime}=\left[\left(\right.\right.$ distance from $P_{1}$ to $\left.\left.A_{1}^{\prime}\right) / S_{\text {in }}\right]$ $+T_{\text {out }}$

$$
\text { Time travel from } \begin{aligned}
A_{1} \text { to } P_{2}= & {\left[\left(\text { distance from } A_{1} \text { to } P_{2}\right) / S_{i n}\right] } \\
& +T_{i n}
\end{aligned}
$$

The capability of routing the ship by time suggested by Willard is incorporated into the optimizing algorithm with the heuristic solution feature described in the previous section. This additional information will aid management in effectively utilizing the ship.

## CHAPTER VII

## ALGORITHMS FOR LARGE SCALE SHIP

 ROUTING PROBLEM
#### Abstract

In today's marine seismic mapping operations, situations that require a ship to cover multi-prospects or multi-ships to cover multiprospects are common. The number of feasible paths that can be selected is much larger than the single-ship through single-prospect problem. It. is economically desirable that an effective algorithm be developed for such large scale mapping operations. For this reason, the Phase I research work of the previous chapters is extended in this chapter which considers the study and development of algorithms for the singleship through multi-prospects problem and the multi-ships through multiprospects problem. The development of algorithms in this chapter is concentrated on heuristic solution approaches.

The research work of Phase II is accomplished in two parts: 1) the development of algorithms and 2) the development of a multi-purposes computer program.


The Development of Algorithms

## Algorithm for the Single-Ship Through

Multi-Prospects Problem

To develop an algorithm for the single-ship through multi-prospects
problem, the location of each prospect and the lengths of the seismic lines in each prospect have to be carefully examined. Figure 34 shows three examples with different kinds of layout. In Example 1, the locations of the propsects are apart from each other. The average length of the seismic lines in each prospect is comparatively smaller than the distance between the prospects. In Example 2, the locations of the prospects are close to each other, and the average lengths of the seismic lines in each prospect are also very similar to each other. In Example 3, the locations of the prospects are also close to each other, but the average length of the seismic lines of one prospect is comparatively larger than the average line lengths of the other two prospects.

Example 1 is a representative layout of current marine seismic mapping operations. Each prospect is far away from the other prospects and the average lengths of the seismic lines in each prospect vary. Therefore, the development of the algorithm for solving the single-ship through multi-prospects problems will be concentrated on this type of problem.

To route a ship through all the prospects like this type, the best sequence of the prospects which start at $P_{1}$ and end at $P_{2}$ can be determined first before the routing process for each prospect begins. The extent of variation from true optimal solution resulted from the predetermined sequence and can be minimized since the average length of the seismic lines in each prospect. is much smaller than the distances between the prospects.

To determine the best sequence of prospects, a center for each prospect is first calculated by averaging the coordinates of the end points of each line within a prospect. A second point is then created

## EXAMPLE 1



No. 1


## EXAMPLE 2



## EXAMPLE 3



Figure 34. Examples of the Single-Ship Through Multi-Prospects Problem
at a position near ibe previous point and a line between these two points is drawn. With this kind of formulation, the problem of routing the sequence of four prospects is now the problem of routing a prospect with four seismic lines, and the algorithm developed in Phase $I$ can be applied.

To route a single ship through $N$ prospects, the procedure is based upon the idea that the best sequence can be pre-determined as above. The algorithm developed for the single-ship through singleprospect problem can then be repeatedly applied for $N$ times until the total problem is solved. However, the starting point and the ending point for each iteration of a prospect routing is different and has to be determined before application of the algorithm. For the first prospect in the best sequence, the starting point is equal to the starting port in the total problem. For the last prospect in the best sequence, the ending point is equal to the ending port in the total problem. For the prospect in the middle of the best sequence, the starting point is equal to the ending point of last seismic line of previous prospect routing and the ending point is equal to the center of the next prospect in the best sequence.

The algorithm developed for solving the single-ship through multiprospects problem can be summarized as follows:

Step 1: Determine the best sequence of all $N$ prospects for the ship to be routed by

1) Calculate the center of each prospect.
2) At each prospect, create a second point which varies only slightly from the center of each prospect.
3) Join the line between the point in 1) and 2).
4) Apply the best algorithm developed for the single-ship through single-prospect problem to obtain a best sequence of $N$ prospects.

Step 2: If all $N$ prospects have been routed, stop. Otherwise, determine the starting point and the ending point for the $i^{\text {th }}$ prospect in the sequence to be routed by 1) If $i=1$, the starting point is equal to $P_{1}$. Otherwise, the starting point is equal to the ending point of $(i-1)^{\text {th }}$ prospect in the sequence.
2) If $i=N$, the ending point is equal to $P_{2}$. Otherwise, the ending point is equal to the center of the $(i+1)^{t h}$ prospect in the sequence. Go to Step 3.

Step 3: Apply the best algorithm developed for the singleship through single-prospect problem to obtain optimal solution for the prospect, if possible. Obtain a heuristic solution for the prospect if the optimal solution is not able to reach. Go to Step 2.

For the type of problem in Example 2 and Example 3 of Figure 34, the application of the procedure which pre-determines the sequence of prospects of the problem before routing must be done very carefully. It is possible that the sequence which would result in a true optimal solution for the problem is different from the best sequence determined by using the center of prospects. For this reason, it is strongly suggested that if there exists a solution which appears to be better
instinctively, this solution should be routed and the result compared to the result obtained from that procedure so that the most favorable decision can be made.

The computer program for the above procedure, including the option of user specified route, is a part of the multi-purposes computer program which will be described in the next section of this chapter.

## Algorithm for Multi-Ships Through

Multi-Prospects Problem

In routing multi-ships through multi-prospects, the characteristics of each ship, such as tonnages, capacity, equipment, etc., might be different. In addition, the locations of the prospects might have some restrictions to certain ships due to the depth of ocean floor or the current of the sea at a particular time. For these reasons, it is not practical to seek an optimal procedure which will include the above described conditions for multi-ships through multi-prospects problem. In this dissertation, a more flexible procedure which enables a user to select certain prospects to be routed by a certain ship is developed.

The algorithm developed for solving the $M$ ships through $N$ prospects problem can be described as follows:

1) A user will assign a selection of the $N$ prospects to be routed by a particular ship.
2) The algorithm developed for solving the single-ship through multi-prospects problem is used to route each assignment for all ships.
3) If the result obtained is unsatisfactory, or if more data are needed for comparison purposes, a user can revise the
assignments and implement the process again.
The computer program for the above procedure is also a part of the multi-purposes computer program which will be described'in the following section.

The Development of a Multi-Purposes

Computer Program

A well documented multi-purposes computer program which includes the extension of the algorithm of Chapter VI and the procedures discussed in the previous two sections of this chapter is given in this dissertation. This program provides the following options for a user:

1) To route the single-ship through single-prospect problem
a) either by distance
b) or by time
2) To route the single-ship through multi-prospects problem
a) either by distance
b) or by time
3) To route the multi-ships through multi-prospects problem
a) either by distance
b) or by time
4) The program has a built-in capability for routing ships through any user assigned path. The purpose of this capability is to provide a user a way of comparing the result obtained from his assigned route and the result obtained from the algorithm.
5) The program has a built-in capability for overriding any entries in the distance matrix.

The computer program with the above options was coded into the FORTRAN IV language. The program takes approximately 98 K bytes of computer memory storage and is very fast in computation time. The program can solve the following sizes of problems:

1) It can route an unlimited number of ships.
2) For each ship, it can solve five maximum prospects with each prospect having up to 14 lines.

The capability of solving a larger size of problem can be achieved very easily by increasing the dimensions in the computer program. A logic flow chart of this multi-purposes computer program is shown in Figure 35. A list of the source program with necessary documentation is included in the Appendix.

A representative example of a seismic configuration with three prospects is shown in Figure 36. The above described multi-purposes computer program is used to route this example by both distance and time. In the case of routing the ship by distance, only the identification of the route and the total distance of this route is printed. The output indicates the solution type; i.e., optimal solution, near-optimal solution, or solution of user assigned route. In addition, the identification of the starting point and the ending point of each prospect routing is indicated in the path information.

In the case of routing the ship by time, the output also includes the position of the cable during each line change that minimizes the line change time. Mileages and times are printed for both the individual path segment and for the total prospect. The total times and distances are divided into productive and non-productive portions. Productive time is the time when the crew is actually collecting the seismic data,


Figure 35. The Logic Flow Chart of the Algorithm for Multi-Ship Through Multi-
Prospects Routing Problem


Figure 36. An Example of One Ship Through Three Prospect Problem
while non-productive time is the elapsed time going both to and fromprospects and changing lines within prospects. Although the identifi-cation of the route is the information that is of primary importance,the additional information will aid management in effectively utilizingthe ship. The output of this example, routing by time, is shown in
Figure 37 through Figure 40.


Figure 37. Output Data-1

## PEihalty :4AtKIX FOR PKIJSPECT io: 1




Figure 38. Output Data-2

## PENALTY MATRIX FOR PRCSPECT NO: 2



NOTE: PI IS AN ARTIFICAL STARTING PORT AND P2 IS AN ARTIFICAL ENDING PORT.

PROSPECI NO: 2


Figure 39. Output Data-3

## PENALTY MATRIX FOR PRDSPECT NO: 3

|  |  | P2 | A1 | A 2 | H1 | B2 | C1 | C2 | D1 | D2 | E1 | E2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| **************************************************************** |  |  |  |  |  |  |  |  |  |  |  |  |
| P1 | * | 1 | 2 | 3 | 2 | 2 | 2 | 2 | 3 | 2 | 3 | 2 |
| Al | * | 4 | **** | 1 | 0 | 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| A2 | * | 3 | 1 | **** | 2 | 1 | 2 | 1 | 1 | 2 | 0 | 2 |
| B1 | * | 4 | 0 | 2 | **** | 2 | 1 | 2 | 1 | 1 | 1 | 2 |
| B 2 | * | 3 | 2 | 1 | 2 | -**** | 2 | 1 | 1 | 2 | 1 | 1 |
| C1 | * | 4 | 1 | 2 | 1 | 2 | **** | 2 | 2 | 1 | 2 | 2 |
| C2 | * | 3 | 2 | 1 | 2 | 1 | 2 | **** | 2 | 1 | 2 | 0 |
| 01 | * | 3 | 1 | 1 | 1 | 1 | 2 | 2 | **** | 2 | 0 | 2 |
| 02 | * | 3 | 2 | 2 | 1 | 2 | 1 | 1 | 2 | **** | 2 | 1 |
| E1 | * | 3 | 1 | 0 | 1 | 1 | 2 | 2 | 0 | 2 | **** | 2 |
| E2 | * | 3 | 2 | 2 | 2 | 1 | 2 | 0 | 2 | 1 | 2 | **** |



Figure 40. Output Data-4

## CONCLUSIONS AND RECOMMENDATIONS


#### Abstract

This chapter includes a summary of how the research objectives set forth in Chapter I were accomplished, a summary of the results, and suggestions for future research.


Conclusions

The literature which relates to this research was surveyed extensively and described in Chapter II of this dissertation. The research work of this dissertation was done in two phases. Phase I research work concentrated on the development of algorithms, to select the minimum cost route for the single-ship through single-prospect problem that improve a previous algorithm developed by Willard (66) upon execution times and/or memory storage requirements. Phase II research work concentrated on the extension of the results in Phase $I$ to the development of an algorithm for large scale seismic mapping operations which includes the single-ship through multi-prospects problem and the multi-ships through multi-prospects problem.

The research work of Phase I consisted of three sub-objectives. The first sub-objective of the Phase I research work was to study the applicability of the dynamic programming approach and develop an improved algorithm for solving the single-ship through single-prospect problem. Chapter III of this dissertation described the development of
a new algorithm using a recursive search dynamic programming method.
This method starts with an initial feasible solution. At each stage, a state variable one at a time is generated when it is needed. The resulting solution is used to improve the initial solution until the optimum solution is reached. This procedure is different from the conventional dynamic programming method which is required to determine the optimal value of each decision variable for each feasible input state. The comparison of this new algorithm with the Willard's algorithm [66] shows that the computer memory storage requirement can be reduced with a trade off of increasing computation time at about the same rate.

The second sub-objective of the Phase I research was to study the applicability of the branch and bound approach, and to develop an algorithm for solving the single-ship through single-prospect problem. Two methods, Little's sequential tour-building method and Eastman's subtour elimination method, were studied. The development of two new algorithms based upon modifications of the above two methods are described in Chapter IV of this dissertation. The algorithm using the modification of Eastman's subtour elimination was shown to be ineffective when applied to this particular problem. However, the algorithm using the modification of Little's sequential tour-building method was shown to be very effective in computation time and required only a small amount of computer memory storage.

The third sub-objective of the Phase I research was to study the applicability of the graph theoretic approach and to develop an algorithm for solving the single-ship through single-prospect problem. Chapter $V$ of this dissertation described the development of a new algorithm based upon a modification of the shortest Hamiltonian chain
method. Although the algorithm developed is ineffective when compared to the other algorithms, it does have other important applications such as the machine sequence scheduling problem with unknown starting and ending entries.

The comparison of execution time and storage requirement for all algorithms developed in the Phase I research work is described in Chapter VI of this dissertation. Some modifications of the optimizing algorithm to include heuristic solution features and other extensions to include operational aspects of seismic recording ships are also described.

The objective of the Phase II research was to extend the results of Phase I to develop a new algorithm for solving the single-ship through multi-prospects problem and the multi-ships through multiprospects problem. Chapter VII of this dissertation describes the development of a new algorithm for this type of problem, and described the development of a multi-purposes computer program. An example and the outputs of the multi-purposes computer program were also included.

The research results in this dissertation can be summarized as follows:

1) Five algorithms were developed in the Phase I research work. Seven separate computer programs were coded and tested. The best algorithm developed to solve the single-ship through single-prospect problem is the algorithm based upon the modification of Little's sequential tourbuilding method. The computer program for this algorithm takes only 60 K bytes to solve a 14 -line configuration problem while the Willard algorithm takes 250 K
bytes to solve a 10-line configuration problem. The computation time for this algorithm is only slightly higher than Willard's.
2) An algorithm for solving the shortest Hamiltonian chain problem was developed in this dissertation, and proved to be better than an existing algorithm in the current literature. The algorithm developed can be applied to a general machine sequence scheduling problem with unknown starting and ending entries.
3) An algorithm was developed in the Phase II research work to solve both the single-ship through multi-prospects problem and the multi-ships through multi-prospects problem. A multi-purposes computer program was also coded which will provide a user several varieties of option.

## Recommendations

There are three major areas for future research in the area of large scale marine seismic mapping operations.

The multi-purposes computer program developed in this dissertation was coded in the FORTRAN IV language. Various amounts of computer memory are required to use this computer program. Since many seismic ships are equipped with small memory digital computers, it is highly recommended that the computer program is re-coded into the Conversation Program System (CPS) language. The CPS language could be PL/1 language oriented, BASIC language oriented, or FORTRAN language oriented. The CPS language will enable a user to transmit, possibly through a remote
communication facility, the input data from the terminal on the ship to a large memory computer on the mainland where the best route of a ship is determined. Then the result can be dispatched back to the ship. Another reason for re-coding the computer program into the CPS language is that the decision of routing a large scale marine seismic mapping operation might require the communication between the party manager aboard ship and the office executive manager. The CPS language can service this purpose.

The second area of research should be the modification of the procedure of calculating penalty matrix which is based upon the $X$ and $Y$ coordinates of each line to calculation based upon the longitude and the latitude of each line. Since the longitude and latitude are used for navigational purposes, it is suggested that a subroute which can convert the input data of longitude and latitude directly into penalty matrix shall be developed and included in the multi-purposes computer program in the future.

The third area of research should be directed toward developing algorithm that yields the optimal routing of the large scale ship mapping problem. As mentioned in Chapter VII, a heuristic algorithm has been developed in this dissertation for this problem. Since the sequence of prospect is predetermined before the routing process for each prospect begins, the algorithm may not reach an optimal solution. If all the prospects are apart from each other, an optimal solution is likely. However, if all the prospects are close to each other, a non-optimal (but near-optimal) solution is quite possible.

Although the primary result of this dissertation will be the reduction of the managerial decision making difficulties involved in
scheduling geophysical ships, the result can also be extended to the solution of constrained traveling salesman problem and the machine sequence scheduling problem.
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## APPENDIX

# SOURCE LISTING OF MULTI-PURPOSES COMPUTER PROGRAM FOR LARGE SCALE MARINE SEISMIC MAPPING OPERATIONS 

```
C
    MULTI-PURPOSE COMPUTER PROGRAM FOR SHIP ROUTING PROBLEM
    IMPLICIT INTEGER (A-V,Z)
    REAL SORT,TM,SR,CABLE,SPIN,SPOUT,CABOUT,CABIN,SCALE
    COMMON /M1/B(3,15,2,15,2)/N2/IINF(2000),IPROB(2000)
    COMMON /VI/IIKEY(15),JJKEY(15),KKKEY(15),LLKEY(15)
    COMMON/S1/M,MM,N,R,S, ECUNC/S2/MAX, ICOST,KCOST,LK,TB,GCOST,BCOST
    COMMON /S3/TM,SR
    COMMON /R1/WX(5,15,2),WY(5,15,2)/R2/WXP(2),WYP(2)/R3/XC(5,2),
    1 YC(5,2)/R4/XXP(5,2),YYP(5,2)/R5/NL(5),PATH(5)
    COMMON /RG/MAP,CABLE,SPIN,SPCUT,CABOUT,CABIN,SCALE,IP,IS,IPP
    COMMCN /R9/JOVER(5),OL1(5,7),OE1(5,7),OL2(5,7),OE2(5,7),XDIST(5,7)
    I PP =0
    REAO(5,290)M,SCALE,TM,SR
290 FORMAT (I10,3F10.3)
    READ(5,30C)IS,OPT
    300 FORMAT(2I 10)
    DO 1000 IG=1,IS
    READ(5,3C4)MAP,IP
304 FORMAT(2110)
    IPP=IPP+IP
    READ(5,3C5)CABLE,SPIN,SPOUT, CABCUT,CABIN
305 FORMAT(5F10.3)
    READ(5,310)WXP(1),WYP(1),WXP(2),WYP(2)
310 FORMATI4F10.31
    DO 320 I=1,IP
    K=1
    NL(I)=1
315 READ(5,325)WX(I,K,1),WY(I,K,1),W\dot{X(I,K,2),WY(I,K,2),KBTA}
325 FORMAT(4F10.3,110)
    IF(KBTA.EQ.99)GO TO 321
    NL(I)=NL(I)+1
    K=k+1
    GO TO* 315
321 J=1
    4ó REAO(5,40)JBTA,OLI (I,J),OE1(I,J),OL2(I,J),OE2(I,J),XDIS.T(I,J)
    4 0 ~ F O R M A T ( 5 I ~ 1 0 , F 1 0 . 3 ) ~
    IF(JETA.EO.99)GO TO 45
    J=J+1
    GO TO 46
    45 JOVER(I)=J-1
320 CONTINCE
    CALL OTPUTI(IG)
    IFIOPT.EQ.2IGO TC 3000
    XXP(1,1)=WXP(1)
    YYP(1,1)=WYP(1).
    IF(IP.EQ.1)GO TO 550
    CALL SPATH
    DO 500 KA=1, IP
    KAA=PATH (KA)
    IF(KA.EQ.IPIGO TO }54
    LINE1=NL(KAA)+1
    KAl = KA+1
    KG=PATH(KA1)
    XXP(KA,2)=XC(KG,1)
    YYP(KA,2)=YC(KG,1)
    GO TO 545
```

```
544 XXP(KA,2)=WXP(2)
    YYP(KA,2)=WYP(2)
545 CALL MATPIX(KAA,KA)
    CALL ROUTE(KAA,1)
    CALL OTPUT2(KAA,KA,1)
    IF(KA.EQ.IPIGO TO 500
    Il=IIKEY(LINEI)-1
    XXP(KA1,1)=WX(KAA,II,JJKEY (LINEI))
    YYP(KA1,1)=WY(KAA,I1,JJKEY(LINE1))
500 CONT INUE
    GO TO 1000
550 XXP(1,2)=WXP(2)
    YYP(1,2)=WYP(2)
    CALL MATRIX(1,1)
    CALL ROUTE(1,1)
    CALL OTPUT2(1,1,1)
    GC TO 1000
3000 READ(5,35C1)(PATH(K),K=1,IP)
3501 FORMAT(10110)
    DO 2000 I=1,IP
    REAO(5,2001)XXP(I,1),YYP(I,1),XXP(1,2),YYP(1,2)
2001 FORMAT(4F10.3)
    KAA=PATH(I)
    LINES=NL (KAA)+1
    DO 2500 J=1,LINES
    READ(5,20C2)IIKEY(J),JJKEY(J),KKKEY(J),LLKEY(J)
2002 FORMAT(415)
2500 CONTINUE
    CALL MATRIX(KAA,I)
    CALL OTPUT 2(KAA,I,2)
2000 CONTINUE
1000 CONTINLE
    STOP
    END
```

```
        SUBROUTINE OTPUTI(KG)
        IMPLICIT INTEGER (A-V,Z)
        REAL SGRT,CABLE,SPIN,SPOUT,CABOUT,CABIN,SCALE
        DIMENSION ZL(20)
        COMMON/RI/WX(5,15,2),WY(5,15,2)/R2/WXP(2),WYP(2)/R3/XC(5,2),
        l YC(5,2)/R4/XXP(5,2),YYP(5,2)/R5/NL(5),PATH(5)
        COMMON /RG/MAP,CABLE,SPIN,SPDUT,CABOUT,CABIN,SCALE,IP,IS,IPP
        DATA 2L/1HA,1HB,1HC,1HC,1HE,1HF,1HG,1HH,1HI,1HJ,1HK,1HL,1HM,1HN,
    l
            1HO,1HP,IHO,1HK,1HS,1HT/
C
C ****************************************************************************
C PRINT ROUTINE - COORDINATES AND PARAMETERS
*&*****************************************************************************
C
    MRITE(E,99)
    99 FORMAT(IH1,////)
    WRITE(6,100)
    100 FORMAT(1H,14X,48H****************************************************
        1)
        WRITE (6,101)
        WRITE(E,101)
    101 FURMAT.(1H,14X,1H*,46X,1H*)
        WRITE(6,102)IS.IPP
    102 FORMAT 11H, 14X,1H*,13,14H-SHIPS THROUGH,I2,26H-PROSPECTS ROUTING P
    1RCBLEM,2H *)
        WRITE(6,101)
        WRITE(6,101)
        WRITE(o,100)
        WRITE(6, 303) KG
    303 FORMAT (1H,////,34X,8HSHIP NO:,13///)
        IF(MAP.EQ.1)GO TO }75
        WRITE(t,360)
    360 FDRMAT(15X,48H****************************************************)
        WRITE(6,361)
    361 FORMAT(15X,1H*,46X,1H*)
        WRITE(6,361)
        WRITE(6,362)
    362 FORMAT(15X,1H*,16X,15HSHIP PARAMETERS,15X,1H*)
        WRITE (6,361)
        WFITE (6,361)
        KCABLE = CABLE
        WRITE (6,363) KCABLE
363 FORMAT(15X, 1H*, 11X, 14HCABLE LENGTH = , 15, 5H FEET, 11X, 1H*)
            WRITE (6,364) SCALE
364 FORMAT(15X, 1H*; 11X, 8HSCALE = , F5.2, 11H UNITS/MILE, 11X, 1H*)
        WRITE (6,361)
        WRITE (6,365) SPOUT
365 FORMAT(15X. 1H*, 6X, 25HSHIP SPEED (CABLE OUT) = , F5.2, 4H MPH,
    l 6X, 1H**)
        WPITE (6,366) SPIN
366 FUKMAT(15X, 1H*, 6X, 25HSHIP SPEED (CABLE IN) = , F5.2. 4H MPH,
    l 6x, 1H*)
        WRITE (6,361)
```

```
        WRITE (6,367) CABOUT
    367 FORMAT(15X, 1H*, 2X, 32HCAELE HANDLING TIME (LAY OUT) = , F4.2,
        1 9H HOURS *)
        WRITE (6,368) CABIN
    368 FORMAT(15X, 1H*, 2X, 32HCABLE HANDLING TIME (PULL IN) = , F4.2,
        1 9H HOURS *)
        WRITE (6,361)
        WRI TE (6,361)
    754 WRITE (6,360)
        WRITE(6,361)
        WRITE (t,361)
        WRITE(E,750)
    750 FORMAT(15X,1H*,15X,17HPORT CO-ORDINATES,14X,1H*)
        WRI TE(6,361)
        WRITE(6,361)
        WRITE (S,755)
    755 FORMAT(15X, 1H*, 16X, 2HX1, 4X, 2HY1, 8X, 2HX2, 4X, 2HY2, 6X, IH*)
    WRITE (6,760)
    760 FORMAT (1H+, 30X, 10H____ ____, 6X, 10H________)
        WRITE(6,361)
        WRITE(6,767)WXP(1),WYP(1),WXP(2),WYP(2)
    767 FORMAT(15X, 1H*, 5X, 1HP, 9X, F4.0, 2X, F4.0, 6X, F4.0, 2X, F4.0,
        1 5X, 1H*)
        WRITE(6,361)
        WRITE(6,361)
        WRITE (6,360)
        DO 50 I=1,IP
        NRIT\subseteq(6,361)
        WRITE(6.361)
        WRITE(6,299)I
    299 FIJPMAT(15X,1H*,16X,12HPROSPECT NO:,I3,15X,1H*)
        WRITE(6;361)
        WRITE( 6,361.)
        WRITE(6,755)
        WRITE(6,760)
        WRITE(6,361)
        LINEL=NL(I)
        DO 51 k=1,LINEI
        WRITE(6,765)ZL(K),WX(I,K,1),WY(I,K,1),WX(I,K,2),WY(I,K,2)
    765 FORMAT (15X,1 H*,5X,A1,9X,F4,0,2X,F4.0,6X,F4.0, 2X,F4,0,5X,1H*)
    5 1 ~ C O N T I N L E ~
        WRITE(t,361)
        WRITE(6,361)
        NRITE(6,360)
    50 CONTINUE
C
C
    55 DO 60 J=1,2
        WXP(J) =WXP(J)/SCALE
        WYP(J)=WYP(J)/SCALE
    6 0 \text { CONT INUE}
        DO 7C I=1,IP
        LINE2= NL. (I)
        DO 70 J=1.LINE2
        DO 70 K=1,2
        WX(I,J,K)=!UX(I,J,K)/SCALE
        WY(I,J,K)=WY(I,J,K)/SCALE
    70 CDNTINUE
        RETURN
        END
```

```
    SUBROUTINE SPATH
    IMPLIC IT INTEGER (A-V,Z)
    REAL SQRT
    COMMON /M1/B(3,15,2,15,2)/M2/IINF(2000),IPROB(2000)
    COMMGN /VI/IIKEY(15),JJKEY(15),KKKEY(15),LLKEY(15)
    COMMON /SI/M,MM,N,R,S,BCUND/S2/MAX,ICOST,KCOST,LK,TB,GCCST,BCOST
    COMMON /R1/WX(5,15,2),WY(5,15,2)/R2/WXP(2),WYP(2)/R3/XC(5,2),
    1 YC(5,2)/R4/XXP(5,2),YYP(5,2)/R5/NL(5),PATH(5)
    COMMON /RG/MAP,CABLE,SPIN,SPOUT,CABOUT,CABIN,SCALE,IP,IS,IPP
    IPl=IP+1
    DC 10 I=1,IP
    XT=0.0
    YT=0.0
    LINEl=NL(I)
    O) }15\textrm{J}=1,LINE
    XT=XT+hX(I,J,1)+WX(I,J,2 )
    YT=YT+hY(I,J,1)+hY(I,J,2)
15 CONTINUE
    ZNL=2*^L(I)
    XC(I,1)=(XT/ZNL)
    XC(1,2)=XC(1,1)+1.
    YC(I,1)=(YT/ZNL)
    YC(I, 2)=YC(I,1)+1.
10 continue
    DO 51 K=1,IP
5 1 ~ W R I T E ( G , 1 0 0 ) X C ( K , 1 ) , Y C ( K , 1 ) ~
100 FORMAT(1HO,'XC-YC',2F1O.3).
    B(1,1,1,1,1)=M
    B(1,1,2,1,2)=M
    B(1,1,1,1,2)=S ORT((WXP(1)-WXP(2))**2+(WYP(1)-WYP(2))**2)+0.5
    B(1,1,2,1,1)=B(1,1,1,1,2)
    DO 20 I=1,IP
    I 1 = I +1
    00 20 J=1,2
    DO.20 K=1,IP
    Kl=K+1
    DO 20 L=1,2
    IF((I.EQ.K).AND.(J.EQ.L)) GO TO 25
    B(1,I1.,J,K1,L)=SGRT(()XC(I,J)-XC(K,L))**2)+((YC(I,J)-YC(K,L))**2))
    1+0.5
    GO TO 20
    B(1,I1,J,K1,L)=M
2O CONTINUE
    00 35 I=1,IP
    DO 35 J=1,2
    I 1=I+1
    B(1,1,1,I1,J)=SQRT(((WXP(1)-XC(I,J))**2)+((WYP(1)-YC(1I,J))**2))
    1+0.5
```

```
            B(1,11,J,1,1)=B(1,1,1,11,J)
            B(1,1,2,I1,J)=SORT(((WXP(2)-XC(I,J))**2)+((WYP(2)-YC(I,J))**2))
    1+0.5
    B(1,I1,J,1,2)=B(1,1,2,11,J)
    35 CONTINUE
        DO 300 I=1,IP1
        DO 300 J=1,2
300 WRITE(6,400)((B(1,I,J,K,L),L=1,2),K=1,1P1)
400 FORMAT(1H ,2016)
    CALL ROUTE(IP1,2)
    DO 50 I=1,IP
    PATH(I)=KKKEY(I)-1
    WRITE(6,200)I,PATH(I)
200 FORMAT(1'O,'I-PATH',2I10)
5 0 ~ C O N T I N U E ~
        RETURN
        ENO
```

```
        SUBROUTINE MATRIX(KAA,KA)
    IMPLICIT INTEGER (A-V,Z)
    REAL SORT,CHTIME,BEDIST,SIDE1,SIDE2,TAN,CTN,DLINE,TIME,
    I
        CABLE,SPIN, SPOUT, CABOUT, CAEIN,SCALE
    DIMENSION KL(15)
    COMMON /M1/B(3,15,2,15,2)/M2/IINF(2000),IPROB(2000)
    COMMCN /SI/M,MM,N,R,S,ECUNC/S2/MAX,ICOST,KCOST,LK,TB,GCOST,BCOST
    CDMMON /R1/WX(5,15,2),WY(5,15,2)/R2/WXP(2),WYP(2)/R3/XC(5,2),
    1
        COMMON /RS/MAP,CABLE,SPIN,SPOUT,CABOUT,CABIN,SCALE,IP,IS,IPP
        COMMON /R7/X(15,2),Y(15,2),XX(15,2),YY(15,2)/R8/TAN(15),CTN(15),
    1 CLINE(15),TIME(15),BEDIST
    COMMON /R9/JOVER(5),OLI(5,7),CE1(5,7),OL2(5,7),OE2(5,7),XOIST(5,7)
    DATA KL/1HP,1HA,1HB,1HC,1HD,1HE,1HF,1HG,1HH,1HI,1HJ,1HK,1HL,1HM,
    l
        1HN/
C
C ******##**********************************************************************
C CALCULATICN OF NEW CO-ORCINATES
```



```
    LINES = NL(KAA)
    LINEL = LI NES+1
    0O 21 I=1,LINES
    00. 21 J=1,2
    X([, J) =WX(KAA,I,J)
    Y(I,J)=WY(KAA,I,J)
21 CONTINUE
    XPl=XXP(KA,1)
    YP1=YYP(KA,1)
    XP2 = XXP(KA,Z)
    YP2=YYP(KA,2)
    CHTIME = CABDUT + CABIN
    BEDIST = CHTIME/((1./SPPUT)-(1./SPIN))
    CABLE = (CABLE/5280.)*2.
    {F(MAP.EG.1) GO TO 66
    DO* 60 K=1,LINES
    IF(X(K.,2).EQ.X(K,1)) GO TO 61
    IF(Y(K,2).EQ.Y(K,1)) GO TO 62
    TAN.(K) = (Y(K,2)-Y(K,1))/(X(K,2)-X(K,1))
    SIDE1 = SORT((CABLE**2.)/(1.+(TAN(K)**2 )))
    XX(K,1) = X(K,1) + SIOEI
    XX(K,2) = X(K,2) - SIDE1
    IF(X(K.1).GT.X(K,2)) GO TO 60
    XX(K,1) = X(K,1) - SIDEI
    XX(K,2)= X(K,2) + SIDEI
    GO TO 60
61 xx(k,1)= x(k,1)
    XX(K,2) = X(K,2)
    YY(K,1) = Y(K,1) - CABLE
    YY(K,2) = Y(K,2) + CABLE
    IF(Y(K,2).GT.Y(K,1)) GO TO 60
    YY(K,1) = Y(K,1) + CABLE
    YY(K,2) = Y(K,2) - CABLE
    GO TO 60
62 YY(K,1) = Y(K,1)
```

```
        YY(K,2)= Y(K,2)
        XX(K,1) = X(K,1) - CABLE
        Xx(K,2)=x(K,2) + CABLE
        IF(X(K,2).GT.X(K,1)) GO
        XX(K,1) = X(K,l) + CABLE
        XX(k,2) = X(k,2) - CABLE
        GO 10 60
    60 CONTINUE
    OO }55\textrm{K}=1,LINE
    IF(X(K,2).EQ.X(K,1)) GO TG 65
    IF(Y(K,2).EQ.Y(K,1)) GO TO 65
    CTN(K) = 1./TAN(K)
    SIDE2 = SORT((CABLE**2.)/(1.+(CTN(K)**2 ))/)
    YY(K,1)=Y(K,1) + SIDE2
    YY(K,2) = Y(K,2) - SICE2
    IF(Y(K,1).GT.Y(K,2)) GO TO 65
    YY(K,1) = Y(K,1) - SIDE2
    YY(K,2) = Y(K,2) + SIDE2
    6 5 \text { CONTINUE}
C
C
#****************************************************************************
C CALCULATICN OF PENALTY MATRIX
C F******************************************************************************
66 R(1,1,1,1,1)=M
    B(1,1,2,1,2)=M
    H(1,1,2,1,1)=SQRT((XP1-XP 2)**2+(YP1-YP2)**2)+0.5
    B(1,1,1,1,2)=8(1,1,2,1,1)
    IF(NAP.EG.OIGO TO 70
    DO 42 I=1,LINES
    II= I+1
    00 42 J=1,2
    DO 42 K=1,LINES
    Kl=K+1
    00.42 L=1,2
    IF((I.EQ.K).AND.(J.EQ.L))GO TO 41
    B(I,Il,J,Kl,L)=S QRT(((X)I;J)-X(K,L))**2)+((Y(I,J)-Y(K,L))**2))+0.5
    GO TO 42
41 B(i,I1,J,K1,L)=M
42 CONTINUE
    DO 45 I=1,LINES
    DO 45 J=1,2
    [1=1+1
    B(1,1,1,I1,J)=SQRT(((XP1-X(I,J))**2)+((YP1-Y(I,J))**2))+0.5
    B(1,11,J,1,1)= B(1,1,1,11,J)
    B(1,1,2,IL,J)=SQRT(((XP2-X(1,J))**2)+((YP2-Y(I,J))**2))+0.5
    B(1,!1,1,1,2)=B(1,1,2,11,1)
45 CONTINUE
    GO TO 90
70 DO 52 I=1.LINES
    11=1+1
    DO 52 J=1,2
    OO 52 K=1,LINES
    K1=K+1
    DO }52 L=1,
    IF((I.,EO.K).AND.(J.EQ.L))GO TO Sl
    B(1,II,J,Kl,L)=SQRT(((X(I,J)-XX(K,L))**2)+((.Y(I,J)-YY(K,L))**2))
```

```
    1+0.5
    IFII.NE.KIGO TO }5
    DLINE(I)=SORT(((X(I,1)-X(I,2))**2)+((Y(I,1)-Y(I,2))**2))
    TIME(I)= DLINE(I)/SPOUT
    GO TO 52
    51 6(1,I1,J,K1,L)=M
    52 CONTINUE
    DO 55 I=1,LINES
    DU 55 J=1,2
    I1= I +1
    B(1,1,1, 11,J)=SQRT(((XP1-XX(1,J))**2)+((YP1-YY(I,J))**2))+0.5
    B(1,I1,J,1,1)=B(1,1,1,11,J)
    B(1,1,2,11,J)=SQRT(((XP2-X(I,J))**2)+((YP2-Y(1,J))**2))+0.5
    B(1,11,J,1,2)=B(1,1,2,11,1)
    55 CONTINUE
    90 IF(JOVER(KAA).EQ.O)GO TO 33
    IN= JOVER(KAA)
    0O 67 I=1,IN
    KLI=OLI(KAA,IN)+1
    KEl=OEl(KAA,IN)
    KL2=OL2(KAA,IN ) +1
    KE2=OE2(KAA,IN)
    B(1,KL1,KE1,KL2,KE 2)= XDI ST(KAA,IN)/SCALE
    6 7 \text { CONTINUE}
    33 IF(MAP.EO.IIGO TO 32
    DO }85\mathrm{ I=I,LINEI
    DO 85 J=1,2
    WB=B(1,1,1,1,J)
    B(3,1,1,I,J)=WB+CABLE
    B(3,1,J,1,1)=8(3,1,1,1,J)
    B(3,1,2,1,J)=B(1,1,2,1,J)
    B(3,1,J,1,2)=8(3,1,2,1,J)
    WB=B(1,1,1,1,5)
    B(1,1,1,I,J)=WB/SPIN+CABOUT
    B(1,I,J,1,1)=8(1,1,1,I,J)
    WB=B(1,1,2,1,J)
    B(1,1,2,1,J)=WB/SPIN+C ABIN
    B(1,I,J,1,2)=B(1,1,2,1,J)
    85 CONTINLE
    OO 86 I=2,LINEI
    0O 86 J=1,2
    DO }86\textrm{K}=2,\textrm{LINEI
    00 86 L=1,2
    WB=B(1,I,J,K,L)
    B(3,I,J,K,L)=WB+CABLE
    IF(I.EG.KIGO TO 88
    IF(WB.LE.BEDIST) GO TO 87
    B(I,I,J,K,L)=WB/SPIN+CHTIME
    GO TO }8
    87 B(I,I,J,K,L)=(WB+CABLE)/SPOUT
    GO TO }8
    88-IF(J.EG.L)GO TO 86
    3(1,I,J,K,L)=WB/SPOUT
    86 continue
```

C PRINT ROUTINE P PENALTY MATRIX

```

```

    32 LINE2=LINES-2
        GO TO (3,4,5,6,7,8,9,10,11,12,13,14),LINE2
    C
3 WRITE (6,72)
72 FGRMAT(IHI,1X,////)
WRITE (6,3331) KAA
3331 FGRMAT (18X, 32H PENALTY MATRIX FOR PROSPECT NO:,12///)
WRITE (6,3332)
3332 FORMAT (13X, 47H P2 A1 A2 B1 B2 C1 C2 )
WRITE (6,3333)
3333 FORMAT (10X, 109H *******************************************
1*
G0 TO 8000
C
4 WRITE (6,72)
WRITE (6,3341) KAA
3341 FORMAT (24X, 32H PENALTY MATRIX FOR PROSPECT NO:,I 2///)
WRI TE (6,3342)
3342 FURMAT (13X, 59H P2 A1 A2 Al -B1 B2 Cl Cl C2 D
11 D2 )
WRITE (6,3343)

```

```

        1%************
                            l
        GO TO 8000
    C
5 WRITE (6,72)
WRITE (6,3351) KAA
3351 FORMAT (30X, 32H PENALTY MATRIX FOR PROSPECT NO:,I2///1
WR!TE (6,3352)
3352 FORMAT 1 13X, 71H P2 Al A2 B1 B2 C1. C2 D
11 D2 E1 E2 1
WRITE (6,3353)
353 FDRMAT (10X, 109H *******************************************
|**x:*****************拉*********
|
GO TO.8000
C
6 WRITE (6,72)
WRITE (6,3361) KAA
361 FORMAT (36X, 32H PENALTY MATRIX FOR PROSPECT NO:,I2///)
WRITE (6,3362)
3362 FURMAT (13X, 83H AL P2 Al A2 B1 B2 C1 C2 D
11 D2 E1 E2 F1 F2 I
WRITE (6,3363)

```

```

        1*************************************** |
        GO TC 8000
    C
7 WRITE (6,72)
WRITE (6,3371) KAA
3371 FORMAT (39X, 32H PENALTY MATRIX FOR PROSPECT NO:,I 2///1
WRITE (6,3372)
3372 FORMAT (13X, 95H
11 D2 E1 E2 F1 F2 G1 G2 1
WRITE (6,3373)

```


```

            G0 10 8000
    C
8 WRITE (6,72)
WRITE (6,3381) KAA
3381 FORHAT (45X, 32H PENALTY MATRIX FOR PROSPECT NO:,I2///1)
WRITE (6,3382)

```

```

        11 D2 E1 E2 F1 F2 G1 G2 H1 H2 H2,
        WRITE (6,3383)
    ```


```

        GO TO 8000
    C
9 WRITE (6,72)
WRITE(6.3391) KAA
3391 FORMAT (23X,32H PENALTY MATRIX FCR PROSPECT NO:,I 2.///1
WRITE{6,3392)
3392 FORMAT\3X, 83H P2 A1 A2 B1 B2 C1 C2 D1 D2 E1 E2 F1
1 F2 G1 G2 H2 H2 IL I2,
W\&ITE(6,3393)
3393 FORMAT (1H , 86H ********************************************

```

```

        GO TO 8000
    C
10 WRITE(6,72)
WRITE(E,3401) KAA
3401 FORMAT (27X,32H PENALTY MATRIX FOR PROSPECT NO:,I2///)
WRITE(6,3402)
3402 FORMAT(3X, 91H P2 A1 A2 B1 B2 C1 C2 Dl O2 E1 E2 F1
1 F2 G1 G2 H1 H2 IL I2 Jl J2 )
WRITE(E,3403)

```


```

        GO TO 8000
    C
11 WRITE(6,72)
WRITE(8,3411) KAA
3411 FORMAT.(31X,32H PENALTY MATRIX FOR PROSPECT NO:,I2///)
WRITE(6,3412)
3412 FORMAT\3X, 99H P2 A1 A2 B1 B2 C1 C2 D1. D2 EL E2 F1
l F2 G1 G2 H1 H2 Il I2 J1 J2 Kl K2 J
WRITE(\epsilon,3413)

```


```

        GO TO 8000
    C
12 WRITE(6,72)
WRITE(6,3421) KAA
3421 FORMAT(35X,32H PENALTY MATRIX FOR PROSPECT NO:,I 2///)
WRITE(6,3422)
3422 FIIRMAT(3X,107H P2 A1 A2 Bl B2 Cl C2 D1 D2 E1 E2 F1
1 F2 G1 G2 H1 H2 Il I2 Jl J2 Kl K2 Ll L2, )
WRI TE(6,3423)

```


```

        GO TO 8000
    C
13 WRITE(6,72)

```
```

        WRITE(6,3431) KAA
    3431 FDRMAT(39X,32H PENALTY MATRIX FOR PROSPECT NO:,I 2///1)
        WRITE(6,3432)
    3432 FCRMAT (3X,115H P2 A1 A2 Bl B2 C1 C2 DL D2 EL E2 FL
I.F2 G1 G2 HL H2 II I2 J1 J2 Kl K2 Ll L2 M1 M2 %
WRITE(6,3433)
3433 FORMAT 11H, 118H
\#*********\#\#************************************

```

```

        2***)
            GO TO 8000
    C
14 WRITE(6,72)
WPITE(6,3441) KAA
3441 FORMAT(43X,32H PENALTY MATRIX FCR PROSPECT NO:,I2///)
URITE(6,3442)
3442 FORMAT13X,123H P2 A1 A2 E1 B2 C1 C2 DL D2 EL E2 F1
1 F2 Gl G2 H1 H2 IL I2 Jl J2 Kl K2 Ll L2 M1 M2 N1
2N2 )
NRITE (6,3443)

```


```

        2*************)
    8000 DO 47 I=1.LINE 1
CO 47 J=1,2
IF((I.EQ.1).AND.(J.EQ.2))GC TO 47
IF(LINES.GE.9)GO TO 77
WRITE(6,49)KL(I),J
49 FOPMAT(1H0,12X,A1,I1,1X,1H*)
WRITE(6,91)B(1,I,J,1,2)
9I FORMAT (1Ht,16X,I4,2X)
WRITE(6,46)((B)1,I,J,K,L),L=1,2),K=2,LINE1)
46. FORMAT (1H+,22X,20(I4,2X))
GC TO 47
77 WRITE(6,79)KL(I),J
79 FORMAT (1HO, 2X,A1,11,1X,1H*)
WRITE(6,71)B(1,I,J,1,2)
71 FDRMAT(1H+, 6X,I3,1X)
WRITE(6,78)({B(1,I,J,K,L),L=1,2;,K=2,LINE1)
78 FORHAT(1H+,1OX,2O(I3,1X))
47 CONT INUE
IF(IP.EQ.1)RETURN
IF(KA.EO.IIGO TO 148
IF(KA.EQ.IP)GO TO 149
wRITE (6,180)
180 FORMAT(1H,/////,13X,'NCTE: P1 IS AN ARTIFICAL STAKTING PORT AND P2
1 IS AN ARTIFICAL ENDING PORT.''
RETURN
148 NRITE(6,160)
160 FORMAT (1H,/////,13X, 'NOTE: P2 IS AN ARTIFICAL ENDING PORT. ')
RETURN
149 NRITE(6,170)
170 FORMAT(1H ,////, 13X,'NOTE: PI IS AN ARTIFICAL STARTING PORT.')
RETURN
END

```
```

        SUBROUTINE OTPUT2(KAA,KA,OFTION)
        IMPLICIT INTEGER (A-V,Z)
        REAL SGRT,CHTIME,BEDIST,SICEL,SIDE2,TAN,CTN,DLINE,TIME,
        1 CABLE,SPIN,SPOUT,CABOUT,CABIN,SCALE
            DIMENSION KL (15),CABPOS(2),NB(5)
            COMMON /M1/B(3,15,2,15,2)/N2/IINF(2000),IPROB(2000)
            COMIHON /VI/IIKEY(15),JJKEY(15), KKKEY(15),LLKEY(15)
            CCMMON /S1/M,MM,N,R,S,BCUNC/S2/MAX,ICOST,KCOST,LK,TB,GCOST,BCOST
            COMHON/R1/WX(5,15,2),WY(5,15,2)/R2/WXP(2),WYP(2)/R3/XC(5,2),
            1 YC(5,2)/R4/XXP(5,2),YYP(5,2)/R5/NL(5),PATH(5)
            COMMCN /RG/MAP,CABLE,SPIN,SPOUT,CABOUT, CABIN,SCALE,IP,IS,IPP
            COMMON /R7/X(15,2),Y(15,2),XX(15,2),YY(15,2)/R8/TAN(15),CTN(15);
        1
            OL INE(15),TIME(15), BEDIST
            DATA CABFCS/3HOUT,3H IN/
            DATA KL/1HP,IHA,1HB,1HC,1HD,1HE,1HF,1HG,1HH,1HI,1HJ,1HK,1HL,1HM,
                1 1HN/
            DATA NB/2H#1,2H#2,2H#3,2H#4,2H#5/
    C
C

```

```

C PRINT ROUTINE - OPTIMUM PATH

```

```

    LI NES=NL (KAA)
    LINEI=LINES+1
    6001 IF(MAP.EO.O) GO TO 555
WRI TE (6,72)
72 FORMAT (1H1,1X,////)
WRITE (0,724) KAA
724 FORIAAT131X,12HPROSPECT NO:,I3////
WRITE (6,6002)
6002 FORMAT (29X, 20H************************)
WRITE (6,6003)
6003 FQRMAT (29X, 1H*, 18X, 1H*).
WRITE (6,6003)
IF(OPT ION.EQ.2)GO TO 1
WRITE (6,6100)
6100 FORMAT (29X, 1H*, 3X, 12HCPTIMUN PATH, 3X, 1H*)
GO TO 3
1 NRITE(6,2)
2 FORMAT (29X, 1H* , 3X, 12HCFTICN PATH, 3X, 1H*)
3 WRITE (6,6200)
6200 FORMAT (1H+, 32X, 12H_________)
WRITE (6,6003)
6400 FURMAT (29X, 1H*, 5X, Al, IL, 4H TO , Al, I1, 5X, 1H*)
XB=0.
DO 6703 I= L,LINE I
IF(IP.EQ.1)GO TO 6706
IF((I.EQ.1).AND.(KA.NE.I))CO TO 6704
IF((I.EQ.LINEI).AND.(KA.NE.IP))GO TO 6705
GO TO 6706
6705 KA2 = KA+1
KR=PATH(KA2)
WRITE(6,6402)KL(IIKEY(I)),JJKEY(I),NB(KR!

```
```

6402 FORMAT (29X, 1H*, 5X, A1, I1, 4H TO, A2, 5X, 1H*)
GO TO 6703
6704 KA1=KA-1
KG=PATH(KAl)
WRITE(6,6401)NB(KG),KL(KKKEY(I)),LLKEY(I)
6401 FORMAT (29X, 1H*, 5X, A2, 4H TO, A1, IL, 5X, 1H*)
WRITE(6,6003)
XB=XB+B(1,IIKEY(I),JJKEY(I),KKKEY(I),LLKEY(I))
GO TO 6703
6706 WRITE(6,6400)KL(IIKEY(I)),JJKEY(I),KL(KKKEY(I)),LLKEY(I)
WRITE(6,6003)
XB=XB+B(I,IIKEY(I),JJKEY(I),KKKEY(I),LLKEY(I))
67C3 CONTINLE
WRITE (6,6600) XB
6600 FORMAT (29X, 1H*, 6X, F5.0, 7X; 1H*)
WRITE (6,6003)
WRITE (6,6003)
WRITE (6,0002)
WRITE (6,72)
RETURN
C
555 WRITE (6,72)
WRITE (6,724) KAA
WRITE (6,260)
260 FORMAT(16X, 46H***********\#\#\#\#**************************************)
WRITE (6,261)
261 FORMAT(16X, 1H*, 44X, 1H*)
WRITE (6,261)
IF(OPTION.EQ.2)GO TO 11
WRITE (6,262)
262 FOR:HAT(16X, 1H*, 10X, 24HOPTIMUM PATH INFORMATION, 1OX, 1H*)
GO TO 23
11 WRITE{6,12)
12 FORMAT (16X, 1H*, 10X, 24HOPTION PATH INFORMATION, 1OX, 1H*)
23 WRITE (6,261)
WRITE (6,261)
WRITE (6,263)
263 FORMAT(L6X, 12H* FROM TO, 5X, 5HCABLE, 5X, 5HMILES, 5X,
1 9HHOURS *)
WRITE (6,264)
264 FORMAT IIH+, 19X, 8H____ __.5X, 5H____, 5X, 5H____, 5X, 5H_____,
1_)
WRITE (6.261)
265 FDRMAT(16X, 1H*, 4X,AL,I1,3H-,A1, II, 6X, 3H IN, 6X, F4,0, 6X,
1 F4.0. 4X, 1H*)
266 FORMAT (16X, 1H*, 4X, A1, I1, 3H-, Al, II, 6X, A3, 6X, F4,0, 6X,
1, F4.0, 4X, 1H*)
207 FORMAT(16X, 1H*, 4X, A1, I1,3H-,Al,IL,6X, 3H IN, 6X, F4.0, 6X,
1 F4.0, 4X, 1H*)
258 FORIMATIISX, 1H*, 4X, AI, II, 3H - , Al, Il, 6X, 3HOUT, 6X, F4.0,
1 6X, F4.0, 4X, 1H*)
WB3=8(3,IIKEY(1),JJKEY(1),KKKEY(1),LLKEY(1))
WB l=B(1,IIKEY(1),JJKEY(1),KKKEY(1),LLKEY(1))
IF(IP.EQ.IIGO TO 1500
IF(KA.EG.I)GE TO 1500
KA 1=KA-1
KG=PATHI(KAL)

```
```

    WRITE(6,1265)NB(KG),KL(KKKEY(1)),LLKEEY(1), WB3,WB1
    1265 FORMAT (1GX, 1H*, 4X, A2,3H-,AL, II, 6X, 3H IN, 6X, F4.O, 6X,
1 F4.0, 4X, 1H*)
GO TO 1501
1500 WRITE(6,265)KL(IIKEY(1)),JJKEY(1),KL(KKKEY(1)),LLKEY(1),WB3,WB1
1501 LL=3-LLKEY(1)
WRITE(6,261)
I2=KKKEY(1)-1
WRITE(6,268)KL(KKKEY(1)),LLKEY(1),KL(KKKEY(1)),LL,
1DL!NE(I2),TIME(I2)
WRITE(6,261)
OO 500 I=2,LINES
KBETA=1
LL=3-LLKEY(I)
XYZD=B{3,IIKEY(I),JJKEY(I),KKKEY(I),LLKEY(I))-CABLE
IF(XYZD.GT.BEDIST)KBETA=2
WB3=B(3,IIKEY(I),JJKEY(I),KKKEY(I),LLKEY(I))
WB1=B(1,IIKEY(I);JJKEY(I),KKKEY(I),LLKEY(I))
WRITE(6,266)KL(IIKEY(I)),JJKEY(I),KL(KKKEY(I).),LLKEY(I),
1 CABPOS(KBETAII,WB3,WB1
WRITE(6,261)
I I=KKKEY(I)-1
WRITE(6,268)KL(KKKEY(I)),LLKEY(I),KL(KKKEY(I)),LL,
10LINE(Il),TINE(II)
WRITE(6,261)
500 CONT INUE
J=LINEI
WB3=B(3,IIKEY(J),JJKEY(J),KKKEY(J),LLKEY(J))
WBI=B(l,IIKEY(J),JJKEY(J),KKKEY(J),LLKEY(J))
IF(IP.EQ.1)GO TO 2500
IF(KA.EQ.IP)GO TO 2500
KA2 =KA +1
KR=PATH (KA2)
WRITE(6,1267)KL(IIKEY(J)),JJKEY(J),NB(KR),W83,WB1
1267 FORMAT (16X, 1H*, 4X, A1, Il,3H-, A2,6X, 3H IN, 6X, F4.0,6X,
l F4.C, 4X, 1H*)
GO TO 2501
2500. WRITE(6,267)KL(IIKEY(J)),JJKEY(J),KL(KKKEY(J)),LLKEY(J),
1WB3,WB1
2501 YMILES=0.
YHOURS =0.
DO 600 I= I,LINEI
IF(IP.EQ.IIGO TO 2502
IF((I.EQ.LINEI).AND.(KA.NE.IP))GOTO EOO
2502 YMILES=YMILES+B(3,IIKEY(I),JJKEY(I),KKKEY(I) ,LLKEY(I))
YHOURS=YHOURS + B(1,IIKEY(I),JJKEY(I),KKKEY(I),LLKEY(I))
EOO CONTINUE
WRITE (6,261)
WRITE (6,261)
WRITE (6,260)
WRITE (6.261)
WRITE (6.261)
WPITE (6,270)
270 FORMAT (16X, 1H*, 24X, 5HHOURS, 4X; 5HMILES, 6X, 1H*)
WRITE (6,271)
271 FOFMAT (1H+, 40X, 5H_____., 4X, 5H_____)
WRITE (6,261)
XHOURS = 0.

```
```

        XMILESS = 0.
        DO 876 K=1,LINES
        XHOURS = XHOURS + TIME(K)
        XMILES = XMILES + DLINE(K)
    876 CONTINUE
        WRITE (6,272) XHOURS, XHILES
    272 FORMAT (16X, 1H*, 6X, 1OHPROCUCTIVE, 8X, F5.0, 4X, F5.0, 6X, 1H*)
        WRITE (6,261)
        NRITE (6,273) YHOURS, YMILES
    273 FORMAT(16X, 1H*, 6X, 14HNOA-PRODUCTIVE, 4X, F5.0, 4X, F5.0,6X,
        l 1H*)
        WRITE (6,274)
    274 FORMAT (1H+,
        WRITE (6,261)
        WHOURS = XHOURS + YHOURS
        WMILES = XMILES + YHILES
        WRITE (6,275) WHOURS, WMILES
    275 FORMAT (16X, 1H*, 6X, 5HTOTAL, 13X, F5.0, 4X, F5.0, 6X, 1H*)
        WRITE (6,261)
        WRITE (6,261)
        WRITE (6,260)
        WRITE (6,72)
    C

```

```

        RETURN
        END
    ```
```

    SUBROUTINE ROUTE(KAA.TYPE)
    C
C
IMPLICIT INTEGER (A-V,Z)
COMMCN/M1/B(3,15,2,15,2)/M2/IINF(2000),IPROB(2000)
COMMON /GI/ILINK(15),JLINK(15),KLINK(15),LLINK(15)
COMMON/SI/M,MM,N,R,S,BOUND/S2/MAX,ICOST,KCOST,LK,TB,GCOST, ECOST
CCMMCN /S3/TN,SR
COMMON /R5/NL(5),PATH(5)
C INITIATE ALL DATA
TO (61,62),TYPE
61N=NL(KAA)+1
GO TO 65
6 2 N = K A A
65 TB=M
MM=2*M
COST=0
R=1
CALL ELAPSE(ITIME)
JT IME=0
C call slbroutine sstree tc calculate low bouno us ing shoptest spanning tree
C METHOD.
C
c Call sstree
C AOD UP the procuctive distailce and asSIGN the infinite
G TO EACH PRODUCTIVELINE
DO'9 I=1,N
IF(I.NE.1)COST=CCST+E(1,I,1,I,2)
B(1,I,1,I,1)=M
B(1,I,1,1,2)=M
B(1,I,2,I,1)=M
B(1,I,2,I,2)=M
9. cont INUE
GCOST=COST
C
C ASSIGN ROW OF P2 AND COLUMN OF PI TO INFINITY
c
B(1,1,2,1,1)=MM
B(1,1,2,1,2)=MM
C
C
SEARCH THE BRANCH
16 IFIR.GT.1IGO TO 500
S=1
GO TO 15
C
find the node with longest inclusive linkage.

```
```

    C
        500 MAX=-M
        E=0
        DO 50 I=2,R
        IG=I INF(I)/1000000000
        IF(IG.EQ.I)GC TO }5
        BV= IPRCB (I)/10000
        IF(TB.GT,BV)GO TO 20
        IINF(I)=IINF(I)+1000000000
        GO TU 50
    20 INC={IINF(I)-(IINF(I)/1000000000)*1000000000)/10000000
        IF(MAX.GE.INC)GO TO 50
        E=I
        MAX=INC
    50 CONTINLE
    C
C IF THERE IS NO NODE WITH BOUND THAT IS LESS THAN CURRENT OPTIMAL
C SOLUTION, STOP. OTHERWISE, FIND THE NODE WITH LEAST BOUND.
C
IF(E.EG.OIRETURN
BOUND=IPROB(E)/10000
IINF(E)=IINF(E)+1000000000
S=E
C
C RESET THE COST MATRIX FOR THIS NODE TO COORESPOND WITH SOME CONSTRAINTS.
C
15 CALL MSET
IF(LK.EQ.NIGO TO 500
C
C REDUCE THE COST MATRIX,IIF NEED.
C
ICDSJ=0
KCOST=0
10 DO 11 I=1,N
CALL REOUCL(I)
11 CONTINLE
DO 12 K=1,N
CALL REDUCZ(K)
12 CONTINUE
C
C FIND THE NAXIMUM EXCLUSIVE LINKAGE THAT WILL BE USED TO BRANCH SUB-NODE.
C
IF(S.GT.1)GO TO 14
BOUND = COST +I COST +K COST
14 CALL PIVOT
CALL ELAPSE(ITIME)
JT IME = JTIME +ITIME
IF(JTIME.LT.TM)GO TO 500
XCOST= RCOST+GCOST
XTOTAL=TGTAL
XDIFF=(XTOTAL-XCOST)/XCOST
IF(XDIFF.,GT.SRIGO TO 500
WRITE(6,255)
255 FORMAT(1HO.9X, 'THE LAST SCLUTION ABOVE IS AN APPROXIMATION')
RETURN
END

```
```

SUBROUTINE MSET
C
C
C
SUBROUTE MSET IS USED TO REST THE COST MATRIX FOR SOME PARTICULAR NODE TO COORESPOND WITH SOME CGNSTRAINTS.
IMPLICIT INTEGER (A-V,Z)
DIMENSION KL(15)
COMMCN / M1/E(3, 15,2,15,2)/M2/IINF(2000),IPROB(2000)
COMMON /GI/ILINK(15),JLINK(15), KLINK(15),LLINK(15)
COMMUN /VI/IIKEY(15),JJKEY(15), KKKEY(15),LLKEY(15)
COMMCN /SI/M,MM,N,R,S, BCUND/S $2 / M A X, I C O S T, K C O S T, L K, T B, G C O S T, B C O S T$
DATA KL/1HP,1HA,1HB,1HC,1HC,1HE,1HF,1HG,1HH,1HI,1HJ,1HK,1HL,1HM,
$11 \mathrm{HN} /$
C
$C$
$C$
$L K=0$
DO $1 \quad I=1$, $N$
DO $1 \mathrm{~J}=1,2$
DO $1 K=1, N$
OO $1 \mathrm{~L}=1,2$
$B(2, I, J, K, L)=B(1, I, J, K, L)$
1 CONTINUE
TRACE THE INFORMATION BACK FROM CURRENT NOOE UPTO ALL TOUR NODE. UNPACK THE INFORMAT ION FOR EACH NODE TO DBTAIN LINKAGE AND BUUND VALUE.
IFIS.EQ.I)RETURN
IS $=S$
50 In=(IINF(IS)-(IINF(IS)/10000000)*10000000)/1000000
3 IG=IINF(IS)
5 LL. $=\mathrm{IG}-(\mathrm{IG} / 10) * 10$
$K K=(I G-(I G / 100 C) * 1000) / 10$
$J J=(I G-(I G / 10000) * 10000) / 1000$
$I I=(I G-(I G / 1000000) * 1000000 t / 10000$
DETERMINE WHETHER IT IS INCLUSIVE LINKAGE OR EXCLUSIVE LINKAGE.
IFIID.EQ. 21 GO TO 10
$L K=L K+1$
$I L I N K(L K)=I I$
JLINK (LK) = JJ
$K L I N K(L K)=K K$
LLINK(LK) $=L L$
JJJ=3-JJ
LLL=3-LL
B(2,II,1,1,1)=MM
$B(2, I I, 2,1,2)=M M$
$B(2, K K, L L, 1, L L)=M M$
$B(2,1, J J J, I I, J J)=M M$
$3\left(2,1,1,{ }^{\circ} K K, 2\right)=M M$
$B(2,1,2, K K, 1)=M M$
GOTO 20
$10 \operatorname{IF}(B(2, I I, J J, K K, L L) . E Q . M M) G O$ TO 20
B(2,II,JJ,KK,LL)=M
20. I P=IPROB (IS)-(IPROB(IS)/10000)*10000

```
```

        IF(IP.EO.9999)GO TO 100
        IS = IP
        GO TO 50
    C
c IF ALL LINKAGE FORM A CHAIN OF N LINKAKES, THEN PRINT OUT OPTIMAL ROUTE
C AND RETURN. OTHERWISE, CALL SUBROUTINE LINK TO FIND THE LINKAGE THAT WILL
C FORM SUBTOUR AND SET THIS LINKAEE TO INFINITY.
100 IF(LK.EQ.N)GO TO 95
CALL LINK
RETURN
95 IFITB.LE.BOUNDIRETURN
TB=BCUND
C
C
SEQUENCE ALL LINKAGES TO START WITH P1 AND END WITH P2.
I A = 1
JA=1
IG=0
24 IG=IG+1
IF(IG.GT.LK)GO TO 25
DO 22 I=1,LK
IF((IA.EQ.ILINK(I)).AND.(JA.EQ.JLINK(I)))GO TO 23
22 CONT INUE
23 IIKEY(IG)=ILINK(I)
JJKEY(IG)=JLINK(I)
KKKEY(IG)=KLINK(I)
LLKEY(IG)=LLINK(I)
IA=KLINK(I)
JA=3-LLINK(I)
ILINK(I)=0
JLINK(1)=0
KLINK(I)=0
LLINK(I)=0
GO.TO 24
C
C WRITE THE OPTIMAL TOUR
25 WRITE(6,6)(KL(IIKEY(I)),JJKEY(I),KL(KKKEY(I)),LLKEY(I),I=1,LK)
6 FORMAT (9X,Al,I1,14X,Al,I1)
QB=TB-GCOST
WRITE(6,7)TB,QB
7 FORMAT(1HO,'TOTAL DISTANCE=',I5,6X,'NON-PROCUCTIVE DISTANCE=',I5,
1//////
RETURN
END

```
SUBROUTINE REDUCI(I)
```

C
C SUBROUTINE REDUCIII) IS USED TO FIND ROW MINIMUM IN EACH ROW
C AND SUBTRACT THE MINIMUM FRCM THIS ROW
C
IMPLICIT INTEGER (A-V,Z)
CDMMCN/M1/B(3,15,2,15,2)/N2/IINF(2000),IPROB(2000)
COMMON /S1/M,MM,N,R,S,BCUND/S2/MAX,ICOST,KCOST,LK,TB,GCOST,RCOST
C
C , FIND RCW NINIMUM
C
MIN=M
DO 2 J=1,2
IF(B(2,I,J,1,J).EQ.MM)GO TC 2
OO 1 K=1,N
OO 1 L=1,2
LL=3-L
IF(B(2,1,LL,K,L).EQ.MM)GO TO 1
IF(B(2,I,J,K,L).LT.MIN)MIN=P(2,I,J,K,L)
1 CONTINLE
2 continue
C
C
SUBTRACT ROW MINIMUM FRGM EACH FCW
IFIMIN.EQ.O.OR.MIN.EQ.MIRETURN
ICOST=ICOST+MIN
10 4 J=1,2
IF(B(2,I,J,1,J).EQ.MM)GO TO 4
OO 3 K=1,N
DO 3 L=1,2
LL=3-L
IF(B(2,1,LL,K,L).EQ.MM)GO TO 3
IF(B(2,I,J,K,L).EO.M)GO TO 3
B(2,T,J,K,L)=B(2,I,J,K,L)-MIN
3 CONTINUE
4 CONTINUE
RETURN
END

```
```

C
C SUBROUTINE REDUCZ(K) IS USEC TO FIND CCLUMN MINIMUM IN EACH COLUMN
C AND SUBTRACT THE MINIMUM FROM THIS COLUMN
C
IMPLICIT INTEGER ( }\Delta-V,Z
COMMON/M1/B(3,15,2,15,2)/M2/IINF(2000),IPROB(2000)
COMMON /SI/M,MM,N,R,S,BOUND/S2/MAX,ICOST,KCOST,LK,TB,GCOST,BCOST
C
C FINO COLUMN MINIMUM
C
MI N=M
DO 2L=1,2
LL=3-L
IF(B(2,1,LL,K,L).EG.MM)GO TO 2
DO 1 I=1,N
DO 1 J=1,2
IF(B(2,I,J,1,J):EQ.MM)GO TO 1
IF(B(2,I,J,K,L).LT.MIN)MIN=B(2,I,J,K,L)
l cont inue
2 cuntinue
C SUBTRACT COLUMN MINIMUM FROM EACH COLUMN
C
IFIMIN.EO.O.OR.MIN,EQ.NIRETURN
KCOST=KCOST TMIN
00 4 L=1,2
LL=3-L
IF(B(2,1,LL,K,L).EQ.MMIGO TO 4
DO 3 I=1,N
DO 3 J=1,2
IF(B(2,I,J,1,J).EQ.MM)GO TO 3
IF(B(2,I.,J,K,L).EG.M)GC TC 3
3(2,I,J,K,L)=B(2,I,J,K,L)-MIN
3 CONTINUE
4 continue
RETURN
END

```
```

C SUBROUTINE PIVOT IS USED TO FIND THE MAXIMUM EXCLUSIVE LINKAGE
C THAT WILL BE USED TO BRANCH SUB-NODE.
C
IMPLICIT INTEGER (A-V,Z)
DIMENS ION SECROW (20),SECCCL(20),IZ(60),JZ(60),KZ(60),LZ(60)
COMMON /M1/B(3,15,2,15,2)/M2/IINF(2000).,1PROB(2000)
COMMON /GI/ILINK(15),JLINK(15),KLINK(15),LLINK(15)
COMMCN /S1/M,MM,N,R,S,BCUNC/S2/MAX,ICOST,KCOST,LK,TB,GCOST,BCOST
Q=0
C
C SEARCH FOR ZERO ENTRY IN EACH RCW AND FIND ROW MINIMUM
C
DO 3 I=1,N
Q1=0
SECROW(I)=M
00 3 J=1,2
IF(B(2,I,J,I,J).EG.HM)GO TO 3
DO 2 K=1,N
DO 2 L=1,2
LI}=3-
IF(B(2,1,LL,K,L).EO.MM)GO TO 2
IF(B(2,I,J,K,L).EQ.O)GO TOं 1
IF(B(2,I,J,K,L).LT.SECROW(I))SECROW(I)=8(2,I,J,K,L)
GO TO 2
l 0=0+1
QL=QL+1
IZ(0)=1
JZ(Q)=J
KZ(0)=K
LZ(Q)=L
IF(GL.EQ.2)SECROW(I)=0
2 CONTINLE
3 CONTINUE
SEARCH FCR ZERO ENTRY IN EACH CCLUMN AND FIND COLUMN MINIMUM
DO 9 K=1,N
SECCOL}(K)=
Q1=1
DO 8 L=1,2
LL=3-L
IF(B(2,1,LL,K,L).EQ.MM)GO TO 8
DO }7\textrm{I}=1,
DO 7 J=1,2
IF(B(2,I,J,1,J).EQ.MM)GO TO 7
IF(BI2,I,J,K,L).EG.O)GOTO 4
IF(B(2,I,J,K,L),LT,SECCOL(K))SECCOL(K)=B(2,I,J,K,L)
GO TO }
4 GO TO (6,5),01
SECCOL(K.)=0
G1] TO }
6 Q1=01+1
CONTINUE
cont inue
CONT I NUE
C

```
```

C SEARCH THE MAXIMUM EXCLUSIVE LINKGAE.
MAX =-1
KE Y=0
IF(O.EQ.O)RETURN
30 DO 10 J=1,0
I = I Z (J)
K=KZ(J)
SAVE=SECROW(I)+S ECCOL(K)
IF(MAX.GE.SAVEIGO TO 10
MAX = S AVE
KEY=J
10 CDNTINUE
R=R+1
C BRANCH CURRENT NUDE TC TWC SUB-NODE, ONE EXCLUSIVE NODE ANO ONE INCLUS IVE
C NODE OF MAXIMUM EXCLUSIVE LINKAGE.
C
IINF(R)= 2000000+(IZ(KEY))*10000+(JZ(KEY))*1000+(KZ(KEY))*10+
1LZ(KEY)+LK*10000000
IF(S.EG.1)GO TC 15
IPROB (R)=(BOUND+MAX)*10000+S
GO TO 20
15 IPROB(R)=(BOUNC+MAX)*10000+9999
20 R=R+1
II = I Z (KEY)
JJ=JZ(KEY)
KK=KZ(KEY)
LL = LZ(KEY)
JJJ=3-JJ
LLL=3-LL
B(2,II,1,1,1)=MM
B(2,II,2,1,2)=MM
B(2,KK,LL,1,LL)=MM
B(2,1,JJJ,II,JJ)=MM
B(2,1,1,KK,2)=MM
B(2,1,2,KK,1)=MM
LK=LK+1
ILINK(LK)=II
JLINK(LK)=JJ
KLINK(LK)=KK
LLINK(LK)=LL
CALL LINK
26 ICOST=0
KCOST=0
DO 11 I=1,N
CALL REDUCI(I)
11 CONTINUE
DU 12 K=1,N
CALL REOLC2 (K)
12 CONTINUE
IINF(R)=: 1000000 +(IZ(KEY))*10000+(JZ(KEY))*1000+(KZ(KEY))*10+
1LZ(KEY)+(LK+1)*10000000
IF(S.EQ.1)GO TO 25
IPROB(R) = (BOUND+ICOST +KCOST)* 10000 +S
OE TURN
25 IPROB(R)=(BOUND+ICOST+KCOST)*10000+9999
RETURN
END

```

```

C IF SO, make necessary change for the begining and continue this process.
35 DO 20 z=1,LK
IF((KV(Z).EQ.I).AND.(LV(Z).EQ.JJ))GO TO 25
20 continue
C
C
SET the linkage that will close a chain to infinity to avoid a slbtour.
IF(B(2,K,LL,I,JJ).EQ.MM)GO TO 50
B(2,K,LL,I,JJ)=M
GO TO 50
25 I=IV(Z)
J=JV(Z)
JJ=3-J
IV(Z)=0
JV(Z)=0
KV(Z)=0
LV(Z)=0
GO TO 35
END

```
```

    SUBROUTINE SSTREE
    DO 9 I= I,N
    00 9 J=1,2
    DO 9 K=1,N
    DO 9 L=1,2
    9 B(2,I,J,K,L)=B(1,I,J,K,L)
    C
PDRT .
DO 50 J=1,2
00 50 K=1,N
DO 50 L=1,2
50 B(2,1,J,K,L)=B(2,1,J,K,L)+M/2
DU 55 L=1,2
00 55 I=1,N
00 55 J=1,2
55 B(2,I,J,1,L)=B(2,I,J,1,L)+M/2
C ASSIGN THE LINKAGE BETWEEN STARTING PORT AND ENDING PORT A INFINITY TO
C FORM A CHAIN.
B(2,1,1,1,1)=M
B(2,1,1,1,2)=M
B(2,1,2,1,1)=M
B (2,1,2,1,2)=M
Subroutine SStree is uSEd to CalCULATE LOW bOUND OF the problem by
USING SHORTEST SPANNING TREE METHOD.
IMPLICIT INTEGER (A-V,Z)
DIMENSION V(15,2),A(15,2,15,2),ITEMP(30),JTEMP(30),KTEMP(30),
ILTEMP(30)
COMMON /M1/B(3,15,2,15,2)/N2/IINF(2000),IPROB(2000)
COMMON /SI/M,MM,N,R,S,BOUND/S2/MAX,ICOST,KCOST,LK,TB,GCOST,BCOST
COMMCN /S3/TN,SR
BCOST=0
C=0
T=0
NM=2*N-1
DO 11 I= 1,N
DO 11 J=1,2
11V(I,J)=0
COPY THE ORIGINAL COST MATRIX TO OPERATIONAL MATRIX.
ASSIGN A ZERO TO ALL PRODUCTIVE LINE.
DO 60 I=2,N
DO 60 J=1,2
DO 60 K=2,N
DO 60 L=1,2

```
C
C
\(\stackrel{C}{C}\)
C
C
\(c\)
C
C
C
C
c
c
C
C
C
C
C
```

    LL=3-L
    IF((I.EQ.K).AND.(J.EQ.L)) E(2,I,J,K,L)=M
    IF((I.EQ.K).AND.(J.EQ.LL))B(2,I,J,K,L)=0
    6 0 CONT INUE
C
AT EACH STAGE OF SUBROUTINE, ONE EDGE IS CONS IDEREO WHERELY ONE
OF fOUR POSSIbLE CONDITIONS WILL ARISE. IF NEITHE OF VERTICES IS
inCluded in a tree, tris ecge is taken as new tree anc its eoge is
NUMBERED BY AN INCREMENTED NUMBER C. IF ONE VERTEX IS IN a TREE, THE
EDGE WILL be GROWN to this tree. If the TwO vertices are in different
tree, these will be grafted intc a single tree by renumbering the vertices
of the Component. finally, If both vertices are in the same tree, the
edge completes a cycle of the graph ano consequently will not•be
CONSIDERED FURTHER.
10.MIN=2*MM
DO 1 I=1,N
DU 1 J=1,2
DO 1 K=1,N
DO 1 L=1,2
IFIMIN.LE.B(2;I,J,K,L))GO TO I
MIN=B(2,I,J,K,L)
II = I
JJ= J
KK=K
LL=L
l CONTINUE
ó IF(V(II,JJ).NE.O)GO TO 5
IF(V(KK,LL).NE.O)GO TC 15
C=C+1
V(II,JJ)=C
V(KK,LL)=C
GO TO 2
15 V(II,JJ)=V(KK,LL)
GO TO 2
5 IF(V(KK,LL).NE.O)GO TO 25
V(KK,LL)=V(II,JJ)
GO TO 2.
25 IF(V(II,JJ).EO.V(KK,LL))GO TO. 35
Il=V(II,JJ)
Kl=V(KK,LL)
OO 40 E=1,N
DO 40 F=1,2
IF(V(E,F).EQ.K1)V(E,F)=II
40 CONTINUE
2 T=T+1
ITEMP (T)=II
JTEMP(T)=JJ
KTEMP(T)=KK
LTEMP(T)=LL
BCOST=BCOST+B(2,II,JJ,KK,LL)
35 B(2,II,JJ,KK,LL)=M
IF(T.LT.NM)GO TO 10
BCOST=BC.OST T-M
WRITE(6,100)BCCST
100 FORMAT(1HO,9X,'COST OF SHORTEST SPANNING TREE =',IIO)
RETURN
END

```


SHIP NO: 1


PENALTY MATRIX FOR PROSPECT NO: 1


PROSPECT NO:
1


PENALTY MATRIX FOR PROSPECT NO: 2
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{11}{|r|}{\multirow[t]{2}{*}{}} \\
\hline & & & & & & & & & & \\
\hline P1 & * & 31 & 12 & 27 & 12 & 29 & 15 & 32 & 16 & 32 \\
\hline Al & * & 29 & **** & 16 & 4 & 16 & 8 & 20 & 8 & 21 \\
\hline A2 & * & 25 & 16 & **** & 18 & 7 & 21 & 14 & 12 & 18 \\
\hline B1 & * & 33 & 4 & 18 & **** & 18 & 4 & 20 & 12 & 20 \\
\hline B 2 & * & 32 & 16 & 7 & 18 & **** & 18 & 7 & 16 & 11 \\
\hline Cl & * & 37 & 8 & 21 & 4 & 18 & **** & 19 & 16 & 18 \\
\hline C2 & * & 39 & 20 & 14 & 20 & 7 & 19 & **** & 22 & 4 \\
\hline 01 & * & 21 & 8 & 12 & 12 & 16 & 16 & 22 & **** & 24 \\
\hline 02 & * & 42 & 21 & 18 & 20 & 11 & 18 & 4 & 24 & **** \\
\hline
\end{tabular}

NCTE: PI IS AN ARTIFICAL STARTING PCRT AND P2 IS AN ARTIFICAL ENDING PORT.

\section*{PROSPECT NO: 2}
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{*} & & & & * \\
\hline & & & & * \\
\hline * & \multicolumn{3}{|l|}{QPIIMUM_PATH} & * \\
\hline \multicolumn{5}{|l|}{* *} \\
\hline * & \#1 & TO & A1 & * \\
\hline \multicolumn{5}{|l|}{* *} \\
\hline * & A2 & T0 & B 2 & * \\
\hline \multicolumn{5}{|l|}{*} \\
\hline * & B1 & TO & & * \\
\hline \multicolumn{5}{|l|}{* *} \\
\hline * & C2 & TO & D2 & * \\
\hline \multicolumn{5}{|l|}{* *} \\
\hline * & D1 & TO & & * \\
\hline * & & 27. & & * \\
\hline \multicolumn{5}{|l|}{* *} \\
\hline * & & & & * \\
\hline
\end{tabular}

PENALTY MATRIX FOR PROSPECT NO: 3
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & & P2 & A1 & A2 & 81 & B2 & \(C 1\) & C 2 & D 1 & 02 & E 1 & E2 \\
\hline \multicolumn{13}{|r|}{\#\#******\#\#*************************************************************} \\
\hline P1 & * & 37 & 23 & 28 & 21 & 24 & 16 & 20 & 28 & 12 & 29 & 16 \\
\hline A1 & * & 35 & **** & 11 & 3 & 13 & 8 & 16 & 6 & 13 & 9 & 16 \\
\hline A 2 & * & 26 & 1.1 & **** & 12 & 6 & 17 & 11 & 6 & 16 & 4 & 14 \\
\hline B1 & * & 34 & 3 & 12 & **** & 12 & 6 & 14 & 8 & 10 & 10 & 14 \\
\hline 82 & * & 23 & 13 & 6 & 12 & **** & 16 & 6 & 10 & 12 & 9 & 9 \\
\hline C1 & * & 37 & 8 & 17 & 6 & 16 & **** & 16 & 14 & 8 & 16 & 15 \\
\hline C2 & * & 21 & 16 & 11 & 14 & 6 & 16 & **** & 15 & 10 & 14 & 4 \\
\hline D1 & * & 32 & 6 & 6 & 8 & 10 & 14 & 15 & **** & 16 & 3 & 17 \\
\hline 02 & * & 30 & 13 & 16 & 10 & 12 & 8 & 10 & 16 & **** & 17 & 7 \\
\hline E1 & * & 30 & 9 & 4 & 10 & 9 & 16 & 14 & 3 & 17 & **** & 17 \\
\hline E2 & * & 23 & 16 & 14 & 14 & 9 & 15 & 4 & 17 & 7 & 17 & **** \\
\hline
\end{tabular}

NCTE: PI IS AN ARTIFICAL STARTING PCRT.

PROSPECT NO: 3
\begin{tabular}{|c|c|c|c|c|}
\hline \multicolumn{5}{|l|}{*} \\
\hline \multicolumn{5}{|l|}{*} \\
\hline * & \multicolumn{3}{|l|}{QPIIMUM_PAIH} & * \\
\hline \multicolumn{5}{|l|}{*} \\
\hline * & \#2 & TO & D2 & * \\
\hline \multicolumn{5}{|l|}{*} \\
\hline * & D1 & TO & A 1 & * \\
\hline \multicolumn{5}{|l|}{*} \\
\hline * & A2 & TO & El & * \\
\hline \multicolumn{5}{|l|}{* A2 TOE2} \\
\hline * & & TO & C 2 & * \\
\hline \multicolumn{5}{|l|}{* E2 Toc2 *} \\
\hline * & C 1 & TO & B1 & * \\
\hline \multicolumn{5}{|l|}{*} \\
\hline * & B2 & TO & P2 & * \\
\hline \multicolumn{5}{|l|}{* *} \\
\hline * & & 55. & & * \\
\hline \multicolumn{5}{|l|}{* *} \\
\hline \multicolumn{5}{|l|}{*} \\
\hline \multicolumn{5}{|l|}{} \\
\hline
\end{tabular}
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[^0]:    Figure 3. A Comparison of Execution Time of Dynamic: Programming Methods

