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CHAPTER I 

INTRODUCTION 

Since World War II the study of control systems and dynamical 

systems in general has received increasing attention. More recentlyJ 

the design analysis of complex missile and satellite control systems 

has provided a great impetus to the advancement of studies in these 

areas. However, the increasing demands for more complex and more 

reliable systems have led to a realization that some of the freq_i.;_en

cy domain methods of analysis are inadequate in In.any cases, especially 

for nonlinear systems. 

The need for more comprehensive methods of s-Jstem design and 

analysis that are applicable to linear and nonlinear systems, time

invariant, time-varying and multivariable systems has become evidento 

More specifically, a particular need exists in the area of system 

compensation in order to achieve a more optimum response character

istic. For instance, a system designer may have in mind a tenta:tive 

system design -which he wishes to modify or adjust in order to achieve 

a specified response. However, the questions of just what modifica

"Gions to make or whether there exist suitable modifications are 

difficult to answer. Alternatively, one may wish to compensate an 

existing system in order to improve a certain response characteristic. 

Again the answers to the questions of whether proper compensation 

is pos~i"ble and what form it .may ta.ke are elusive. 

1 
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The study reported herein was undertaken to determine a me·thod 

of system design or compensation that was applicable to nonlinear or 

time-varying multivariable systems and would aid in achieving a nbest 11 

approximation to a desired response characteristic. That is, an ana

lytical technique was sought that would first determine i,Jh.ether an 

existing system or a proposed model could be modified sufficiently 

to produce the desired response. If an acceptable response were 

feasible, then it was desired to know what modifications or additional 

analytic terms were necessary to achieve this response. Finally, but 

no less important, it was desired that the designer be able to deduce 

whether the necessary modifications or additional terms could be 

realized in the physical system. One is logically led to a study of 

modern optimal control theories in an investigation of this nature. 

A survey of publications pertinent to the topic of this study 

revealed that the analysis techniques currently available fail to pro

vide the desired capabilities. In most instances, conventional optirri,al 

control theories lead to open loop control or, at best, an optimum 

parameter closed loop system. Although these methods lead to "the opt:i

mu.m values of the adjustable parameters, the designer gains no 

indication of the effect of additional modifications or wat other 

modifications might be desired. Neither have previous works indicated 

very well how to find fixed paran1eter closed loop approximations to 

the optimum open loop control signal. Some techniques do lead to 

optimum closed loop systems with time-varying feedback gains for 

linear systems with quadratic performance indices. However, in all 

but the most sopM.sticated systerr_s, the physical implerr.entation of 

the proper time-varying gains can be a most difficult taslL 
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In view of the shortcomings and limitations im:posed by current. 

compensation methods, the present study was initiated. It was pro

posed to develop a technique that would be applicable to nonlinear 

systems as ·well as tiv.e-invariant and time-varying linear systems and 

which would determine the proper system modifications and compensation 

to insure the 11best 11 fit to a preselected system response. 

This report documents the results of the ensuing investigation, 

the developr,ent of the technique, and demonstrates its applicat.ion 

to several nonlinear systems. In particular, Chapter II presents a 

brief sumrna:rJ of the statement of the problem and the results of pre

vious investigatj_ons. Chapter III states the specific objectives of 

this study, while the followlng chapter reviews some basic principles 

and presents, in detail, the development of the compensation techni= 

que. Typical nonlinear hydraulic and electrical systems are utilized 

to demonstrate the utility of the method in Chapter V. A siJJ!ll!'.ary of 

the application and limitations of the cornpensation procedure and 

recommendations for future investigations are given in the final 

chapter. 



CHAPTER II 

PROBLEM STATEMENT AND PREVIOUS INVESTIGATIONS 

The terms "system" and "control system" are very general and 

can be used to describe a wide variety of phy-sical, chemical, socio-

economical and biological processes. Thus the first section of this 

chapter is devoted to defining the types of system to which this 

study is most applicable and some of the primary objectives in sys-

tem compensation. The second section reviews the works of several 

investigators who have studi~d the problem of system modification in 

order to meet response specifications. 

Statement of the Problem 

The study reported herein concerns certain aspects of compen-

sating nonlinear mechanical, hydraulic, pneumatic or electrical 

systems in order to achieve desired response characteristics. 

"Compensation" is generally taken in this thesis to mean. the modifi-

cation or adjustment of an existing system as opposed to the initial 

"design" or synthesis of a system. The problem is generally described 

as determining the proper adjustments to system parameters and select-

ing the appropriate additional feedback loops and gains. 

The general dynamical system model has the form 

i = f (:x:' u' t) - ..,_ -
where x is an n-vector of state variables, u is an m-vector of 

4 
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deterministic inputs, f is an n-vector function of x and ~' 

t is the independent variable time and x is an n-vector of stat,e 

time derivatives. The inputs ~ are assumed to be kno~m and fixed 

and the vector functio~ f is assumed to be continuous and to have 

continuous partials with respect to x and t. 

In order to illustrate some of the problems encountered in sys

tem compensation, consider the following. Assume that the following 

nonlinear differential equation describes the dynamics of same 

physical system. 

(2-1) 
12 = -c 1x 2 - c 2x 1 - c 3x 1x 2 + u(t) 

It is desired to alter the system represented by Equation (2-1) in 

order to obtain a 11better 11 system. The problem, siJ.nply stated., .is to 

adjust the coefficients (c1 , c2, c3) and/or add additional terms 

to the equation so that the equation solution will perform in a 

specified desirable manner and thus, the system performance w:i.11 

respond with a like behavior. 

Assume that the system mode],. given in Equation ( 2-1) has ini t:Lal 

coefficient valv.es c1 , c2 and c 3 such that the solution to the equa·= 

tion is as shown in Figure 1, Curve A. This highly oscillatory 

response may be undesirable while a response as shmm by Curve B 

would be acceptable. Thus it is desired to add terms as needed to 

the equation and adjust the gains c1 , c2 and c3 and those asso

ciated with the new terms so that the response approximates Curve B 

as closely as possible. 

However, the gains or parameter values must be limited to insure 

physical realizability. Hence any technique developed that would aid 



in the derivation of the proper parameter values and necessary addi

tional terms must be capable of considering physical realizability 

requirements also. 

6 

In addition to shaping the state response to some desired value 

while considering realizability requirements, it .rr.ay also be desirable 

in ~orr.e instances to limit extreme values of the state variableso 

lh:i.le the above discussion ,vas concerned 1rJith shaping the response 

x1(t) to some desired function, no control or restriction ~s 

placed on xit). 'I'hus it is quite possible that in. arriving at 

the response ah.own by Curve B in Figure 1, the other state variable 

is caused to take some uncesirable form as sho1rm in Figure 2o Al~ 

though the e:xact shape or form of the response of x2 is not 

critical, it way be preferable to lir.'lit the maximum amplitude of 

x 2 as shoi;-m. Hence, another problem encountered in 

system cor::pensation is to lirnit the maxima or min:iJr.a. of some of the 

..,tate variables ·while shaping the response of others. 

Previous Investigations 

A significant amount of investigation has been accomplished in 

recent years in the general area of the selection of system parameters 

or system rr.odificaticns in order to meet solution specifications. Of 

consequence though, only a few of these works are generally applicable 

to nonlinear systems. A brief review of these articles will aid in 

understanding the technique proposed herein. The following articles 

are divided into three general categories--(1) parameter optimization 

only for linear systetr.s, ( 2) parameter optimization .for nonlinear 
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systems, and ( 3) parameter optimization and syste.'11 design of linear 

and nonlinear systems. 

Parameter Optimization of Linear Systems 

Perhaps most general in application to linear systems is a method 

developed by C.M. Ba.con in referen.ces (1, 2)"\ Bacon presents a 

technique whereby the desired response of a linear dynamical system 

model is specified as a solution to a linear matrix differential 

equation. An error criterion is formulated based on the algebraic 

properties of state-space system models and is then minimized, driv-

ing the system pararr.eters to vallies which minimize weighted differences 

be'tueen coefficients in the desired and optimum solutions. 

Ba.con discusses systems described in general by 

x=Ax+Bu - -... -- (2-2) 

1ol'here :x = state vec·tor, ~ = input vector, y_ = output vectors, and 

!:_, ~' Q, Q = coeft'icient .matrices. One particular advantage of 

Bacon 1s wethod over several others is ·the fact that the necessary 

coordination. of adjustments to ele:ir.ents of the coefficient matrices 

that are functions of the same system parameter is taken into accounto 

H01i!ever, as :mentioned above, his procedure is limited to linear sys-

tem modeis and allows only the specification of linear differential 

equation solutions as desired responses. 

One additional point wi. th regard to Bacon I s pq.rameter optimiza-

t:Lon method will be made here. The error criteria formulated in his 

~,~ ~ 

Numbers in parentheses refer to references listed in the 
Bib1:i.og1~aphy. 
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paper is not time dependent; it requires the solution of one system 

of equations to match the solution of ;mother system for all time O 

Thus the designer is not able to emphasize one portion in time of the 

system response over another. In some instances, for example, only 

the transient portion of the system response is of interest to the 

designer and the response error during ·this time only wolLld be of 

interest. The method of parameter selection presented herein allows 

this desired 11 weighting11 of the error criteria. 

A method similar in concept to that presented by Bacon is de-

scribed by Z. V. Rekasius in (3). Rekasius presents a method generally 

applicable to linear systems "Whereby a performance functional is 

formed from a specified system response. The desired response, ex-

pressed by a linear homogeneous differential equation, representf' 

the ideal, toward . which the system is optimized. A Lyapunov 

function is formed to minimi.ze the performance index which in turn 

drives the system response closer to the ideal response. This methodJ 

however, possesses some of the same limitations as the method devel-

oped by Bacon; that is, it is applicable to linear systems only and 

the performance functional is limited in form. 

A method of compensation for linear systerr.s is developed by 

J .G. Mrazek in (4). 'rhis method requires that the system state model 

be written as 

x=Ax+Bu. - -- -- ( 2-3) 

The state equation is then transformed to the normal form so that the 

system eigenvalues ( characteristic values) are displayed in the trans= 

formed A matrix. The eigenvalues are used to calculate a t,ransient; 

response criterion termed "steadiness ,factor" v.ihich is to a degree, a 
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measure of the total response overshoot to a step input and is 

a function of the response rise time. The procedure then is to adjust 

the eigenvalues to give an acceptable steadiness fad;or value. 'fhe 

state equation is next transformed back to the standard form 

(Equation (2-3)) resulting in new coefficient matrices ! and B. 

The response to this new state equation wlll. yield, or approach as 

closely as possible, the desired steadiness factor. 

Mrazek' s method offers the advantage of emphasizing the tran-

sient portion of the response rather than the corr.plete time history. 

However, a disadvantage is inherent in that adjustments are rr.ade to 

the coefficients in the A ma·trix without regard for the fad that, 

the same system parameter may be represented in two or :more of the 

coefficients. That is., the possibility exists of the compensat,ion 

technique adjusting one ooefficient upwards and another dcivmwards 

vlhile they both represent the same system param~ter. The method 

presented in this ·~hesis is not hampered by this difficulty since the 

physical parameters themselves may be adjusted. 

Parameter 0,Ptimization of Nonlinear Systemic! 

A.J. Koivuniemi presents an algorithm in (5) for parameter opti-

mization of nonlinear systerr'.s in J.imited cases. Ee discusses a pro-

cedure whereby the elements of a parameter set a.re adjust,od so that 

the performance index is minimized (via gradient method). However, his 

method is limited to a particular performance functional, namely 

J = ~x(T}, R x(T)> ( 2-4) - --
1<Jhere x is the state vector, T is the ( fixed) terminal time of 

the process, R is a constant positive semi-definite :matrix., and 
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J the scalar performance index value. Koivuniemi 1s method offers 

the advantage of being applicable to nonlinear systems but is severely 

limited by the fact that the vmole procedure is based on the particu

lar perforrnance index given in Eq'Qa:tion (2-4). Since the performance 

index is eval1..1a.ted at the terrninal time only, the utility of his 

method is limited to terminal cost problems only. 

A rr1ethod of nonlinear system compensation discussed by 

D.A. Hullender in Chapter II of reference (6) is a method fairly 

general in application. This technique makes use of the system sen,si

tj_vity coefficients 'to adJust the parameters of the system to obtain 

a specified response, or , essentially, to solve the parameter opt,imi

zation problem. The sensitivity coefficient is essentially the rate 

of change of a state variable with respect to a change in a system 

parameter. By calculating the sensitiv-ity coefficients of a state 

variable, one is able to compute the required variations in the 

system parameters in order to driv-e that state variable to a desired 

response. A numerical technique ni.ay be formulated to minimize an 

error function (integral square error) by adjusting the system param

eters using the gradient method. 

This method offers several advantages, not the least of 1~1ich 

is its application to nonlinear systems. In addition, the error 

function is not limited to the integral square error but could be any 

function of the state variables. Also, tb,is method is not hampered 

by the problem of coordinating coefficient adjustments with the sys

tem parameters since the necessary changes are made directly to the 

parameters, not the equation coefficients. However one distinct dis

advantage is apparent; one that is common to all parameter 
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optimization techniques. At no point, in the compensation procedure 

does the designer have any indication of 1-ihat the optimum system 

response might be or whether improvement of the present response is 

possible, Also, some of the computational difficulties associated 

with other gradient techniques are shared by ·this method as well. 

Parameter Optimization and Design of Nonlinear Systems 

J.E. Bose ( 7, 8) presents a method of system design that; has 

proven quit,e effective. He assumes a trial system model given as 

x = f(x} - --
and then adds a control vector ~(~) that will drive the state 

response to the desired value ~d when properly formulated. '1'hat is 

!. = £(~) + ,5.l!). ( 2=5) 

However, this rr.ethod requires the system designer to assume the form 

of ~(~) prior to the solution of the problem. That is, the f1.mc-

tional form of f£. is first specified, as for example 

and then the technique ad,iusts ·the values of ki to cause ?5:( t) to 

approximate., in a least squares sense, the desired state time h,istor-y 

~(t). 

'rhe choice of the form of f(!) is important since once this 

selection is 1°ade, the fitting technique only can adjust the param-

eters k. and cannot add new ·ter.rr.s if needed. Th ere is li t·tle 
J. 

inforrnation available to guide the designer in selecting the form 
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of il(~) other than perhaps ingenuity or intuition, This fact repre

sents a fundamental difference between the method of Bose and the 

technique of this report. It will be shown later that a control 

vector similar to ~(~) in Equation (2-5) will be derived, however 

the form of it will not be fixed until more information i.s available 

or can be determined. 

One additional point in regards to Bose's method concerns the 

specification of the time history of all of the st.ate variables. 'fhi:s, 

at times, requires the differentiation of the given desired stat,e; 

a task which can become difficult if the desired state response is 

not given in analytical form. The method developed in this thesis 

requires the specification of only the desired state variable time 

history. 

D.R. Unruh (9) discusses a parameter optimization algorithm 

and associated computer program which is applicable in general to 

continuous nonlinear systems. This technique, like Bose I sJ only ad= 

justs constant system parameters and parameters associated with any 

added terms, Again, J.,ike Bose's method, there is little 

given as to what additional terms, if any, should be added to proper

ly compensate the system. However, once the system designer is able 

to determine To.nat additional terms or feedback loops are needed, 

if any, this program provides an excellent means of detenr~ning the 

optimum set of parameters to yield the desired response. 

The method of parametric expansion developed by C.W. Merriam9 III 

(10, 11) leads to the derivation of the necessary linear feedback 

loops for optimal control of linear or nonlinear syst,emsc 'I'he 

essence of.' this method involves a minimum error function E ,;Jhich 



has the assumed form 

n 

E = k.(t) + L 
i=l 

n n 

k1 (t}x1 (t) + L L kij (t}x1 (t}xj (t) 

i=l j=l 

where the x( t) 1 s are the state variables, the k(t) 1 s are time-

14 

variable parameters, and n is the order of the system. The elements 

of the control vector are expressed as functions of the partial deriv-

atives of E with respect to the various state variables and time. 

The various k(t) 's are then determined as the solutions to a set 

of first-order differential equations. Thus, the control vector ~.ay 

be determined as a linear function of the state variables and a set 

.of time-variable parameters or gains. 

Once the control vector has been derived in this wanner, however, 

the designer is still faced with difficulties in implementing the 

control. The implerr.entation of the time-vari.able ga:i.ns would in 

general be exceedingly difficultwithout an on-board computer. 

Furthermore, there is no assurance that all of the state variables 

required for the generation of the control vector will be observable 

or available for use. In short, there is no consideration given to 

physical realizability in the derivation of the control vector through 

the parametric expansion technique. The method presented herein makes 

physical realizability a prime consideration. 

In view of the original problem statement, the above methods of 

parameter optimization and system design will new be summarized. The 

·techniques presented by Bacon, Rekasius and 111'.frazek (1, 2, 3, 4) are 

limited to linear system models and hence are not applicable to the 

class of problems under consideration, i.e. nonlinear system models. 



Koiv11miemi I s (5) rr.ethod is applicable to nonlinear syster.:s but, i.s 

limited to one particular performance index. A method of parar.:eter 
' 

optimization generally applicable to nonlinear systems li.-ras discU,ssed 

by Hullender (6) 'Which gave no a priori information as to what system 

parameters should be allowed to vary. Bose ( 7, 8) developed a tech-

nique applicable to nonlinear systems i:i;i. 'Which the general form of a 

control vector is first assumed and then the coefficients associated 

with this vector determined. The p:rirr.ary difficulty associated with 

this method and that, of Unruh (9) is the fact that the form of the 

control vector n:ust, first be selected by the designer with little 

guidance as to the proper form to assume. Finally, 11!.er:ciam's (10, 11) 

parametric expansion technique provides a more analytical means o.f 

deriving the necessary feedback loops yet results in a form that re-

quires time-variable gains. In addition, his technique is restricted 

t,o linear feedback loops by the assurr.ed form of the .:minimurr1 error 

fu.riction. 



CHAPTER III 

OBJECTLVES OF THE STUDY 

Based on the discussion of past work on the problem of system 

design, the objec·tives of this research can now be more clearly· 

stated. It is assumed that a trial system rr.odel will be available 

to the system designer. That is, a set of nonlinear differential equa

tions can be determined that adequately model the system. The 

coefficients of the differential equations 1-r.Lll oe functions of the 

physical system parametfrrS or characteristics. The system model is 

given as 

i. = !.(!., ~) (3-1) 

1mere x is an n-vector of state variables, u an m-vector of 

external system inputs and f an n-vector function of x and u. 

A control vector ~ will be added to Eq1,1.ation ( 3-1) v-lhich will drive 

the state trajectory ~( t) to the desired trajectory ~it). 

!. = :£.(!,, ::,) + Si ( 3-2) 

The form of g will not be specified initially. 

A technique was desired that would aid the system designer in 

selecting the optimtun trajectory of.the vector S to cause ~(t) to 

approach as closely as possible the desired system response, and fur

ther, to relate the control 9: to the physical system. In an effort 

to realize this technique, this study was initiated with the follow

ing objectives in mind: 

16 



1. Determine a met,hod of formulating a perforrnance index to 

iµ.dicate, among other things, how well the system response ap

proximates the desired response. 

2. Establish a method of expressing ~he desired response 

characteristics in analytical terms, compatable wit;h the pro

cedure for determining the optimum control 3. 

3. Develop a compensation procedure that does not require 

the specification of the time histories of all of the system 

states. Rather, only the states with a specific desired 

response should require specification. 

4. Demonstrate the feasibility of deriving the time history 

of the necessary control g for the type problems discussed. 

5. Relate the time history of the control vector g to the 

state variables in such a way as to generate the control vec

tor q as a function of the state variables. 

6. Insure that the compensation technique allows the specifi

cation of a desired response trajectory as well as the li.miting 

of state extrema. 

7. Insure that the procedure provides a means t.o maintain 

physical realizability requirements. 

This document reports on a study to dev-elop a method of system 

compensation that encompasses the objectives stated above. 

17 



CHAPTER IV 

COMJ)ENSATION TECHNIQUE FOR NONLINEAR SYSTEi'!S 

The primary objectives of this chapter are twofold. Presented 

first is a general staterr.ent of the system compensation method to be 

developed, a short review of the theory underlying this development 

and a listing of the necessary assumptions and restrictions that will 

be imposed. The second objective is the detailed presentation and 

discussion of a compensation procedure. An attempt has been made 

throughout the chapter to retain a sense of practicality and realism. 

That is, many theoretical complexities and difficulties arise in a 

strictly formal developreent of any optini.al control theory that may 

be of little consequence in physical systems. Thus some points dis-

cussed in this chapter could be belabored further but will not be 

where it is believed that sufficient develcpreent is given for proper 

application of the method. 

Basic Concepts 

The general system model that will be studied during this investi-

gation will have the for.m 

x = f(x, u, t) - -- -
where t, ~' f and u are as described in Chapter II. An un

deter'lPJ.ned control vector S. will be added to the system model 

so that 

18 
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! = £(.as,, :a, t} + .S.· 

'I'hen classical optimization theories will be utilized to derive a time 

history of the optimum 3. That is, a vector control signal will be 

found that optimizes the system response along some desired trajec-

tory ~(t) or lim:J..ts the response to some desired maximum or minimum. 

The optimum control signal will be designated .:i\t) and the cor

responding optimum response designated ~-i\t). Although an analytical 

expression exists for 31\ t), it is not easily :found for nonlinear 

systems,; generally only computational methods are available which 

result in a numerical solution for 

The next step will involve correlating 3-l\t) with the state 

variables to determine an approximation to 5t·( t) that can be im-

plemented in terms of the state variables. 'I'hat is, it is desired 

"' to find a ~ such that 
A A 

.s. = .s.C:., ~) !: 3i.* Ct} 

kiy is a constant parameter vector. The 

objective here is to generate the necessary optimum control 

a function of the state variables. To do so will require a knowledge 

of what terms or state variables are required and what can be physi-

cally implemented in the system. 

Restrictions on the Optimal Control Problem 

As mentioned above, classical optimal control theory will be 

utilized to aid in obtaining t,he optimum control vector g1t( t); hence 

a statement concerning optimization in general is in order. Briefly, 

much of the work in optimal controls involves a dynamical system 

described by a relation such as 
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X = fuc. U,, t}. ..,. ~ ...... - (4-1) 

The optimal control problem is norrr.ally to determine an input control 

vector u =:9:(t) that will m.;i.nimize a performance index or 11 cost" 

function 

while meeting a set of constraints imposed by 

f{x. u, tl - :i: = 0, 
_ _.... - - '!I'll'·. 

This requires the ! appearing in the cost function equation to be 

a solution of Equation (4-1). In addition, a set of inequality con-

straints 

> · h(x, u, t) ... O · 
.-.- - -

may also be imposed, depending on the particular problem requiremen·~s. 

A more precise statement of the control problem will now be 

given. The dynamical system described by 

i = f[x(t), u(t), t] - -.... -
on the closed interval (t0 , tf), tf > t 0 , will be considered. Here 

!(t) and f are n-vectors and ~(t) ;is an m-vector, with O c:: m.::: n. 

At t, the initia~ time, 
0 

x(t) = x 
- 0 0 

is the initial state and tpe final state, 

functions 

x(t ... ), is not fixed. 
- l. 

The 

are assumed differentiable in x and t and describe the performance 



functional, J(~), given by 

. rtf 
J(;~) = K[!,(tfl] + Jt L[!,(t}, ~(t), t] dt .. 

0 

Here !,( t) is the trajectory of the state of the system start

ing from ~(~0 ) = !o and generated by the control ~(t). The 

essential problell1 is to determine the control ~(t) which minimizes 

the performance functional J(~). 

Athans and Falb (12), the primary reference for the following 

sta·tement of the maximum principle of Pontryagin, list additional 

assumptions. If f 1 (!, }!, t), f 2(!,, ~' t) ••• fn(!, :!::;, t) denote 

the components of £(!, :!::;, t), then it is assumed that the functions 

~ ar1 r1~.u,t), lx.u,tl, --(x.u,t), 
---· ax -- at --

i = l, 2, ••• n 

-
and the functions 

aL aL 
L(x,u,t), ~x,u,t}, -,:;-(x,u,t) 

- - a:,. - - ot - -

are continuous in the vector space containing the vectors !, ~' 

and the scalar t, that is the Ce,, :!::;, t) space. The terminal 
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cost function K[!(tf)] must be independent of t and the £'unctions 

must be continuous. 

It is further assumed in the following discussion that if the 

function £ or L depends explicitly on time (i.e. t appears in 

the equation for f or L), then an ~ux:iliary variable 



x 1 is introduced so that 
n+ 

. 
xn+l = 1. 

The (n + l)st-order system 

x_0 (t) = f[x{t}, u{t), x 1 (t)] 
-- - n+ 

x l(t} = 1 n+ 

xlt } = x 
- 0 -0 

x (t l = t 
n+l o o 

and the performance functional 

tf 

J'(~l = K[,!.(tf)J + i L[,!.(t), ~(t), xn+l (t)] dt 

0 

is then considered. In the formulation, the state variable x 1 n+ 

is in reality the independent variable time and the problem has sim-

ply been restated in such a manner that £ and L are functions 

of the state variables and controls only. Such a for'.f!mla:l:,ion will 

allow the statement of all problems in the form 

J(u} = K[x(t ) ] + 
- - f : 

it.,,. 

~[!,Ct}, ~(t)] dt 
t 

0 

where it is understood that if t appears explicitly, the necessary 

auxiliary variable is included in the n state variables. 

22 



The Maximum PrinciEle for No Terminal Cost 

A statement of the maximum principle of Pontryagin will now be 

given, under the assumptions listed above, and for the special case 

of no terminal cost, i.e. K(!) = O. Following this discussion, the 

maximum principle for the case where the performance functional de-

pends upon the terminal state will be given. For the case of no 

terminal cost, the problem is formed as 

i. = !J:., ~l 

x(t ) = x 
- 0 -0 

23 

x Ctf l = unspecified 
(4-,2) 

tf 

= l. L(x, u) dt 
t - - ·.··. ,., ... 

0 

where ~ and E are understood to be functions of time. The prob

lem is to determine the control E;(t) which minimizes the performance 
' ~(. 

functional J(E;); the control that does so will be designa·~ed ~"(t). 

A set of n 11adjoint" or 11costate" variables, ;e(t), are introduced 

that play a role similar to Lagrange multipliers in differential 

calculus. A scalar function called the Hamiltonian function, or 

simply the Hamiltonian, is also introduced as 

H = L(:., ~) + <£, !,(:_, ~)>. 

The notation < > denotes the scalar product of the vectors E and 

f. The maximum principle of Pontryagin for this problem can now be 

stated as Theorem 4-1 (12). 

* Theorem 4-1. Let ~ (t) be an aornissi.ble control which 

drives the eystem of Equation (4-;,~ from the initial point 



.,:H. 

(~0 , t 0 ) during the time t 0 - tf' Let x"( t) be the 

state trajectory corresponding to i\ t) originating at 

(x -o' In order that ~-i~( t) be optirr..al it is necessary 

that there exist a function i/<( t) such tha;t = 

a. 1/'( t) corresponds to ~t( t) and ~1\ t), so that, ;r/\ t) 

and l\ t) are a solution of the canonical system 

x*ltl = 
c3H 
~*, 'R..*' ~*l 

i)H 
i*{t} = -a={x*' R,.*' "J:,.*) x--
!.(to) = ~ 

'R_(tf) = o. -
b. The f·unction H[~t(t), J/t(t), 2::;] has an absolute mini

mum as a function of u at u = ~tc t)' to.:: t .:: tf; 

that is, 

c. 'I'he 

that is, 

min H[~*, lt, ~] = H[x* - ' p_*' ~*] 0 

!:!. 
[ ~, ~r 

function H ;:(, E ' ~t] is zero for t, 

H[!,*Ctl, r<t>, :a*(tl] = o, t .$ t ~ 
0 

The Maximmn Principle for the 'l'erminal Cost Problem 

in 

Here, the maximun1 principle will be given for the problem in 

which the performance functional is penalized for :missing a given 

point, Le. the terminal cost problem. For this case, the pr·oblem 

is stated as 

24 



i = ! (~, E,.1 

x(t) = x 
- 0 -0 

where, again, x and u are understood to be functions of tir.1e, 

but K(~:~) does not explicitly contain t. The Hamiltonian is 

formed as 

H(!,, E,, ~} = L(~, a) + <E_, !,(~, ~)> ~ 

Theorem 4-2 gives the maximum principle for this problem. 

Theorem 4·-2. Let l\ t) be an admissible control which 

drives the system of Equa·tion (Lt-3) from the .i.nitial point 

(x , t ) during the time t 0 - tf. Let _:z:·l!-( t) be t.he 
-o O 

state trajectory corresponding to ~"\t) originating at 

(~0 ., t 0 ). J;n order that l~( t) be optimal for the per

formance function (l.i,-4), it is necessary that 't~he:re exist 

.,,~( \ a fund,ion J2 t J such that: 

a. 1/\t) corresponds to ~%(t) and ~.;\t) so that ;r{(t) 

and ~cl~( t) are a solution of the canon::Lcal system 

!*(t) aH( * n* u*} = ai~'-'-' 
clH 

i*Ct) = --<x*, ;e,*, .!!.*), 
U2£. -

x(t } = x 
- 0 --o' 

clK 
E,(trl = a";[?!.*(tr)]. -

25 
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b. The function H[/\t), -l:-(t' ] -- 12 1'~ 
has an absolute minimu.m 

as a function of u at ~ = ,i\ t) for t in ( t 0 , tf). 

c. The function H[~-i'"(t), i\t), ~.,1-(t)] satisfies the 

relations 

H[~*(t}, E,*(t), ~*(t)] = -·Jt~H[x*(A), n*O.J, u*(A)] dA, 
at - .... -

t 

Note however that this condition is autornatically satisfied 

and no additional information can be gained from it. This 

would not be the case if ''!' ( '\ l ' '-'" • J\.' were an explicit funct,ion of 

tir::e. 

'fhe above state.Yi:ents of Pontryagin I s .:maximum principle have 

been stated for docirrnenta.tion only. No attempt to prove or justi-

fy these theorems i-rlll be made. Athans and Falb (12) present a 

thorour)1 and readable discussicn of these principles i'lhile Pontrya.gin, 

ot al. (13) givE? a rigorous proof for the interested reader, These 

theoren:s are well established and presented in several of the current 

texts on modern control theory. 

Use of the rfaxim.um Principle in System Compensation 
. -

The basic idea underlying the technique of system compei1s11tion 

presented in this ·thesis will be outlined in this section. A more 

complete development will be given in the following sections. As 

.mentioned at the beginning of the chapter, use will be :rr.a,.de of opti-

.:mal control theories to aj_d in the derivation of the necessary 
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system cmpensation. 'rhe system compensation problem will be formu-

lated so as to meet the requirements necessary to apply the :rr.aximum 

principle of Pontryagin to determine the optimum compensation. 

It is assurr..ed that a deterministic rr.atheiY,atical model of the 

system is available in differential equation form, 

! = !.(~, ~' t l . 

The system input ~(t) is a knoim, fixed function of time and will 

not be changed in c01"ipensating the ~.1stem. The notation 11}t rnay 

thus be eliminated from the functional notation of f without 

loss of generality. In addition, if it is ass'Ur.;.ed that if t 

appeai~s explicitly in the state equation, the necessary auxiliary 

variable (;L = 1, x. (0) = 0) has been included in the n state 
l l 

variables, then t rr:ay also be eliminated. An unknown cornpensat-

ing control function of time will be added to the system state 

model. Th us, 

! = !.(~J + .9.(t). 

The first objective will be to deternine the trajectory 9,( t) 

that properly co!'lpensates the system, while meeting certain restric-

tions. It is at this point that the use of certain opt,tma.1 control 

theories comes into use. If g(t) is considered an independent 

control input to the system~ Theorem 4-1 or 4-2 rri.ay be utilized to 

aid in determining an optimrnn time history for that control, as-

su:rning the specifications of the theorems ~re met. This requires 

that a perforrr.ance index be formulated such that, min:ilnization of 

this index will yield the desired optimum control. For this case 

the performance functional will be written as 



J{o} = K[x{t ) ] + 
... - f 

where the functional J is a function of g(t), the compensating 

control, rather than ~(t), the system driving function which will 

ren,.ain fixed. As in the statement of the theorems, K(!) Ir.ay 

equal zero if the problem has no .terminal cost. 

In most problems in which the system transient response is of 

primary interest, K(;) = O, and the loss function or error index 

L may be for.inula.ted as 

L[!_{t), .9.(t}] = L'[:,(t}] + L"[.9.{t,)]. 

The function L' is that portion of the error index 'Which, when 

minimized, will yield the desired system response characteristics 

and 1 11 is that portion ·which allows restrictions to be placed on 

the compensating control _s(t). A. detailed discussion of the formu

lation of L for particular problem requirel!'.ents will be presented 

in the following section. For the purpose of the present discussion 

it will be assumed that the error index w.ay be formulated in terms 

of ~(t) and. g(t) rather than E;(t) and in keeping with the re

qu.iremeri.ts speci.t'ied ea.r;:Lier. Formu;J.a.tion of the performance 

functional represents the first major step in the overall problem 

solution. For the no terminal cost problem, the performance func-

tional is 

t 

J(.9,.l = L i1:.. ,!ll dt. 

0 

28 
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The problem is now to determine the control .9.(t) which mini

mizes J(s); this control is designa,ted i*"(t). A set of' n adjoint 

variables, E(t), are introduced and the Hamiltonian is formed as 

~ = L(as_, .s) + <J?., !.. + ,g.> • 

From Theorem 4-1., in order for g"\t) to be an dptima.l control., it · 

. . \.. qi~(t) *< ) i}( ) is necessary t,4at _ correspond to E t and ~ t which 

are solutions to 

aH 
-x*(t) =-Cx* n* a*) al?._, .. , .... ' 

aH · 
... ""*(t) = -b* p*, q*), 
~ ax - ' -

= x ' -0 

Also, it is necessary that 

min H[=,*, R,.*, s.] = · H[!,* 1 R,.*, s!] . 
s. 

(4-5) 

(4--6) 

In most instances this conditton can be satisfied by requiring 

that 

aH = o. 
as. -

(4-7) 

If L is not a linear function of s, then Equation (4-7) usually 

can be solved for ~ in terrr~ of ; and E· 

s.* = s.C:.*' £*) (4-8) 

This equation can be substituted into Equations (4-5) and (4-6) 'Which 

become 

SH 
i*{t) =...:..=..ex*, n*), - a - .... l?. 
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i* Ct 1 = -~(!_* , l?..* l • (4-10) 

-
with the same boimdary conditions as al:)ove. 

It should be noted that it is not essential that Equations (4-7) 

and (4..,8) be calculated; the prime requirement is that the minimum 

of H with respect to g is H(.~1~*-). In cases w)1ere 9. as a 

function of x and E can be determined and substituted into 

Equations (4-5) and Cl+-6), little practical information can be gained· 

from the last requirement; that is 

H*(t) = O, 

This is true in most system compensation problems. 

Equations (4,..9) and (4-10) represent a 2nth-order, nonlinear, 

two~point boundary value problem which, when solved along with Equa~ 

tion (4-8), yields the time history of the optimum control g~t( t). 

Methods and requirements for solving two-point boundary value prob-

lems will be discussed in the next sub-section. 

The solution of the split boundary value problem represents the 

second major step in the problem solution since it yields the optimum. 

control .::i\ t) and the resulting optimum response ~t\ t). At this 

point the designer may decide whether the optimum response 2::-i~( t) 

is sufficiently improved over the uncompensated response ~(t) to 

warrant an attempt to compensate the system. That is, a situation 

may exist in 1-.nich ~t(t,) is l:i.ttle improverr:ent over the original 

uncompensated !( t) or, 2:;~~( t) does not meet minimum requirements. 

The judgment, of course, depends entirely on the particular problem 

requirements, such as the value of the perforraance index, rise time, 

overshoot, terminal conditions, limit cycle char-acteristics, or 
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whether the response stays within certain bounds. The important point 

here is the optimum or ideal compensated response which may be achieved 

under the restrictions imposed. Hence~ a measure of how much response 

improvement can be expected with optimum compensation is given early · 

in the de~ign process. 

This fact is one of the principal advantages of the system com

pensation method described herein; the designer is able to decide 

whether proper compensation of a system is feasible before actually 

attempting to perform the compensation, and he has a measure of the 

~.aximmn response improvement to be expected. Other compensation 

techniques give no a priori indication of the optimum compensation 

or the corresponding optimum response and thus the extent to ~Jhich 

the actual compensation achieves the optimum is not known. 
* i'--However, once ~ (t) and ~ '(t) have been obtained and it is 

~<. 

determined that ~'(t) represents a significant improvement, the 

next major step becomes that o;t' im,plement:i,ng .s*(t). I't is the 

contention of this thesis that to utilize an in-line, real-time com-

~<. * pu,ter to generate ;( ( t) or to record g ( t) on some data recording 

device (such as .magnetic tape) and feed it into the system is unfeasi-

ble and unnecessary in w.any cases. Instead, it is proposed that the 

. * system itself be altered in such a way that j,n effect .S (t) is 

gener~ted by the system states and thus yields the desired compen-

sation. That is, some functional form of the system state variables 

is sought which w.i.11 generate the same time history as .9,"\t), i.e • 

.9.(!.( t} ' !) = s.* ( t) • 

where k is a vector of constant parameters. The primary objective 

at this point is to detemine a function of the system states that 



will generate !t\t) and is physically implementable. Normally, a 

physically realizable state dependent function that generates g*(t) 

exactly cannot be obtained and an approximation 

"' s{!., ~) ~ s*tt > 
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must be accepted. A * However if 9: approximates g sufficiently well, 
A A 

the response ~(t) corresponding to g will closely approximate 
~~ ,.. 

the optimum response ~( ( t) • Al though g will be a sul?-optimal con-

trol, the designer can assure that it will be one which can be 

physically implemented. 

The assurance of physical realizability is another of the princi-

pal advantages of this method of system compensation. Even though 

some techniques will yield a truly optimum. compensation, there is 

no guarantee that this compensation can be achieved and the designer 

has no control over what form the compensation takes. On the other 

hand, through 't,he use of parameter optimization methods the designer 

may assure that the parameters he selects to optimize are imple-

mentable, but he has no a priori knowledge of which parameters to 

vary for the best results. Furtherrn.ore, at no point in the parameter 

optimization procedure is any indication given of the truly optimum. 

response. Thus the designer does not know just how sub-optimum the 

system is or 1vhat results might be expected with the trial of a dif-

ferent parameter. 

A thorough discussion of how the state dependent approximation 

of 9:1\ t) is obtained is presented in a following section. Briefly, 

the general approach is to study the optimum control .9."\t) and 

optim'l;llTl response ~"'""(t) "' and determine a general form for 5t(~, ~). 
,.. 

For ex.ample, in the case of a scalar 3, a typical q might be 
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,.. 
q,!,, !,}, = kl + k2Xl + k3X2 2 • 

Each term in q must be a term that can be implemented in the physi-

cal system. Once the general form has been selected, the values o.f 

the ki are determined to give a best fit of q(~, ~) 

Various guides to aid in the selection of g(!, ~) and in the 

determination of the elements of k are presented in the following 

section. 

In general, but not always, an increase in the complexity of 

g will result in a better fit to l~, however more complex forms of 

~1 are usually more difficult to implement. An important advantage 

of this technique is that at this point in the compensation procedlll'e, 

the designer can very clearly determine the relative importance of 

each term in g, in approximating :'/'". He can ascertain the degree 

of optimality that is sacrificed by not implementing certain terms. 

That is, the trade-off between the difficulty of implementing acer-. 

tain term of .9. and the loss of optimality by not implementing that 

term can be examineo. here with comparative ease. This point will qe 

clarified in the consideration of several example problems in the 

next chapter. 

The final step in the compensation procedure is that of verify-

:Lng t,he recrnlt.s of the approximation and implementing the compensa.tion. 

The app:rox:Lma.te central s_ is simply added to the system equations 

and a determination made as to wne·ther the re(:lulting sub-optimal 

compensated response meets the original problem specifications. 



Solutj_on of Two-Point Boundar-J Value Problems 

This section will briefly outline the general procedure for the 

solution of nonlinear two-point boundary value problems. Although 

the solution of the split boundary value problem resulting from the 

necessary conditions of the maximum principle is a key factor in the 

successful application of this system compensat,:ion method, no effort 

was made to develop solution techniques. Rather, existing methods 

were relied upon for the solution of the two-point, houndary value 

problems generated in the compensation procedure. A review of 

11 Gomputational Methods in Optimal Control Problems 11 i:s presented by 

H.fl. Sebesta in reference (14) and will be suxnmarized here. 

In general the optimal control problem is stated as follows: 

find the functions 

1mich will minimize the performance functicnal 

J = K[x(t )] + rt:[x(t), u(t)] dt 
- f Jt - -

0 

while satisfying the state equations 

xi = fl (!,, ~' t } 

x = f (,e., 1!,, t) 
n n 
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and the boundary conditions 

It should be noted that it is not necessary that all n of the ini-

tial conditions be specified. Instead, some of the final conditions 

may be specified or constrained by algebraic relationships. In any 

case, a properly formulated optini.al control problem will result in 

a set of n system differential equations, n adjoint differential 

equations and m algebraic equations. 

! = :f.t!_, .E:., tl n-diff. eqns. 

E, = g(!_, .E:,, l?,, tl n-diff. eqns. 

(4-11) 

(4-12) 

A total of 

ar aL 
.2. = -=l?. + -

au au 
m-algebraic eqns. (4-13) 

-
2n boundar-<J conditions 111:ill be specified, some at t 

0 

and the others at tf. These equat~ons are referred to as the two-. 

point botmdary value problem. 

In w.any problems Equation (4-13) can be solved explicitly for 

the control u as a function of E and !, i.e. ~(2£, ;e). This 

function can then be substituted into Equations (4-11) and (4-12), 

thus eliminating the m algebraic equations and leaving only the 

2n differential equations for ! and E with 2n boundary condi-

tions. Since the rr.a:nner in which optimal control theory is utilized 

in this thesis will yield equations which can be solved for ~' it 

will be assumed in the following discussion that this nas already 



been accomplished. The differential equations beoorr.e, upon substitu-

tion of ~(~J £), functions only of !, E., and t. 

If a simple linear system with linear control and a quadrat;ic 

performance index is being studied, an analytical solution to the 

split boundary value problem may be possible. However., since this 

thesis stresses the compensation of nonlinear systerr.s, the methods 

of exact analytical solutions will not be discussed. According to 

Sebesta, there are two alternatives--approxirr.ate analytical solutions 

or computational solutions. Since approximate analytical solutions 

become exceptionally tedious and difficult for systems of all but 

the lowest orders and since the use of digital computers is becoming 

increasingly commonplace, only the co:riputational methods will be con-

sidered during the course of this study. These methods resolve the. 

problem into one of determining the proper conditions at t for 
0 

those states that are initially unspecified so that the specified 

final conditions at tf are satisfied. 

Two computational methods will be presented which may be com-

bined to yield a very workable method of solving two-point boundary 

value problems. The first, the method of parameter influence coef.,. 

ficients or sensitivity coefficients, proceeds f:vom crude estimates 

of the unknovm initial conditions to a fairly good approximation of 

the optimum trajectory. However, this method quite often has dif-

ficulty converging en the final solution. The second method, that 
I 

of quasilineq.rization, will converge to the proper optimum solution 

given good enough estiY:1ates of the initial conditions. The logical 

combination of these two methods is to use the first method to give 

a close approximation to the required initial conditions and then upe 
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these values as the initial estimates for the second rn.ethod. 'l'he com-

bination of these two nethods has been achieved by Dennis Unruh (1$) 

with the resulting algorithm being reF.arkably efficient and reliable. 

Unruh' s work is surr.rr.arized in the following paragraphs. ·lf 

The method of parameter influence coefficients will be firs·t 

considered. For simplicity and ease of notation the n adjoint va,;ri- . 

ables, pJ.' p 2, ••• pn' are redefined as xn+l' xn+2., • x2n~ 

The two-point boundarJ value problem can now be stated as the 2n 

vector differential equation 

dX I -=- = f.\!_t t l 
dt 

defined on the interval t 0 ~ t S tf 

with· k boundary conditions specified at tf and 2n-k at 

The initial condition vector is written 

x {t ) 
1 0 

x k(t ) 
2n- o 

~ '(t ) 
l O 

x l(t ) 
k O 

= ' 

unspecified 

unspecified 

(4-14) 

t . 
0 

-i~In more recent work, Unruh has developed additional com
putational algorithms for solving the two-point boundary value 
problem through an algebraic minimization scheme. This work has 
not been published as yet. 
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where the primed states are those with the final conditions specified. 

The specified final boundary conditions are 

x t (t ) 
2 f = 

x 
2f 

A fj_nal-condition perfor:mance index is formulated that measures 

the absolute difference between the primed states at time tf and 

their specified values. 
k 

I = L [xi' (tf} - xif]2 
i=l 

Note that this is an auxiliary index introduced to facilitate solving 

the two-point boundary value problem. Since the problem may be 

simply stated as that of determining the initial conditions of the 

xi 1 that will cause the state trajectory to pass through points 

xif at t=tf, it is helpful to er.a.mine the gradient of the per-

for.ma.nee index r with respect to x. '(t ), i = l, 2, 
1 0 

. . 
aI [ aI · ar ] 

Gradient = "I. I (t ) = ~ t {t. ) • • • a '(t ) a!, . 0 . oXl . 0 . Xk . o 

• k. 

This gradient vector gives the direction of steepest ascent of the 

function I ink-dimensional space. Using the chain rule for 

partial differentiation, the gradient r.nay be calculated from 

= 
d!_' (tf) 

ax' Ct > 
- 0 
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or the transpcse o.f this equation, 

aI ax l ' ( t:e} axk' (tf} l x1' Ctr) - x1f 
axl' ( to) axl' (to) axl '(to) 

• • • • 

• • • • 

= 2 
• • • • 

• • • • 

ar axl '(t:£) . axk' (tr) 

axk' ( t O ) axk 1 ( t O ) axk' (to ) x '(t ) - x 
k f kf 

:en crc,or to c.eterr.5.ne the gr.?.dient vectcr, the eJ.er~ents in the square 

Ii.atrix above must be evaluated. Since the state trajectory corre-

spond:tng to Equation (4-14) is in reality a .function of k + 1 

independent variables .x/(t0 ), ••• xk'(t0 ), t, Equation (4-14) 

theoretically should be written 

The elements oi' the ax'(tf) I ax'(t ) rr:atrix 1-::.!ly be calculated 
- - 0 

as in the following. Assurr.ing f is continuous in x and. t, 

and again using the chain rule 

a ( ax ) 
at a!.' ( ~o) 

oF c>x 
= a; ax'(t ) 

- - 0 

(4-16) 



Writing this equation out gives 

a 
at 

axl axl 
ax '(t )000 axk'(t) 

1 0 0 

= 

axl axl . . . ... 
axl '(to) axk'(to) 

a set of 2•n•k first order differential equations with zero initial 

conditions in the first 2n-k rows and the identity 11'-!:l. trix for the 

last k ro1·rs. If initial conditions are guessed for the k v-ari-

ables x1 '(t0 ), ••• xk 1(t0 ), Equations (4-14) and (4-16) may be 

integrated from t 0 to tf as a coupled set of differential 

eqyations. The last k rows of the solution to Equation (h-16) at 

t = tf are the v-alues required ~ 1(tf) I ~ 1(t0 ) to evaluate the 

gradient of I with respect to x'(t ). 
- 0 

Since the gradient vector points in the direction of steepest 

ascent, it can be used to determine the proper variation in ~ 1(t0 ) 

to reduce I, and thus, cause ~·(tf) to approach !r'· ~his 

variation is calculated in the fallowing equation. 

grad(!) 

The new value for ~ 1 ( t 0 ) ray be used as initial conditions for a 

new solution to Equations (4-14) and (4-16) which in turn allows a 

r-e-evaluation of the perforr.'ance index I and the new values for 

• 
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;'(t0 ) lT'.ay be calculated. This proces~ is repeated until I is 

sufficiently sxr.all, that is, ~'(tf) is sufficiently close to ~t'· 

One undesirable characteristic of this method of solution of 1Jie 

two-point boundary value problem is that of convergence. In many 

cases as the minimum of the performance index is approached, the 

solution will oscillate or 11limit cycle" about the true solution and 

never actually converge to it. This problem becomes especially evi

dent when the.minimum perfonr.ance index is greater than zero. It is 

at this point that a different method of solution is sought, a method 

that can start with the best approxilllation of the parameter influence 

technique and approach the true solution without encountering the 

sam.e convergence problems. The method of quasilinearization is one 

such technique and is discussed in the following paragraphs. 

The first step in the method of quasilinearization is to obtain 

a linear approximation to Equation (4-14). Th;is is accomplished by 

truncating a Taylor's series expansion of (4-14) abo~t a reference 

trajectocy. The original nonlinear differential equation is 

dx --=.. = F(x, t) 
dt --

and the truncated TaJlor's series expansion is 

dx 3F 
__:::: = F(x , t} + ____::_ 
dt - ":t" a!. 

(x - x l :r 

x=x 
---r 

' 

(4-l4) . 

(4 ... 17) 

where ~r(t) is the reference trajectory. The reference trajectory 

is obtained by integrating Equation (4-14) forward from t 0 to tf, 



using the best available estilr..ate for the unspecified initial 

conditions x' ( t ) • 
- 0 

The general philosophy of this technique is briefly outlined. 
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Since Equation (4-17) is linear, the principle of superposition ho~ds 

and the necessary initial conditions on xi 1 , i = 1, 2., ••• k., to 

.meet specified final conditions can be easily determined. If the. 

reference trajecto:ry in Equation (4-17) is close to the true solution.·. 

trajectory, then the initial conditions determined from Equation (4~17) 

will be the correct initial conditions to cause the solution of Equa-

tion (4-14) to pass through the specified final conditions. In general 

the solution to Equation (4-14) will not satisfy exactly the. spe9ified 

final conditions and the process must be repeated several iteration~. 

With each iteration a new reference trajectory .must be generated 

using as initial conditions the specified conditions at t ' 0 

:xi(t0 ), ••• x2n-k(t0 ) and the values for x1 '(t0 ) ••• xk'(t0 ) 

as determined in the previous iteration. 

r·t is important that the firE?t reference trajectory be close to 

the correct reference trajectory since Equation (4-17) accurately ap-

pro.xiw..ates the nonlinear equation only for mr..all variations from the 

reference trajectory. Thus if x (t) -r is not a good approximation 

to the true solution., the resulting initial conditions that make the 

solution to Equation (4-17) meet the specified final ccnditions will 

make the solution to Equation (4-14) actually diverge from the correct 

trajectory, rather than converge. 

A computational algorithm developed by Unruh (20) combines the 

method of parameter influence coefficients and quasilinearization to 

yield an efficient method of solution of two-point boundary value 
" 
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problems. The algorithm starts w.ith the method of parameter influence 

coefficients and, i! the solution reaches a limit cycle condition, 

switches to quasilinearization for finai convergence. This algorithm 

was utilized extensively during the preparation of this thesis and was. 

found to be superior to another algorithm developed by Unruh and 

Sebesta (16) (quasilinearization) and one by S°'Jlvester and Meyer (17) 

(also quasilinearization). 

Compensation Procedure 

This section will present in detail the general nonlinear system 

compensation method developed for this thesis. As mentioned in the 

previous section the primary items of discussion wi:;Ll include a 

general procedure for formulating the performance index from a problem 

statement. Proper utilization of the necessary conditions of Theoremei 

4-1 and 4-2 to yield a two-point boundary value problem amenable to 

solution by the methods outlined in the previous section is also 

discussed. Extensive treatment of the problem of deter.mining the 

" state dependent control q(x, k) is presented since this is a crucial - - -
step in the successful application of this compensation techni~e. 

" Finally, methods are presented for refining the control q(x, k) and 
. - - ... 

il1'lproving the fit to q'\t) after an initial approximation is made. -
Formulation of the Performance Index 

As has been indicated previously, the perfor.trance functional 

J(s) is formulated on the basis of the desired system response and 

state constraints. The perfonance f'unctional on the system behavior 

is a mathematical function of trajectories in a state space which· 
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weights various output variables and con·trol parameters in a pre-

determined fashion. The formulation of this function is an important 

step in the synthesis or compensation of a control system using 

optimization theory. The system designer is able to influence tne 

nature of the resulting system by the manner in which he formul~t,es 

this index. 

In general, the requirements considered in performance functio:p.~:J., 

formulation include not only the performance requirements but also 

restrictions on the optima.l control to insure physical rea1izabil.ity. 

The performance index almost always involves a measure of an error 

term which represents the difference between some desj_red response 

and the actual response. The system designer is interested not so 

much in an instantaneous value of the error measure as he is in the 

cumulative effect of this instantaneous measure throughout an interval 

of time. Hence, the performance functional is usually expressed as 

the t:1.me integral of the error measure over a suitable interval of 

time, t 0 to tf, throughout which the system performance is of 

interest. If specific interest in the error value at a particular 

point in time is indicated, the performance index may be formulated 

as an integral plus an instantaneous value at that time. Thus, as 

mentioned i~ passing earlier, the general form of the performance 

functional may be given as 

(4-18) 

is a function evaluated at tf only, and L(x, q, t) - -
is an error function integrated from t 0 to tf. The following 
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discussion in this section is devoted to describing how to formulate 

a performance functional in the general form given above for the 

particular problem of system compensation as treated in this thesis. 

The function L(~, .9:, t) is separated into two functions, one 

describing the response error and the other a function of the control, 

thus 

L = L' (as,, t) + L" (,!1, t) • 

The primary objective in minimizing the performance index is to force 

the system response to rr.eet the desired characteristics. Thus the 

total effect of the L" term on the final value o.f ,J must be 

minimized. This is accomplished through the proper use of weighting 

coefficients which will be described shortly. First., a discussion 

of the reasoning in the forrr.ulation of the L" term is presented. 

The only manner in 'il.'llich the inclusion of L" in the per-

fomance index assures physical realizability is by re:3tricting the 

variations of g. Since the control variable g will eventually 

be implemented with physical hardware, it must be bounded. One means 

of bounding the control is to place it in the perforir.ance functional 

through the !'unction L". Another reason for including g 

integrand of the performance functional is that by doing so, the 

singular control problem is circumvented. The singular control prob-

lem is termed the case in whi.ch the function 

aH 
--= 0 

asi. -

does not yield 9: as a function of x and E. Alt.hough the optimal 

control problem can still be solved in the case of singular eontrol 

( the actual necessary condition is that H(!'\ i*, 9.) be a minimum 



" for g = 3."'), in the general case it is much more difficult. The 

solution does not .cesult in a two-point boundaFJ value problem which 

can be solved readily on a digital computer. Therefore the function 

of the control L(' is included in the performance ind.ex for the 

system compensation problem. 

L" is formuJ.ated as 

k <m, m> 
1 - -

where m. = q. I k2 .. For the more common case of a sca.1a:r cont.rol, 
]. ]. ]. 

t.his reduces to 

and 

111 = k m2 
1 

q 
m=--

The case of scalar control will be discussed hereJ but the san:e 

reasoning in t,he formulation of the performance function3-l for a. 

vect.or c~·ntrol wi11 apply. The variable m is simply the ccmt..ro1 

variable scaled by The scaling c0nst,mt k 
2 

1.s selected 

so that the variable m will be wtthin the range -1 $. m :S 1 ':tS 

q varies within the desired bounds. 'The variabJ.e m will tend to 

stay within the range ±1. CJ since it is included as a quadrc1tic term 

in the performance functional. For example, if it is decided. tha·t 

should be allowed to vary within the bounds 

be selectE'd as 3 1.0 • 

The inlLiaJ. selection of the bounds on 

±1000, k would 
2 

are based primarily 

on the manner in which it is added to the system equations. Tn order 
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for q to influence the trajectory of the solution to the differential 

equation 

it can be reasoned that q should take on values at least of the 

same order of magnitude as :±. and f. • Thus an effective tecnni- ·· 
l. l. 

que for selecting k2 is to first solve the uncompensated syst~ 

equations to determine the nominal values of x. or f. . Then for 
J. J. 

m = 1, 

k2m = k2 = jqjm~ j:\ lmax 

For example, if /x. j is found to be 4,5 x 102 then the bounds 
1 max 

on q may be set at :1;103. In this instance, then, k2 = 103. A 

discussion of the selection of k1 will be deferred until the formu

lation of L' is presented. 

A great deal of flexibility exists in the formulation of that 

portion of the performance functional concerning the response error. 

This flexibility makes it difficult to make general statements re-

garding L', but at the same time, this flexibility represents an 

advantage since it allows the study of a wide variety of problem~. 

Perhaps the most specific description of 1 1 is that it is simply 

a means of assessing a penalty to the response men it diverges from 

the desired trajectory. Any means of achieving this end, while 

meeting the requirements discussed in the section 11B1;1.sic Concepts",· 

is satisfactory although the res~ts are not necessarily the same. 
·:t· .. 

The effects of various integral p~pforinance indices on system re-

sponse have been studied by several investigators and the results 

reported in the literature (18, 19). For instance, an integral sq1,1are 
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error performance index typically results in a slightly underdamped, 

quick responding system while an integral absolute value index yielp.s 

a mo;re heavj,ly damped response. In general, it can be stated that 

the form of th~ performance functional will have the same charac

teristic effect on the aystem response in the case of system 

compensation as has been found in past studies. 

It was not the purpose of this thesis to study the effects of 

various performance indices but rather to stress the variability of 

the form of the performance functional and to illustrate its formula

tion for some of the case problems studi1;3d. Perhaps the most commonly 

used performance measure is tne ISE (integral square error) due 1;,c;> · 

its general applicability, its mathematical convenience (i.e. it 

meets the differentiability and continuity requirements and is rel

atively easy to manipulate analyiically), and the fact that for 

linear systems it leads to c;,:ptimal feedback controls which are linear~ 

For the case of an ISE performance functional 1 1 is give:n in 

general as 

L' = k <e, Re> 
s - --

'Where e is the error vector 

e = [x{t} ~ x (t)], 
- - -ii 

=a.Ct)= a~4e13_ired trajectory, either 

data points or a time function,· 

(4-19) 

! =·a poB'itive sepii .. definite diagonal, 

weighting matrix, 

k = constant~ 
3 



Carrying out the indicated vector product, 1 1 becomes 

L' 1:: k (R e 2 + R e 2 + • • • + R e 2 ) 
3 1 1 2 2 n n 

where the Ri I s are terms which weight the various errors. Thepe 

weighting terms may be time-variable if the relative importance of 

the errors change during the t:Lree interval of interest, or theylll{il.y 

be zero for those states imich are unrestricted. The value of the 

constant R I s and the nominal value of the time-varying R I s are 
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selected on a relative basis. That is, these weigh·ting constants set 

the relative importance of one error with respect to the others. The 

constant k3 is then selected (relative to k1 in 1 11 ) to assure 

that the maximum expected value of L' is large cornpared to the maxt-

mum value of L 11 • 

A good rule of thumb to follow is to select k3 relative to k1 

so that V is approximately one order of magnitude larger than L". 

Asswn.e that k1 is selected ·.s 1.0. Since k 2 was selected so that 

then 

(L"} = (k m2 ) ~ l.O. 
max l max 

The constant k 3 should then be selected so that 

[ lt (R e 2 • • • R e 2 )] = 10 ~ 0. 
3 1 1 n n max 

A more generalized performance functional is the quadratic form 

in 1-rl:lich -- I l, is given as in Equation (4-19) and R is si."11.ply a 
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positive semi-definite matrix, not necessarily diagonal, Again, the 

elements of ~ are simply weighting terms which may be const~nt or 

time-varying. In this way tenns such as 

may be b:i;-ought i~to the :function if it is deemed de.sirable for a 

particular problem. 
. ' 

The use of a quadratic perfonrince functional or the ISE ( wbich 

is simply a special case of the qlll3.dratic) is best suited for problems 

in which a complete state trajec::tory is to be optimized. That ;is., 

the case in which it is desired that a state or states follow a 

specific kno'Wll path from t 0 to tr is usually adequately described 

with a quadratic or I$E performance functional. Problems in which 

it is desired to limit state extrema and the terminal cost problem 

will be discussed following an example illustrating the formulation 

of an ISE time weighted function. In general, it must be emphasized 

that, whether or not to use a quadratic form, or any other form, must 

ultimately be decided by the designer based upon the requirements 

of his particular problem. 

E;xample 4-1. Aircraft Landing System. 

This example problem will not be carried through to final solu-

tion since it was selected only to illustrate the formulation of a 

performance functional for a trajectory optimization problem. This 

problem is a particularly fine example of the flexibility that exists 

in the deyelopment of the performance index. The problem given here 

was discussed in detail by Ellert and Merrian (11) in an example 

problem using the parametric expansion technique. 
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The landing problem described here concerns an automatic control 

system for the final phase of an aircraft landing; the final phase 

being the last 100 feet of the aircraft's descent. During this .final 

phase, the elevator deflection controls the longitudinal motion of 

the aircraft and hence w.i.11 be the control signal. ~i- The aircraft is 

subject to other controlling inputs of course, but it is assumed that 

motion due to these controls is uncoupled from the longitudinal m9tion 

which, thus, may be studied separately. The objective of this example 

is to formulate the performance index necessary to adequately describe 

the system requirements. 

The following ai:rcraft requirements and constraints are con-

sidered of primary importance and will be used to formulate the 

perforrnance index. 

1) The desired aircraft altitude hit) during the landing 

phase is sho1rm in Figure 3 and is given analytically· as 

tooe-t/s, o ~ t ~ 15, 

h (t) = 
d 20-t , 15 ~ t ~ 20. 

(4-20) 

2) The desired rate of ascent is simply the time derivative of 

O ~ t ~ 15, 

15 ~ t ~ 20. 
(4-2l) 

The rate .of ascent is of rr.ajor importance at touchdown and must be 

less than zero for the aircraft to avoid floating over the runway and 

·\rote that in this problem the control is know. a priori to be 
the elevator deflection and hence the exact limits on its motion can 
be stated. 
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Figure 3. Desired Altitude and Rate 
of Ascent 

perhaps overshooting it. A very large negative value is equallyun .... 

desirable since it could :result in overstressing the landing gear, 
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3) The aircraft pitch angle : e('t) at touchdown is desired to be 

(4-22) 

These limits on a 1;1-t touchdovm are desired since a value less than 

0° would cause ·the nose 'Wheel of a tricycle landing gear to contaqt 

the ground first and a value greater than 10° would result in ·the 

tail gear striking the ground. 

4) Throughout the landing phase, the aircra.ft angle of attack 

a(t) must remain below the stall value, assumed to be 18°. The air~ 

craft enters the final phase with an angle of attack that is 80% of 
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the stall value. Hence the angle of attack must not be allowed a 

positive change of more than 3.6°, 

5) The elevator deflection e(t) is restricted by mechanical 

stops to the range 

-35° ~ e{t) ~ 15°. 

Since the elevator should not operate against the stops, it is desired 

that e(t) remain within the limits shovm above. 

For tp.is landing systelfl, the important response characteristics .. 

that must be controlled are: the deviation of the aircraft altitude 

and rate of ascent from the desired trajectories given in Equations· 

(4-20) and (4-21), respectively, deviation of the pitch angle at 

touchdown from the desired value of 5° ( which is the midpoint· of 

the prescribed range given in Equation (4-22)), and the deviation of 

the angle of attack from its initial equilibrium value at t 0 • Thus 

the integrand of the performance functional L(3, g). for this 

problem may be formed as 

1 = k [~(t> - hd(t)J 2 + 1 [nCt> - tid(t>1 2 
1 · 2 

In this equation the k 1 13 are weighting factors that indicate the 

relative importance of the various terms and may be time-varying. 

The desired values of each of the response terms are designated by 

the subscript d and have the following values: 
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hd (t) = lOOe-t/s 0 < t < 15 ' - -
20-t 15 < t < 20 = ' - -

hd(t) 
-t/s 

0 < < = -20e , - t - 15 

= -1 15 < t < 20 ' -
ed(trl = 50' 

ad(t) = 14.4°. 

To maintain the elevator deflection ·within the prescribed limits :Lt 

is convenient to select the midpoint of the range as the val1.;1e of the 

desired control signal. Thus 

e (t) = -10°. 
d 

The performance requireir.ents indicate that the altitude and rate 

of ascent errors should be small at t,he desired touchdov.n point 

tf = 20 to insure actual touchdown very close to this point. Large 

altitude and rate of ascent errors at t = 20 may result in touch-

dov-m prior to the start of the runway, or so far do·~m the runway 
.,·iy 

that the aircraft cannot be brc1.1.ght to a stop before the end of the 

rtmway. Hence these error terms should be weighted more heavily at 

or near t = 20 to stress their importance at this point. Ellert 

and Merriam therefore weight the altitude term to accomplisp. this 

by making k1 ( t) a cons·tant plus an impulse function at t = 20. 

k (t) = k' + k "6(t - 20) 1 . l l 

. we:i..ght:Lng the rate of ascent term they also take into consideration 
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the fact that li(t) is not important prior to the start of the run-

way. Hence, 

k ( t l = k ' + k "o Ct - 20) 
2 . 2 2 

where k2 1 = 0 for t < 15 and k2 1 = constant for t ~ 15.. However 

the step change in k2 1 at t = 15 violates·the restraint that, 

L(?E, g, t) be continuous in time. (The impulse function, which also 

violates this constraint, will eventually be removed ;f':rom the inte-

gral.) In order that L and aL I at be continuous as required, 

k2 1 may be formulated as a tiir..e function that starts at t =l$, :l.~e, 

k '(t) = k '(t ~ 15} 2 , t ~ 15 
2 2 

= 0 
' 

< t - 15. 

The pitch angle is important only at touchdown, hence the pitch 

angle error term should be weighted only at the desired touchdown 

time, t = 20. Ellert and J;ierriam accomplish this by making the time 

varying weighting func·tion an impulse at t = 20, i.e. 

k ( t ) = k o ( t - 20) • 
3 3 

An alternative is to recognize the pitch angle error as a terminal 

cost problem and to formulate the performance functional as in· 

Equation (4-18). That is, 

where 

t 
f 

J(e) = K[S(tf)] + l L(!_, e, t) dt 

0 

K[8(tf)] = k (e(t } - 5°) 2 , 
· 3 f 



kJ i.s a positive constant and the integrand L(!, e, t) does not 

contain the pitch angle term. 

Since the angle of attack and elevator deflection errors are 
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important throughout the entire landing phase, k4 and k5 are sim

ply constants. Thus the complete performance functional becomes .. · · 

20 

J • k, (efoo - 5°} 2 + L {[k1 • + k," &tt - 20JJ [hltl - h~ (t) 12 . 

The impulse weighting of the altitud~ and rate of ascent terms can 

be treated as additional terminal cost terms and taken from under the 

integral sign. The performance functional can thus oe rewritten 

J = k 3 [e(20} - 5°] 2 +k1 '[h(20}]2 + k/UiC20) + 1] 2 

r20 
+ Jo {k 1 '[h(tl - hd(tl] 2 + k/tHli(tl + 1] 2 + k 4 [a.Ct) - 14.4°] 2 

(4,.23} 

The problem now becomes that of determining proper values for · 

the constants in the function. It will be assumed that all terms in 

Equation (4-23) have equal importance, hence they must be weight~d 

so that each contribute equally to the value of the index. The valu~ 

of k5 is first selected so that the elevator deflection term ap .. 

preaches unity as e approaches either limit. Thus 



k 5 = 2~2 = 0.0016. 

The desired maximum angle of attack is 18° which implies that ··k4 
should be 

. 1 
k1t = -- = 0.0772. 

3.62 

The authors state in the problem definition that the aircraft is as-

sumed to be waved off and does not attempt to complete the landing 

if the initial altitude and rate of ascent differ by more than 

20% and 25%, respectively, from their desired values. Thus the 

maximum altitude error is 20 feet, from which k1 can be deter

mined to be 

l 
kl I : 202 : .0025. 

At the point where the rate of ascent is first considered, a 25% 

error is 0.25 feet/second, thus 

l. 
k'=---

2 (.25)2 
= 16'0 

In order to determine the values of the constants associated 

with the terminal point errors a bit more estimation and ingenuity 

is required. Since it was assumed that each term was of equal im~ 
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·· ... portance, the value of each terminal error terrn. should be approximately 

the same as the integral from O to 20 of the other error ter:ms~ 

Since the terms under the integral were scaled to have a maximum 

value of approximately 1.0, it is convenient to assume that these 



terms will average about half this amount throughout the interval of 

interest. Thus the contribution of the integral error terms to tlte 

performance index should be approximately 10.0 each. This in turn 

implies that each of the terminal errors should be weighted so that. 

their contribution is 10.0. The maximum desired error in pitch· 

angle is 5°, hence 

10 
k3 = 52 = o.4. 

If a 20 feet initial error in altitude error were completely un-

corrected during the landing phase, the final altitude error would 

still be 20 feet and 

By the same reasoning 

k ti 
1 

k2" 

10 =-- =· 0 .. ,025, 

10 
=- = 0.625. 
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Hence the final form of the performance index is 

J = o~4[e(20) .. 5°] 2 + 0.025[11(20}] 2 + o.625[fi{20)]2 

20 · . 

+ J
0 

{o.00~5[1>(t) _ bd(t)J' + k,·(t ~15)' [t(tl + 1]' 

+ o.0772[a(t) - 14.4°]2 + o.0016[e(t} + 10°]2} dt, 
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where 

k' = o, t < 15 
2 

=16, t ~ 15. 
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The primary purpose in presenting this example problem was to 

illustrate the fl~ibility possible in formulating the performance 

index. It should be evident that a multitude of diverse performance 

requirements can be described in the performance functional. Partic-

ularly the time weighting of the error terms is important since in 

this way the particular error that is important at any point in time 

can be stressed. The particular error terms, the form of the per-

formance functional or the values of the constants are not fixed.. 

Indeed, the constant values selected are only estimates arrived at 

by the approximate analysis just performed. .11..fter solution of the 

problem, it could be determined that certain of the terms should oe 
weighed more heavily, or less so, 'Which could easily be done a:q.d the 

problem resolved. 

One final co:mm.ent regarding this problem will be made. The per

formance functional given in Equation(4-24) actually attempts to 

constrain the angle of attack a(t) to remain within the bounds 

10.8° .., 18.0°. The original problem statement was that a(t) 

should not ha,ve a positive change of 3.6° from its nominal value 

of 14.4°; that is, it should not go above the stall value of 18°. 

This in reality, then, is a problem of limiting the positive extreme 

value of this variable, a problem which will be treated in the fol-

lowing paragraphs. 

In many problems, control pfai::i output variable trajectory is 

not desired, but rather it is desired to limit the maximum or minimUlll 
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values. That is, the exact shape of the trajectory is not import~nt 

so long as it remains below some desired maximum level, or vice versa. 

This was the case with the angle of attack variable in the above 

problem, The exact value of a(t) was unimportant so long as it·. 

remained below 18°. 

Figure 4 illustrates th~ shape of the error index associated 

with an error squared term at').d the desired shape of the index to limit 

the maximum value of an error, The top curve shows the error. index. 

value for a variable x1 that is desired to be bounded between 9 

and 11. That is, the desired range on x1 is ±1.0 about the 

nominal value of 10.Q. The expression for this term is 
. . 2 

(x1 - 10) , 

The bottom curve, however, gives the error index for the variable 

x2 which is desired to have a maximum value of 10.0. The inde~ 

value for any value of x2 less than 9.0 is zero. At x2 = 9,0, 

the index becomes a squared expression that is scaled to have a. 

value of 1.0 at x2 = 10.0 and increases as a quadratic for 

> x2 - 9.0. This is accomplished by formulating the error expression 

for x2 as 

(4-25) 

where 

s = o, x2 < 9.0, 

s = 1, !2 
> 9.0. -

This expression accomplishes the task of assessing a penalty or error 

to x2 as it approaches or exceeds the desired maximum. of 10.0. out 

does not penalize the variable for ·values less than 9.0. Th~ error 



term in Equation (4-25) also satisfies the requirements that 

clL clL 
L(!., .9., t), at and ~ be continuous. 
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Figure 4. Error Index for Trajectory Fitting and 
Limiting State Extrema 
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The general development of the error index for limiting state 
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extrema is discussed in the following. The switch S is set to turn 

on or change from O to 1 at about 90% of the desired maximum 

and the squared term is then scaled to have a value of 1.0 at the 

maximum. The switch and scaling could be set to turn on at any point 

(such as 99% or even 99.99% of the desired maximum) up to the 

desired limit and still have a value of 1.0 at the limit. However 

as the turn-on point approaches the desired limit, the error index 

begins to come closer and closer to approximating a discontinuous 

index that is zero for values less than the limit and infinity at 
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or beyon~ the limit. To a computational algorithm used to. solve the 

resulting optimal control problem, this error function does appear 

discontinuous and serious convergence problems then make a solutiot 

almost impossible. Experience has shown that the squared error curve 

should start at approximately 90-95% of the desired maximum value. 

The proper scaling of the squared term is shown in general in Equa-

tion (4-26). 

s(10_!_ - 9) 2 

~ax 
(4-26) 

In this equation x is the desired maximum value for the va~iable 
. - max 

x, or the minim1llll if the limit is a negative value. 

Recalling the problem of the aircraft landing system, a more 

appropriate error for the angle of attack would have been the fol-

·lowing: 

'Where 

a.{t) a.(t) 
k S (10- - 9 }2 = k S (- - 9 } 2 

.. 18° .. 1.8° 

s = o, a.{t) < 16.2°, 

( ) > .6 0 S = 1, a.·t - 1 .• 2 • 

For an angle of attack less than 16.2°, the performance index would 

not be penalized, but as the angle of attack approaches closer than 

16.2° ta the stall value, the error is penalized as a quadratic. 

One final point will be made regarding the formula·tion · of the 

performance functional for.use in conjunction with the system compen-

sation method of this thesis. There is no restriction on the form 

of the. terms used in the error index L(~, ,!i, t) other than the 



differentiability of L clL d.. c3L 
and the continuity of L, at an.. ax· 'I'hus 

many varied forms of weighting factors and error terms may appear 

in the error :i,ndex. Examples might be an expcnential weighting fac-

t -at d"f' d b 1 ' 1 or e , a mo lie error a so u.-ce va ue 

error absolute value lt(x - xd)I, or a fourth power error term 

(x - x.)4. In using these error terms in the performance functional 
Ci 

for system compensation, the system designer should expect essentially 

the same response characteristics that would be obtained by using 

these error terms in any other system design or modLE'ication scheme. 

The error squared form, however, possesses certain advantages 

when used in the formulation of the performance f·i.::.nc:t;:Lonal for this 

thesis. First, the error squared terms satisfy the continuity and 

differentiability requirements whereas the absolute is di.seen-

tinuous at x - xd = 0 and, hence, rr.ust be modified near zero to 

correct this. Second, the error squared formulation re~roJ_t,s in a set 

of differential equations linear in the adjoint variables which is 

much less likely to have convergence problems. Finally i the error 

squared form is probably the form most generally applicable to a 

variety of problems. T'herefore, unless specific requirements indicate 

that another form of error term is required, the error squared .form 

is recoi:nmended for at least the initial attempt to compensate a sys-

trnn, 

Derivation of the Optimal Control .~/\t) 

'rhe discussion presented within this section has basically two 

objectives. The first objective is to illustrate the proper applica-

tion of the necessary conditions given in 'rheorem.s 4-1 and 4-2 in 
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formulating the canonical system of system states and adjoint states 

and the proper boundary conditions on this system. That is, the 

proper formulation of the two-point boundary value problem, tho solu

tion cf which yields the desired optimal control. Three simple 

problems representing the following general cases will be discussed: 

(1) no terminal cost problem, ( 2) terminal co1st problem, and 

(3) problem in v,Jhich the independent variable t appears explfoi tly. 

The second objective is to present some suggested techniques for 

determining a first guess for the initial conditions on t;he adjoint 

variables, This problem must be considered since most of the compu

tational techniques for solving two-point boundary value problems 

require starting guesses for the unspecified initial ccnd:itions, 

These initial guesses must, in general, be fairly accurate, 

Example 4-2. No Terminal Cost Problem 

This example problem illustrates the proper formulation of t,he 

two-point boundary value problem for a simple trajectory optimization 

problem with no terminal cost. The system to be compensated is de

fined on the interval (O, T) by the differential equation 

x + x = o, 

x(O) = X O 

0 

A compensating control q is to be added to the system to minimize 

the performance functional 

T 

J ='2 J
0 

[(x _ xd). + m2 ] dt 

where q = km, The compensated system equation is thus 

x = -x + q, 
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The Hamiltonian is given by 

The necessary conditions of Theorem 4-1 state that for 
it 

q = q to 

be optimal, the associated x,i,. and p'~ must be solutions to the 

following system. 

** = :: I * = -x* + km* 

.* p = aHI 
-ax* 

= -(x* - xd) + p* 

x*(O) = x 
0 

p*(T) = 0 

,)H 
0 --··1 = m* + kp~; + m* = -kp* - am* 

If the change of variables x = x1 and p = x2 is made and the· 

equation for m-:c is substituted into the equation for x·:C, the two-

point boundary value problem becomes 

x* = -x-!f + x . + x* 
2 l d 2 

=x 
0 

x* (T) = 0 2 

and the relation for q-lc is 

(4 ... 27) 
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Thus Equation (4-27) represents the results of the a,pplication of the 

necessary conditions for optiw.al control. The desired optimal con-

trol will be obtained upon solution of these equations f;!atisfyin~ th~ 

stated boundary conditions, 

Example 4-3, Terminal Cost Problem 

The application of the necessary conditions of Pontryagin•s 

maximum principle will be illustrated for the case of trajec:t;.ocy 

optimization with terminal cost. For this problem, the system is · 

given on the interval (O, T) by 

x + x = o, 

x(O} = x0 • 

The system is to be compensated to minimize the performance functional 

J = \[x(T) 

T 

- X )2 + \ r [ (x - X l 2 + m2 ] dt 
d Jo . d 

ivhere q = km. The conipensated system equation is given by 

i = -x + q, 

and the Hamiltonian is formed as 

H = \ (x - x ) 2 + ~m 2 + p (-x + km). 
d 

Theorem 4-2 states that the necessary CC?ndi tions for m-ii- to be an 

optimal control are that n/ and the associated 

solutions of the following system 

~
x and p-l;· be 

,(4 .. 28) 
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where the boundary conditions are given as 

and 

x*(O) = x0 

p*(T) 
a 

- -- {~x*(T) - xd] 2 } = x*(T} - xd, 
c>x(T) 

c3HI 
O = -1' = m* + kp* + m* = -kp* • 

am* 
;; .. 

The final condition on p is not easily determined for this ¢ase 

since it is actually a function of the optimum solution itse::!.f. The 

basic method for solution of the two-point boundary value problem 

must be slightly modified for this case. First, however, the change 

of variable x = x1 and p = x2 will be wade and Equation (4-28) 

restated as 

x*1 = -:ic*1 - k2x*2 

'* = -x* + x + x* x 2 l d 2 

x* 1(0) = XO 

x* 2(T} = x* (T} 
l - x d 

and 

Recall that the gradient method for solving the two-point boundary 

value problem began with the formulation of a final-value performance 

index 



I = 
k 

L [x. '(Tl 
. 1 J. i= 

- x . ]2 
fJ. 
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mere the xi I were the states with final valu,es specified and xfi 

were the specified final values. Since the basic problem was to 

determine the necessary initial conditions on x. 1 to cause the 
1 

solution to pass through the specified final points, the gradient of 

I with respect to x. (0) 
1 

was calculated. For the case at hc:1.nd 

where the asterisks denoting optimal solution have oeen deleted for· 

convenience in writing. The "gradient" of I with respect to x2(o) 

for this scalar case is then 

'rl1is form of the gradient is basically different from thc:1.t · fo.t' the 

case of known final qonditions. The two terms ax2(T) I ax2(o) 

and ax1(T) I ax2(o) may be determined, however, in the same manner 

<2,s stated previously, and thus the g:radient may be evaluated a.fter 

an initial guess for x/0) is provided and the necessary equations 

integrated from O to rr. The method of: solution of the two-point 

boundary value problem is therefore essentially the same with the 

exception of the form of the gradient of I. 'rhis difference must 

be taken into aQcount in the solution of the two-point boundary value 

problem for the terminal cost problem. 

Example L.-L.. Independent Variable Explicit, in System Equatiqn 

This example problem considers the case of a simple trajectory· 



optimization problem for a system with a time-varying coefficient, 

q = km 

The compensated equation is 

- x ) 2 + m2 ] dt 
d 
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At this point an auxiliary state variable defined by .x:2 = 1 is intro

duced with the initial condition 

x 2 (0) = O. 

The augmented system equations then become 

x2 ::: 1 

x1 (0) = XO 

x 2 (0) = 0, 

The Hamiltonian is given by 

By Theorem 4-1, ~f-
m must satisfy 



,m I "* = ap1 * = -x* x* + km* x l l 2 

x* 2 :;:: an \ 
ap2 ·* = 1 

p* aH \ -x* + x + p* x* 
= ·ax1 * = 

l l d l 2 

-p* 2 = -::2 \* = p+~ x* 
l l 

x\ (0) = XO 

x* 2 Col = 0 

P\ (T} = 0 

0 = aH I ::;: m* + kp* 1 -+- m~· = -kp* l ~ 
am* 

Equation (4-29) is the resulting two-point boundary vaJ,ue problem 

which must be solved while meeting the four boundary conditions 

shown following the equation. Note that the state x2 fas condi .. 

tions specified both at t = O and t = T. These condition$ must 

70 

be satisfied since x2 is in reality the variable t. Note also 

that the adjoint variable corresponding to the system state with both 

boundary conditions specified does not have either end :pqint speci-

fied. 

The remaining paragraphs of this section present three techni-

ques which have proved helpful in determining starting guesses for 

the initial conditions of the states of the two-point boundary valu~ 

problem that have unspecified initial conditions. Most of the 
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computational algorithms for solving split boundary value problems 

require fairly accurate starting conditions to inst1re convergence t0 

a solution. 

The two-point boundary value problem to be solved can be given 

in general by the 2n set of differential equations 

!. = !Je., ~, t 1 + s. (;e.l , 

i = A,(!., £, ~' t l, 
(4 ... 30) 

with the appropriate boundary conditions. It is frequ(;lntly easiE1r 

to solve the problem 

x = f(x, J!,, t l, - -- (4.,.31) 
i = ~(!., .l'?., ~' tJ' 

in which the control is not applied to the systems equations. This 

modified problem certainly does not result in an optimum s9lution 

but it will often yield a set of initial conditions for 12(t) · that 

will be satisfactory for the solution of Equation (4-30). A 

straightforward technique for solving the equations of (4-31) isto 

integrate the x equations from the knoim initial conditions forward 

in time from t 0 to tf. The trajectory !(t) is stored during 

this integration. Then the p_ equations may be integrated from the 

known final conditions p( tf) backward13 in time from tf to · t 0 , 

using the previously 13tored trajectory x(t) as inputs to the E. 

equations. The values of ;e(t) at t then become the in;i tial 
0 

guesses for the complete solution of Equation (4-30). 

The second technique stems from recognition of the fact that 

through proper weighting in the performance functional the control 

variable g is only slightly constrained. This is done so tha~ g 

may take on values as large as necessary to properly controJ the 
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system. However in so doing, the sensitivity of g with respect to 

the adjoint variables £ is greatly increased. If the starting 

guesses for the initial conditions on the adjoint variables are pot 

very close to the correct values, the adjoint variables (the equations 

for which are unstable) will become very large on the first iteration 

of the two-point boundary value solution algorithm. Thus it qµite. 

frequently occurs that the large adjoint values and the high sensi

tivity of g with respect to 2(t) result in an overflow condition 

in the computer. That is, an arithmetic operation results in a 

number vJhich is larger than the maximum value allowed in the computer. 

In order to circumvent this problem, the weighting factor k1 on 

the control function in the equation for the error index 

should be increased. In many cases, an increase in the magnitude of 

k1 by one or two orders of magnitude will result in a sufficient 

decrease in the sensitivity of g with respect to 2(t) so that 

the resulting two-point boundary value problem can be ~olved. The 

initial conditions on the adjoint variables which result from this 

modified problem can then be used as starting guesses for the original 

problem with the desir~~. value of k1 . In some instanqes, k1 must 

be decreased in two or three steps, each time solving the two-point 

boundary value problem using as starting guesses on the adjoint var

iables the initial conditions resulting from the previous solution. 

A final technique is presented for determining starting initial 

condition guesses. Although sufficient experience has not been 

gained with this method to fully determine its effectiveness, tt is 

presented as a possible alternative should the other methods 



discussed fail. The use of this technique is prompted by the fact 

that the adjoint variable equations are unstable a.nd hence tneir 

magnitudes increase with time (for oscillatory adjoint solutions, the 

peak values increase). 'rhus in some problems, the ;e(t) • trajec·tories 

increase to the point of computer overflow. In these cases, tile pro'!;> ... 

lem final time tf can be reduced to some point in ttm~ :J.ess. than . 

the value at which the overflow condition occurred, say t.?1·,. wh~r~ 

tf I < tf. The two-point boundary Value problem iS then SOl,Ved OVer 

. the interval t 0 · to tf 1 and the resulting initial qonditions on 

E used as starting guesses for the problem over the interval 
J• . '• 

t 0 to \·· As with the previous technique., this method may have to . 
be applied two or three times, each t:i,.me increasing the final time •· 

until tf is reached. 

As should be evident from the preceding discussion, the sclutio~ 

of the two-point boundary value problem can sometimes be very diffi.,. 

cult. In fact this problem is currently one of the major limitations 

in applying optimal control theory to practical nonlinear control 

problems. In general, the control engineer must bring all of the 

pertinent information possible into the problem as well as ~.a.ke 

liberal use of his intuition to solve the problem. A suggestion is 

made in Chapter VI, SU}JY.iARY, CONCLUSIONS, AND RECOMMENDATIONS for 

a more refined technique for determining initia:l starting cqnditions •. 

,.. 
Determination of the Fitted Control ~(~, ~) 

The discussion of this section deals with th$ problem 9f deter~ 

mining a function of"th.e optimum system state trajectories that will 
~ . . 

fit the optim'\lfil cont,\9,t, g' (t). It will be assumed in tl+is ~ection 
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that the appropriate two-point bounda!""J valu$ problem has been solved 

to yield ;t< t) 
~c 

and that the resulting optimum system response ~"( t) 

is sufficiently ;unproved over ~(t) to warrant an attempt to imple

ment the optimum control. That is, the decision has been ir.ade to t:cy 

to ;fit some _s to l\t). The fitting process is divided basically 

into two steps, the first being a determination of the general ;f.'unc-
..... 

tional form of s(~, ~). This determination is initially based on 

the general shapes of !i\t) and i\t), physical realizability re

quirements and parameters in the original system that can be adjusted, 
..... 

Once the general functional form for q(x, k) is selected, the second - - -
step involves the determination of values of ~ to give the best fit 

to .9:-l\ t) . During this step, the k. 1 s must be lim:i ted to physi
J. 

cally realizable values. 

One of the principal benefits in the method of system compensa-. 

tion discussed in this thesis can be exploJted during this phase of 

the compensation procedure. First, the system designer has the op-

portunity to study the optim'LUll response and to determine its merits 

or wilether it represents any advantage over the original response. 

Second, he has available the optimum. or ideal control t:rajectory wh;lch 

produced the optimum response. He thus has a means to measure the 

success or failure of any of the means he chooses to compensq.te the 

system. Finally, the fact that he has the optimum control trajectory 

available affords some information as to how that control shoulo. be 

physically iw.plemented. 

Some of the terms that sn.ould be used in s(~, ~) to fit .9.'\ t) 

can be determined through a close study of plots of _g_-i~(t) and ~.t(t). 

By comparing the g~neral shapes of the curves for .9:~i-(t) and l*"(t), 
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correlations between the control and certain state trajectories can 

be recognized. If a control signal matches fairly closely one of the 

state trajectories, then a high degree of correlation between these 

two variables likely exists and that state should be included ~ tn13 

" functional form for S(!, !f) • Likewise, if the control and l:.lQme Cblll-
. . 

bination of states, such as the product of two states or their sunt Pf 

difference, appear to be correlated, then this combination of ;states 

" should be included in g(!, ~). 

For example, assume that a second-order system with state$ -·~- · 
•'. -if- . 

and x2 is to be compensated with a scalar control q. A.fte~ q. (t) 

has been determined, a plot of q"\t), x;\t) and x/.(t) versus 
.;c. -~ 

time should be examined. Assume that x1 '(O) = x 2 (0) = o, but that 
~} ,,.. 'it-

q ( O) ,= O. Obviously, in order to form q as a function of x],. ·· 

·U· " 
and x2 , q must contain a constant bias term to provide a fit at 

" . 

t = O. Thus th~ first term to be selected in the formulation of q 

will be the constant kl so that 

" 
q = k~ + other terms to be determined • 

.><. 

In addition, if it appears that the general shape of qn(t) · is simi-

lar to the shape of x/·c t) then the tem. k2x2 should be S.dded to 

q. Thus 

Many other observations may be considered as well. If, for instance, 

~\t) does not change sign on the interval ( t O , t f) but x1 ( t) 

and x2(t) take on both positive and negative values, perhaps some · 

function of lx1 I or x/, i = 1, 2, should be considered. A full 

appreciation for the utility of this technique cannot be gained from 
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a discussion alone. Examples 1 and 2 in Chapter V present excellent 

demonstrations of the application and utility of this method of deter ... 
A 

mining the form of q. 

Another device for determining the proper correlation between 

the control and the states involves plotting .~{(t) versus the sta.te13 

x'\ t) themselves, Consider again the example of the previous para ... 

graph. Since q.\ t), x{\ t) and xt(t) are all known at the $ame 

points in time, plots of qi!- versus x17!- and q7!- versu~ x21!- may 

be obtained. If 
~~ 

q can be approximated by a linear function of one 

of the states, then the appropriate plot should be approximately a 

straight line. If however the plot appears more as a squared or cubic 

A 2 3 curve, this suggests that q be made a function of k.x. or lc.x .. 
· 1 J 1 J 

This concept can be extended to plotting q1!- versus various combina;.. · 

tions of the states such as x1x2, 

close correlation between q-l!- and one of these terms can eas;i.ly be 

recognized from these plots. 

In most system compensation p;i:-oblems, certain of the system 

parameters may be adjustable. To determine the proper parameter 

changes, the terms containing these parameters should be included in 

q. Thus if the example system cited previously contains a nonlinear 

spring modeled by the expression kx13 and if it is determined that 

the sp~ing rate can be changed, then the term k3x13 should be added 
A 

to the others in q. <Thus 

q = k + k x + k x 3 • 
1 2 2 3 l 

It should be pointed out, however, that the fact that a parameter is 

not adjustable does not prevent the use of the term associated with 
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"' that parameter in the expression for ~· In this case the system de-
A 

signer simply must realize that this portion of g(:~, ~) cannot be 

implemented by adjusting a parameter in the original system; instead, 

a new element must be added to the system. 

A very important consideration in dete;rmining the general ;form 
A 

for g(!, ~) is that of physical realizability. If it is determine\i 

by one of the techniques described above that a particu].ar term should 
.,.. 

be included in q, but it is found that the term cannot be implemented .... 
.,.. 

in the physical system, then this term should not be included in .9.: 
.,.. 

An attempt must be made to fit .9. to q-i~ without the use of that - ' 

particular term. In this manner, the designer can assure that the 

"' resulting fitted control g(!., ~) will contain only terms which rep ... 

resent physical elements. If however he learns that a satisfactory 

fit to ~t( t) cannot be accomplished without this term, then addi-

tional consideration should be given to determining a means to 

physically realize the desired expression, perhaps by a more elaborate 

mechanization. If this cannot be achieved, then the designer must 
.,.. 

either accept the poorly fitted .9.(~, ~), attempt to completely re-
"::::?'·+;;}: 

design the basic system, or abandon the compensation attempt 

altogether. In any case the system designer has a measure of the 

degree of optirna.lity he is sacrificing by not implementing the partic-

ular term involved. 

One final point will be rnade with regard to physical realizability 
.,.. 

in connection with determining the general form of _g(!, ~). Ii; the 

system designer recognizes that some physical element could be easily 

added to the system, the desirability of doing so can be quickly ex~ 

a.mined, even if no previous indication of the appropriateness of this 
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term has been made. The expression representing the physical element 

simply can be added to the expression for S and the resulting im-

provement, if any, in the fit of g -3r 
to g observed. 

" Once the general form of g(~, ~) has been selected, the next 

problem is to determine the proper values of the elements of ·k •. This 

can normally be accomplished through the use of a computational cu,rve 

fitting routine. Several nonlinear least squares curve fitting rou-

tines are available for this purpose, two of which have been used 

successfully in connection with this thesis ( 23, 2.4). The requirements 

of physical realizability must be considered during the fitting process 
.,., 

as well as in determining the general form of g(~, ~). Since the 
.,., 

terms in g represent known physical elements, the constant coeffi-

cients must in general be limited to insure realizability. The 

fitting routines then select the proper values of k within spec:i,fied 

bounds to give the best least squares fit of g(~, ~) to .9,~}(t). 

In most physical systems, exact, rigid limits cannot be defined 

on t,he realizable parameter values. In many instances reasonable 

constraints can be selected within 1rmich the parameters could be ;fairly 

easily implemented, but values outside these bounds might be possible 

with additional effort if necessary. In problems vmere this situation 

exists, it is recommended that first g(~, ~) be fitted to s{(t) 

without constraints on the parameters k. If the selected values of 

k fa11 outside the proposed bounds, then .9: should again be fitted 

to 
~(" 

g ' 
this time with constraints on the values of k. If the fit 

"' of .3 is significantly deteriorated as a result of ccnstraining ,!~, 

then considera, tion should be given to relaxing some of the buunds. 'l'he 

relative importance of the various k. in affecting the overall system 
l 



79 

response can be determined by calculating the sensitivity of the per-

formance index J with respect to the elements of k. This is 

accomplished by evaluating 

A high sensitivity of J with respect to k. (relative to the other 
l 

parameters) indicates that the parameter ki has a signifiqant erfect 

on the performance index and hence should receive top priority in 

being implemented with the proper value. 

It must be pointed out that the procedures for selecting the 
,.. 

general form of g(~, ~) and determining the values of ~ discussed 

in this section cannot be applied in a simple straightforward manner. 

A trial form for g must first be selected and the value for k 

determined. If the resulting fit is unsatisfactory or if the k . IS 
:I. ,.. 

fall outside their bounds, then the form of g must be modified and 

the new g(!, ~) fitted to g1' ( t) . A technique for determining the 

proper modification to g is presented in the next section. 

Ver ification of the Control 

A _v_ 

After an initial fit of g(~, ~) to ~(( t) has been accom-

plished, the resulting control trajectory must be examined to determine 

what modifications ~.ay be necessary to improve the fit. One device 

that is helpful i n this respect is a study of the diff erence in 

g(~, ~) and ~i\ t), or the residual _E, defined as 

r.(t) = sJ!.(t), !,l - s*CtL 

Equation (4-32) ~.ay be wri tten as 

,g.*(t) =i<!., ~) -r,(t). 

(4-32) 
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This equation states that the optimal control ;{\ t) is given exactly 

"' by g(~, ~) minus E(t), where E(t) is de;fined in Equation (4-32). 

Thus if the trajectory for E(t) can be approximated by a function 

"' "' of ~(t) and ~, E(t) ~ E(:'.E, ~), and then subtracted from g, the 

resulting function would fit g~{- more closely. Thus the problem qt 

"' this point becomes one of determining the general form of ~::(~, ~). 

"' The values of k are not evaluated to fit £(!, ~) to £( t), instead, 

"' r with the undetermined k. 1 s is used to modify the general farm o.f 
1. 

... 
The values of k in the modified 3 1 (~, t) are then evaluated to 

,I\ ~} 

fit 9' I to 5i • 

The same techniques that were used to determine the general form 
A A 

of .9.(~, ~) can be used to determine the general form of 2:(:'.E, ~). 

That is, plots of E,( t) and ~.(( t) versus time can be studied to 

determine possible recognizable correlations bet·ween E( t) and the 

state variables. Also, plots of ~(t) versus the various state· 

variables or combinations of the state variables can be examined for 

the same purpose. The same restrictions pertaining to physical 

" realizability apply in formulating E:(:'.E, l:) as in formulating 

Example 2 in Chapter IV illustrates the use of this techni-

que. 

Instead of using a least squared error fitting routine to deter-

mine the proper elements o.f t, an alternate procedure may be 'Utilized. 

... " 
Once the functional form for .9:(~, ~) has been determined, 9. can 

be added to the original system equations 
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with k as yet unspecified. Then a parameter optimizc1,tion routine .. 
such as described by Unruh (9) can be used to determine the values of 

~ that minimize the appropriate perforwance index. The utilization 

of this technique possesses certain advantages as well as disadvan..,. 

tages. This method represents a slightly more direct appro~ch since 

the values of ~ are calculated directly to minimize the perforwance 

index and the resulting compensated response is generated in the 

processes. On the other hand, it is more difficult to constrain the 

variations of the parameters in a parameter optimization routine than 

in a least squares fitting program. The computational algorithm 

developed by Unruh (9) does not allow limiting the parameter values. 
A 

In addition, the ability to further modify g(!, ~) by eY..amining the 

residual E(t) is lost in using the parameter optimization approach. 

Perhaps a combination of the two techniques might be utilized in 

which g(~, t) is first fitted as closely as possible to 3~~( t). 
,.. 

v.Jhen the final form for 9:(~, ~) has been determined and no further 

modification is desired or possible, then a parameter optimization 

routine could be used to re-evaluate the ~ parameters. The set 

of parameters within the desired bounds that resul·ted in the smallest 

performance index would be the desired set. 
,.;. 

The techniques for determining the fitted control _s(~., !£) pre-

sented in the last two sections are not meant to be applied 1n a 

straightforward :manner without regard for the physical implications 

of each step. In general it is desired to compensate the system in 

the most economical viay possible which in turn usually implies the 

fewest additions or changes to the original system. Thus the first 

attempts at approximating g{\t) 
,.. 

should be with a simple s<~, ~). 
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If this attempt fails, then appropriate terms should be added onto 

s<?E, !) . 

The entire system compensation procedure discussed in this chap

ter is designed to give the system designer a maximum insight into 

the effect of each step in the procedure. A great deal of flexibility 

exists in the application of this technique which requires the designer 

to make several decisions. This result is desired, however, because 

this compensation procedure is meant to be a tool which the designer 

can use to aid him in first determining whether compensation of a 

system is feasible and then provide him with infor:rr.ation as to how 

to effect the desired compensation. The overall objective has been 

to apply some of the sophisticated modern control theories to the 

practical problem of system design and compensation in such a -way 

that the system designer can direct and be directed by the compensa

tion procedure. 



CHAPTER V 

APPLICATION OF THE METHOD 

Several example problems which illustrate application of the com

pensation technique developed in Chapter IV are presented and discu.ssed 

in this chapter. The objectives of this chapter are threefold: f:Lrst, 

it is desired to verify the basic concept of using optimal control 

theory to aid in the derivation of feedback control and compensation 

elements for a nonlinear system. The second objective is to demon

strate the practicality of this technique in determining physically 

realizable compensation terms, and finally, the third goal is to 

clarify certain points discussed in previous chapters by illustrative 

examples. 

The examples presented were chosen primarily to illustrate that 

the objectives outlined in Chapter III had been achieved and that the 

technique was not restricted to a particular class of systems. Space 

would not permit, however, the inclusion of examples of all of the 

wide variety of problem requirements that could be formulated for 

study by this method. The problems include the study of a hydraulic 

spool valve, an electrical circuit and an electro-mechanical liquid 

level controller. The final example illustrates a case in which the 

optimum controlled system shows little improvement over the uncom .. 

pensated system, and thus, 1ittle benefit could be gained by attempting 

to compensate it. 
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In those problems which are driven by an external forcing func-

tion, the forcing fu.nction is taken to be a step input at time t . 
0 

The reasoning being that a step input is the most severe input to 
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which a physical system can be subjected and that if adequate compensa-

tion can be achieved fo:r;, the step input, it certainly could be 

achieved for any lesser input. An impulse input can be treat~d simply 

as an initial condition on the state variables, a case which is con-

sidered in Example Two. 

Example One - Hydraulic Spool Valve 

The first example considers the compensation of a hydraulic 

spool valve shoi-m in Figure 5. This valve was studied by J. Bose (7) 

in demonstrating a parameter optimization type of compensation pro~ 

cedure, This example will afford an opportunity for comparison of; 

the compensation technique presented in this thesis with that of 

Bose's. 

The dynamic model for this valve is given on page 60 of ref-

erence (7) as 

i + 0 0 36x + 0 • 24x = f (t } ' 

x(O} = O, x(O) = O. 

For this valve, the response to a step force input f(t) = O. 24. is 

unsatisfactory since the rise time is over 4.0 seconds. In order 

to compensate the valve response,a control variable is added to the 

system equation. 
•• x + 0.36x + 0.24x = 0.24 + q 

To write the equation in state variable form, let x1 = x, x2 = x, 

then 



85 

~ 

r,~ 
t~ 
~ 

c'.J ~·-.... ,.._, ..... 
~ 
11. 
UJ 

::::, ... 



Also let 

The p~rformance index is formulated as 

5.0 . 

J = lo[~x1 - 1,0)2 dt. 

Since x2 is in the z,ange of ±1.0-1\ q should be constrained 

to approximately this magnitude. However since the system is unde:r-. 
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cl.amped, the velocity x2 should be greater in the co.mpens~ted system. 

Thus a reasonable assumption is to allow q to vary approxima,tely 

±10.0 in the compensated system. This is accoir.plished py letting 

c1 = 10.0, then as m = ±1.0, q = ±10.0. Also let c3 = Q.lc2; 

therefore c2 = 1.0, c3 = 0.1., and q = lOm. The performe.nce index 

becomes 

5.0 

J a JO [ 1,;(x, - 1.0)2 + 0;\2] dt, 

from 1-mich the Hamiltonian is formed as 

H = ~tx ;... 1.0) 2 + 0 •1m2 + p x + p (-.36x - .24x + .24 + lOni). 
l 2 l 2 2 2 l 

Then the differential equations for the state and adjoint variables 

-l}Th . . -.P t. ' d t . d f 1 t. f th . . . is iu..1.om.a ion is · e ·er.mine rom a so u ion o ... e uncom.;. 
pensated system equation. 
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are found to be 

.24x1 + .24 + lOm 

with boundary conditions 

Thus 

q = lOm = -l00p2. 

By letting 

x3 = p1 and x4 = Pi 

the two-point boundary value problem to be solved becomes, 

(5-1) 

with the boundary conditions 
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x 1 (0} = 0 

x2 (0} = 0 

X3(5} = a 

X4 ( 5) = ot 

and the equation for q is 

q :: -100x4 • 

Through the use of a t1:o-point bomdary value solution program., 

the initial conditions on the adjoint variables are found to be 

x 3 (0} = -.44260732 

X 4 (0} = -.097628796. 

The results of integrating Equations (5-1) using these initial condi-

tions are shm·m in Figures 6 and 7. The first figure shows a 

comparison of the coF.pensated state trajector-s and the original un-

compensated trajectory. It is obvious that there is a significant 

improvement in the response and thus the implerr.entation of the neces-

sary control should be atter.:pted. 

Fig11re 7 shows the optimum control q-l*'( t) and the resulting 

opti:rr.um states. From this fi;ure it is desired to gain soree insight 

as to the terms necessary to implerr.ent an approxil!lation to q-i'(t). 

The opti:rr.um control q-l~(t) has a shape generally similar to that of 
..,~ 

xl' inversely of course, except that q" has a faster initial rise 

rate and reaches its peak earlier. Hence q should be proportional 

to x1 and the constant of proportionality should be large initially 
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.... 
to give q a steep slope, but should decrease as x1 increases to 

give a good final value. One -way of realizing this is to recognize 

that x2 is large for a short initial interval, then decreases. Thus 

if the term (k1x2)~ were used, the coefficient of the · xl term 

appears that it might have the desired property. 

Another manner in which one ni.ight fit q-r.- is to .make q a func-

tion of x 2 to account for the rapid initial change and then use 
f' 

another function of x1 to contribute to q 1-men x2 approaehes 

zero. A function of x1 1~1 or x13 might serve this purpose since 

either one is small -whe~ x1 is small but increases rc1rpidly as x1 

increases. Since an x13 term could be easily physically realized 

with a nonlinear, 11hardening'1 spring and a term such as x1 lx1 I might 

be more difficult, the terms k 2x 2 + k 3x13 are chosen to attempt to 

~
approximate q. 

i!-
Thus the total expression used to approximate q is now 

.... 
q = k1X2X1 + k2X2 + k3x1 3 • 

i!
Since there is obviously a constant bias between x1 , x2 and. q 

(observe a·t t = O; ~ = 0 and q{:- = 9. 76), a constant term, J.<4, 

must be added. Finally one should note that for this hydrau1ic valve, 

it would be a quite siluple task to change the spring rate of the 

valve spring, so the term k5x1 is added. Hence 

A ~} 

A least squares curve fit of q to q determines the co-nstants 

to be 



k1 = -0.00124 

k2 = -4.07464 

k3 = -0.00837 

k .. = 9.76288 

k 5 = .... 9.75469 

This approximation to the optimum control, when added to the o-

riginal system equation, yields 
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x + (4.07 + .36)± + (9.75. + •. 24}x + .00124x{x} + .00837x3 = .24 + 9.76. 

However, the implementation of this control would require a large 

change in the coefficient of x. Since this coefficient is determined 

largely by the viscous drag between the valve spool and body, a sig-

nificant change here is difficult to achieve. In addition, a change 

in spring rate from 0.24 to 9.99 is not impossible but might prove 

troublesome without major revisions to the valve. Thus a slightly 

different method of implementing the control should be considered. 

In determining a different form for the control vector, some 

thought must first be given to limiting the values of k2 and k5. 

Since the coefficients these terms affect can be changed, all, much 

compensation as possible should be achieved by their variation, but 

they must not go beyond physically realizable bounds. Thus k2 is 

limited to -0 • .5 and ks to -1:& Although these restrictions are 

somewhat arbitrary in view of the limited details of the problem they 

are certainly within reason. 

Since one of ·~he damping terms in q has been restricted, 

(ilnother form of dan:ping ohould be implemented. Fluid flow through 

.. ,an orifice placed in the by ... pass tube in the spool would result in a 
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A 

damping term k6x 2 x 2 • The functional form for q now becomes 

A 

q = k1X1X2 + k2X2 + k3X1 3 + k4 + ksx1 + ksx2 lx2 I, 

tdth k2 and k5 l~mited to -0.5 and -1.0 respectively. · A least 

" ~~ 
squares fit of q(~, !E) to q''(t) yields the followin~ values for 

k. 

k1 = ..;4 .60 

k2 ;: -0.50 

k3 = -5.996 

k4 = ,.~96 

k.5 = -1.@0 

k6 = -1.24 

A plot of the optimum and fitted control versus time is shovm in 

Figure 8. 

Addition of q to the original differential equation results 

in the following compensated valve equation. 

x + (0.36 + 0.50lx: + (0.24 + l.Olx + 5.996x3 + 4.60xx 
(5-2) 

+ 1.24xlxl = to.24 + 6.996). 
A 

The equation response when compensated by the fitted control q is 

sho'v>m in Figure 9. This sub-optimum response is still greatly superior 

to the uncompensated response and hence certainly justifies implementa-
A 

tion of q. An alternative to observing plots of the response is to 

consider the perforrrE.nce index. For the optimal control the perform-

a.nee index value at t = tf . is 0.1672 and for the fitted control 

it is 0.1746, an increase of only h.4%. From this vie'ti,point too, 

it appears that q should be implemented. 
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In order to interpret Equation (5-2) in physical hardware, two 

terms will be examined concurrently. The expression 

{0.36 + o~ 501,i + 4 .6oxx 

is rewritten as 
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since the term c2(L + x)x represents an unsteady flow force which is 

a result of fluid acceleration induced by pressure c~anges and/or 

valve displacement. Equating coefficients of like terms yields 

If c1 is assumed 0.16, then L, the characteristic length of the 

control volume, is found to be L = 0.155. Thus the terms under con-

sideration become 

o.16x + 4.60(0.155 + x)x. 

Note that the expression c2(L + x)x does not result in the addition 

of atly' physical hardware, but rather, represents a more accurate 

mathematical model of the valve. It does, however, yield valuable 

ini'o!'l11~tion in that the values of c2 and L necessary for proper 

compensation of the valve are knot-m. 

The remaining compensating terms can now be implemented. The 

linear damping terrn (c1x) adjustment can be achieved by ma.king the 

proper changes in the spool land length, spool diw:r..eter, radial 

clearance and spool ni.ass. The spring force term will require a 

change in the linear spring rate as well as the addition of a non

linear hardening spring modeled by .. ,5. 996x3. The addition of an 

orifice in the spool by-pass tube will yield the x Ix I term with the 



coefficient determined by proper sizing of the relative diameters of 

the spool and orifice and the orifice flow coefficient. The step 

force input to the valve must be 7.236. 

The hydraulic valve, when compensated as discussed above, is 

described by the following differential equation. 
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·x + 0.16:x: + 1.24:xlxl + 4.6(0.155 + x)x + l.24x + 5.996x 3 = 7 ~236 (,5-3) 

The compensated response is compared with the ideal response in 

Figure 10 where it can be observed tha·t very little opti;rnality has 

been sacrificed in implementing the sub-optimal control. Figure ll 
, .M. 

shows the optimal control q"(t), the control fitted to the optimum 
,.,, ~!-, 

response, q(~, ~), and the actual control that is generated in the 

compensated system, q(g, !) . As would be expected from the nearly 

optiw.al compensated response, the actual control very closely ap-

proxima.tes the optimum control. 

Bose (7) used a lea.st squares method to compensate this hy-

draulic valve and gave the compensated model as 

x + 0.36x + o.24x + 0 0 801x 3 + 1.4039.xx = 1.0. 

The rise time and overshoot for Bose's compensation were approxi~.a.tely 

2.0 seconds and 10% respectively 'htiile the compensation applied 

in Equation (5-3) yields a response with rise time of 1.08 seconds 

and less than 3% overshoot. The results of this example can be 

su.mmarized by saying that the compensation procedure described in this 

thesis has aided in the compensation of ·a nonlinear system in s~ch a 

rr:ay as to significantly improve its response and to guarantee the 

physical realizability of the compensating terms. 
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\ 

F.d:p.mple Two - Electrical Circuit 
:-1.,, 

Consider a system utilized as an ezample by Garrad, 

N~H. McClamroch, and Clark (20) in "Some Approaches to suboptimal 

Feedbaclc Control of Nonlinear St;stemsn. This system consists of an 

electrical circuit with a nonlinear resistor sho1m in Figure 12. The 

differential equation describing the dynamics of this circuit is given 

as 

i.-
e - (1 - e 2 }~ + e = 0. 

Consider two sets of initial conditions 

r~(Q)J = fi· 0J and 

Leeo) ~.o 
fe(O)J = [Oo51. 
Le<o> o.5J 

The primary purpose for this example problem is to compare the opti-

mization technique described herein ·with that of Garrard, et al.; 

hence the sarr.e problem 1"1ill be considered. That problem is, add a 

control q that will minimize the performance functional 

J •\, 1::, + b2 + q2 ) dt, 

L 

NONLINEAR i--~-.--.----. 
RESISTOR 

R 

L = 10.0 

a= 10.0 

C = 0.1 

Figure 120 Nonlinear Electrical Oscillatory Circuit 
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Let x1 = e, x2 = e and write the state equations, to -which a 

control variable q has been added, 

. 
xl = x2 

• (1 - x 1 2 )x2 X2 = - Xl + q. 

Since the general state trajectory will be between 1.0 and o.o, it 

is desired that the ccntrol rer."ain 1'Jithin these limits also, hence 

let q = 1.0m. The Hamiltonian then becomes 

= -X2 

a:a: 
xl 2 lx2 • (J. +m x =--= ... - x 2 c)p2 1 

c)H . 
pl =--- = -x + p (-2x x - 1.0) 

dX 1 
l 2 . 1 2 

c)H 
• 

+ P1 + p2(1 x/) P2 =--- = ... x2 -ax2 

c)H 
0 =-= m + p -+- m = -P2 

am 
2 . 

Now substitute x3 = p1 and x4 = p2; the two-point boundary value 

problem to be solved becomes 
. 
X1 = X2 

i2 = (1 - x12)x2 - xl - x4 

X3 = -xi + 2x1x2x4 + X4 

:ii:4 = -x2 - xs -(1 - x12)x4 
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with the initial cond.i tions for the two cases shovm below. 

CASE A CASE B 

x (©l = 1.0 x (0) = 0.5 
l l 

x 2 {.O'l = 1.0 x 2 (0) = 0.5 

x 3 (10} = 0 x 3 (10) = 0 

x {10} = Q x {10) = 0 
It ...... It 

The computational algorithm TPBV is used to obtain the ~roper initial 

conditions on the adjoint variables (16). 

Case A 

CASE A 

X3(0) = 2.0766979 

X4(0). = 1.6747117 

CASE B 

x3 (0) ~ 1.6106961 

x .. (o) = 1.3330923 

Now consider the results of Case A shown in Figure 13. This 

figure, 1r.'hich shows a comparison of the opt:i..mum response and the un-

compensated response, indicates that a significant irr:.provement can 

be achieved if the optimum control can be impler.:.ented. The desired 

opt:i.mu.lll control q'\t) and the time histories of x1 and x 2 are 

sho1,m in Figure 14. 

The problem at this point becorees one of approxir1ating qJk(t) 
A 

with a fu:riction q(~, ~), that is a fu.~ction of the state variables. 

Close examination of the curves in Figure 14 will reveal a close cor-

respondence betr:een the general shape of the x2( t) plot and the 

o.;:-(t) plot. This suggests a ter.m kx2 in the approximation to 

c{.(t). However, the rc.agnitude of change in q{'<- during the first 

1.6 seconds is greater "With respect to x 2 than during the time 

1.6 - 4.0 seconds. This indicates that the coefficient of ~2 should 
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decrease with time. Since x1(t) follows a generally decreasing 

path, the coefficient could be .made a linear function of ~ so that 

q*(t) would be approximated by 

. "' * A selection of k1 = -1.65 to :make q(~(o), !) = q (0) yields 

the appro:x:ur..ation sho"rm in Figure 15. Although the in:i,tial and final 

portions of the curves coincide, the fit is not close overall. In 

"' order to determine what additional tenns in q are necessary, an 

examination of plots of the residu.al (r = q - qi*") versus the state 

variables and various combinations of the state variables will be 

helpful. Figures 16, 17, 18, and 19 show plots of the residual versus 

* * ( * )2 ( * )2 . x l' x 2, x 1 and x 2 , respect1 vely. Al though three of the 

plots indicate a general nonlinear relationship betvreen r and the 

state variable, the plot of r versus (x{}1) 2 can be approxilr.ated 

by two straight lines. The dashed line in Figure 18 Fepresents an 

approximate linear relationship between r and (x*1) 2 while the 

remainder of the plot indicates the residual is independent of Xi• 

Since 

"' r = q - q* 

and ~;.: ~·;~· ·, 
·r, . . • 

q* = q - r; 

then if an analytical expression for r in terms of the state var-

"' iables can be obtained and subtracted from q, the new approximate 

control 
,,... "' 

q' = q - r 

* "' should better approximate q • If r is approximated by the dashed 

1:i~. in Figure 18, the resulting q I should fit r.( better init;ially 
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but 1-rl.ll have a greater steady state error. The straight line is 

represented by " r = 2 -k x - k and thus 
2 1 3 

" q becomes 

The results of fitting this form of q to 
..,,_ 

q · is sho1-m in 

Figure 20. Consideration could now be given to reducing the steady 

" ~~ state difference bet1-:een q and q" by adding additional terms. 

First however, some thought must be given to physical irnr,lementation 

of the desired control. For this circuit the task of generating the 

term k1x1x2 short of adding an analog computer or function multi

plier is indeed difficult. Since the term k2x12 can be implemented 

somewhat more easily, consideration should be given to approxi~.ating 

q{::- without the k1x1x2 term and with other more easily realized 

terms. Addition of a linear resistor to the circuit ·would add a 

kx1 term while adjusting the capacitor and nonlinear resistor would 

allow the inclusion of Y.x:2 and k4(1 - x12)x2• Thus a more readily 

realized control might be given as 

(5-,4) 

Determination of ~ through the use of a least squared error approxi

mation routine yields the following values (21): 

k1 = - .00109 

k2 - - .42201 

k3 = -1.62772 

kit= -.96851 

k 5 = .37611 · , 

The use of the form for q given in Equation (5-4) with the 

valv.es for k shown above yields a close approxirnation to q·lt- as 
A. -:} 

shown by the q(! , E) curve in Figure 21. With the addition of 
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,.. 
the control q, the state equations become 

or expressed in the original second-order form 

Grouping like terms and substituting numerical values for ~ yields 

e - (l + .96851}(1 - e 2 }! + 1.62772e + (1 + .l12201)e 

- .37611e 2 = -.00109. 

The original circuit with the necessary modifications and addi-

tions to implen:ent the desired control is shown in Figure 22. The 

circuit equation is first non-norrnalized and written as 

l 
lOe - (10 + 9.6851)(1 - e 2 )~ + 16.2772~ + 00703~{, 

+ (0.0109 - 3.76lle2 ) = a. (_5 ... 5) 

The indicated modifications are: (1) increase the constant associated 

with the nonlinear resistor by 9.6851, (2) add a linear resistor 

with 16.2772 ohms resistance to the circuit, (3) decrease the capac

itance to .07032, (4) add a voltage source with a current dependent 

resistance to realize the final term on the left-hand side of 

Equ.a.tion (5-5). This term can be implemented by realizing that ,many 

batteries have an internal resistance that is partially current de-

pendent. This internal reSistance R. can be approximated (in some 
J. 

cases and with certain limits on the current) by 
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NONLINEAR 
RESISTOR 

Fi,gure 22. Com~ensated Electrical Circuit 

c 

where R and R are constants. The inclusion of a battery w.i.th c v 

voltage E and internal resistance R. results in the following 
J. 

term in the differential equation: 

E + R e - R e 2 • c v 

11.5 

Since with the addition of this battery., the constant R ·mll modify 
c 

the coefficient of the e term, it will be necessary to adjust the 

linear resistor R 
n 

so that (R + R) = 16.2772. c n Finally, with a 

battery for which E = .0109 volts and R = 3. 7611 ohms/ampere., the v 

desired control has been implemented. 

A comparison of the responses of the cOlllpensated and original 

i.m.compensated circuit is shown in Figure 23. The performance of the 

compen~ted circuit is a significant improvement over the original 
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response, however, it is not as :much of an improvement as the optimum 

response which is shmm in Figure 24. This is due to the fact that 
A A 

the q that actually controls the circuit is a function of x and 

not 
~~

x • The difference in q~~( t), 

seen in Figure 21. 

A 

and q(!, ~) may be 

The decision as to vmether to accept the compensated system or 

attempt to further improve its response ca,n be based on two factors. 

First, the plots shmm in Figures 23 and 24 can be studied to com-

pare the uncompensated, the optimum and the compensated re~ponses. 

If in the judgment of the designer the compensated response meets his 

requirements., then no further refinereent is required. The second 

factor that can be considered is the perforrr..ance index values. The 

optimum performance index value at the final time is 2.563 1-mile 

the compensated circuit has a perforrr..ance index of 2.665, approxi-

mately 4% less than optiremn. For this example problem, no further 

compensation will be attempted. 

Garrard, HcClamroch and Clark ( 20) corr.pare several methods of 

compensating the circuit of Figure 12. Of the techniques compared., 

the perturbation method gave the smallest perforrr.ance index, a value 

of 2.573. As expected, this value is larger than the optimum per-

forrnance index, but it is s:rr..aller than the performance index given 

for the compensated system in Figure 22. However the authors had 

r:-:ade no consideration of physical realizability and hence were not 

restricted in the form of compensation used. The control used in the 

perturbation technique was 
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i"l'hich would be indeed difficult to physically ini.ple:n:.ent. Thus it 

might be expected that the performance index be considerably sr..aller 

than one for imich the compensation must be physically realizable. 

The important consideration, hoi:ever, is that the optimum perforrr.ance 

index is smaller than either of the sub-optimal cases and that the 

physically realizable circuit in Figure 22 has a perforr:iance index 

within a few per cent of the optimum. 

Case B 

The second case for this example problem involves the same cir-

cu:1.t starting from a different set of initial conditions. For this 

and 0. 5 and as mentioned prevfously, case x1(o) = 0.5 

x..,(O) = 1.6106961 
.) 

and l.3330923. The original and optimum 

c:Lrcuit responses are shoim in Figure 25 followed by a plot of the 

opt.iann control and response in F'igu.re 26. Since the only difference 

between this case and Case A is the change in initial oonditions, the 

Dare general form for the i'i t·bed control will be assm,~ed. 

~ = k + k x + k x + k (1 - x 2 )x + k x 2 
l 21 32 4 l 2 51 

In order to obtain a least square fit of Equation (5-6) to 

ct\ t), the constants :rr'.ust have the :foll01d.ng values: 

k1 '"'-0,00029764 

k2 - -0.41418 

k3 "' -1, 59657 

k4 = -1.04993 

k 5 = 0.265226 

(5-6) 

:Liigure 27 shows that these values result j_n an extrer.:ely close fit to 
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the optimum q.\ however, implementation of a k4 term vr.i..th absolute 

value greater than 1.0 is not possible without changing the char

acteristics of the nonlinear resistor. That is, k4 less than -1.0 

would cause a sign reversal of the nonlinear resisto:r, term and thus 

cause that elerr.ent to beco:me an energy sink instead of energy source 

for small x1 • Although it would be desirable to change the nonlinear 

resistor in this manner, to do so v:ould not be in keeping with the 

idea of compensating the circuit. It is assumed that this elerr.ent 

cannot be removed or replaced in the circuit, but can be modified 

somewhat. Therefore k4 will be restricted to being no less than 

-0.9. 

Restriction of k4 results in a least squares fit as shov.n in 

Figure 28 with the constant parameter values of 

kl= -0.00109799 

k2 = -0.396004 

k3 = -3.18588 

k4 = -0~90000 

k5 = o.485762. 

A plot of the resulting compensated response and the original response 

is shmm in Figure 29 and the compensated and opti:rm,m responses are 

compared in Figure 30. The perforrr.ance ind.ex for the optirnal circuit 

is O. 7970, slightly less than the value of O. 797l for the method 

of perturbation discussed by Garrard, et al. ( 20). The compensated 

circuit has a performance inc.ex value of O. 8795, approximately 

10;& larger than the optin:l)!ll value, but again, the con:pensation can 

be physically implemented in the electrical circuit. 



0.5 

0 

a 
~ 

t -0.5 g 

-l.-0 

-l.5 

8 
TIME (SEC.) 

Figure 28. Optimum and Fitted Control Trajectories with Bounds on Physical Paramet~s 

10 

!-' 
!'\) 

l=' 



~ 
i§ 

2 

1 

"" 0 
~ 

-1 

-2 

Figure 29. Original and.Compensated State Trajectories 

!--' 
rv 
\.fl. 



o.so 

0.2S 

I 
ffl 

0 
I II 

--0.25 

------ 8 
TlHE (SEC.) 

Figure ,30. Compensated mid. Optm.um State Trajectories 

lO 

!--' 
I\) 

°' 



1.0 

0,5 

0 . 

I 
,.:i 

f:i:! -0.5 
~ 
C> 

-2.0 

2 4 
TillE (SEC.) 

II 

Figure 31. COlllparison of Control Trajectories 

8 10 

I-' 
N 
-.J 



128 

Example Three - Liquid Level Controller 

This exa.rr.ple will illustrate the application of the compensation 

procedure to limiting the state extrerna. The s-Jstem considered in 

this example is shown in Figure 32. For this system, the equations 

given below describe the deviations about the initial steady state 

values of all variables. At t = o-, 

qe = 0 

Qi{O) = Qo(O) 

h = 0 

fi. = 0 

where q represents the maxim.um external step input to the system, . e 

thus at -~ = o+, q = 75,0 inches3/second. The equa,tions describing e . 

the s-Jstem are 

q = k h 
0 3 

dQ._. 
T ......,..::;i:. + q. = k 1 e 

dt l 

db 
q = a-. 

dt 

The system parameters are 

k 1 = 10~0 in3/sec-volt 

k2 = 12.0 volt/in 

k 3 = 20 in2/sei' 

T = 0.2 sec 

a= 10 in2 

L = 0.65 in. 



Figure 32. Liquid Level Controller 

The overall system differential equation can be shown. to be 

h +An+ Bh = Cq + Dq. e e 

From this equation the state variable diagram in Figure 33 can be 

constructed from which the state equations are determined as 

1'1ith the initial conditions x1 (o) = 0 and x2'0) = 0. The constants 

r. are calculated to be 
l 

r2 = -75.0 

r3 = - 7 .25 

r4 = -o. 2 • 

A solution to this set of equations shows that for an input of 

u = 75.o inches3/second, h theoretically reaches a r..ru..rj.mum value 

of 0.879 inches and would thus overflow the tank. The problem for 
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Figure 33, State Variable Diagram for Example Three 

this example is to compensate the system in such a F..anner as to insure 

that the tank does not overflow, or rather, limit h to less than 

0.65 inches. 

To limit h(or x1) to the desired value, a control variable will 

be added to the state equation for x2• Since x2 has a :ina.ximura 

amplitude of oscillation of approximately 37 inches/second2, the 

control will be given by 

This scale is chosen so that q '!I'..ay take on values of the same order 

of :magn:i tude as x{ when Im I < 1. 0. The perf orroance index is 

formulated as i l.5 
2 

,J = [~(
10

~ 1 ~ 9) +~m2] dt 
2 0.65 2 

0 



where 

s = O if x 1 < 0,585, 
> 0,585, s = 1.0 if x 1 .. 

r6 = 0.10. 

The Hamiltonian is now written 

H = ~(10x 1 _ 9· .. ) 2 r 6 2 +--m +p1{x2-r1u) 
2 0.65 2 

from which the follm.':l.ng equations are calculated • 

. 
x 2 = r 2x 1 + r 3x 2 + r 4u + r 5m 

P1 = -s(1ox1 - 9) 
.65 

The boundary conditions for these equations are 

X1 ( 0 = 0 

X2 ( 0 ) = 0 

p 1 (1.5} = 0 

p 2 (1.5) = 0 

131 

The computer program TPBV8Q(20) for solving two-point boundary value 

problem gives 

p 1 {0) = 0.00114714 

p 2 (0) = 0.000291052 
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A solution to tlle optimum controlled system is ishoi:m com.pa.red 

to the unconq,ensated system in Figure 34. The optimum. response stays 

satisfacto;t'ily below the desired. :r.,.axilr!tun., hence a m~a.ns to ~lament 

the control shov-m in Figure 35 is sought. However, there appears to 

be no simple continuous relationship between the control and the state · 

va.riable13. In fact, a relay type control is suggf;11sted by the sl).ape 

Of q*(t) · th ~1 in e .L. gure. Thus the physical system will be stu~ed 

to determine the feasibility of implementing a relay controller. 

For the system. shev-m in Figure .32, a negative constant voltage 

source that is switched in and out by a relay could be inserted be

tweeri}~~·-l;iquid level sensing element and the input flow controller. 

'lhis relay could be activated upon sensing an input q and dee 

activated when h exceeds 0.58 inches. 

Figure 36 pictures the system w.l. th the co:mpensating relay con

trol installed and Figure 37 shows the resulting ::zystem response 

compared to the uncompensated response. The optimum response and the. 

act1..1ql compensated response are compared in Figure 38 while Figure 39 
~fr A· .)(. A A 

shows q ( t), q(~(, ~) and q(2£; ~). This example has ill'llStrated 

that the compensation procedure ~sy be used to limit state extrema 

rather than shape the entire response. Also, it has shown that in 

some cases a relay or discontinuous control FAY be found desirable 

from the application of this compensation :method. 

Example Four - Dynaniic.System. 

This exan:ple problem, at first glance~ appears to be formulated 

similarly to the other probler.:.s, at1,d hence, similar results might be 

expected. The system equation is 
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Activated downward on r introduction of qe and 
. upward when e > 8.02 volts 

H 

Figure 36. Compensated Liquid Level Controller 

x + 108x - 1238xx + 288600x = f(t), 

x(O) = O, x(O) = 09 

135 

rm.ere f( t) is a step input at time zero of -112520. The objective 

is s:l.r;:ply to atterr:.pt to decrease the :response rise time and to o.e-

crease the amount of overshoot. The uncompensated system response 

reaches the steady state value of approximately .... 0-.39 in slightly 

less than 0.005seconds and overshoots to about -0.47 before 

settling to the final value. 

In order to effect the compensation, an undetermined control 

q is added to the 1JJstem equation 1vi1ich in state variable form be-

corces 
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A perforrnance index for the transient portion of t):le solution is 

formulat~d as 

where t 0 = o, tf = 0.03, xd = -0.39 and m is the control q 

scaled by r 6, i.e. 

q 
m =-. . r6 

Since .q should be allowed to take on the same order of w.agni tude 

as x2 which reaches approxilnately 4 x 104, q is desired to be 

l I < 5 I I < within the range q - 10. In order to F.aintain m - 1.0, the 

scaling constant is chosen r 6 = 105. 

139 

The next consideration is that of selecting the relative sizes 

of r 4 and r 5• The primary objective in minimizing J is to 

minimize the term r 4 (x1 - xd) 2, hence this term raust be weighted 

:more heavily than r 5rn.2. 1'.11.th xd = -0.39, the I11.axim1,llll value for 

(x1 - xd) 2 is approxirr.ately Q.1 and r 6 has already been selected 

so that m2 is a.pproxirrately 1.0. Thus if r 4 is chosen as 1.0 

and r 5 as 0.01, then the approx;i..ma.te maximum value of r 4(x1 - xd) 2 

will be ten times that of r .5(m) 2. W:i.. th the constants thus determined 

the Ha.rail tonian becomes 



The necessary conditions for optimality given by Theorem 4-1 

require that the following equations be solved. 

x = -r x - r xx -r ~ + f(t) + 105m 
2 11 212 32 

The boundary conditions and constants for these equations are 

x1 (O} = 0 r· 
l 

x2 (0) = 0 r2 

p 1 (0.03} = 0 rs 

p 2 (0.03} = 0 f(t} 

and the minimization of H( q) requires 

m = -P x 107 • 2 

- 288600 

= -1238 

= 108 

= -112520 

Solution of the above two-point boundary value problem gives 

140 

the following values for the necessary initial conditions on p1 and 

P (0) = 6.2986326 x 10-1 • 
'2 

A plot of the optimtun response and the original response are shown 

for corr,arison in Figure 40, The very little difference in these two 

plots shows that for this formulation ot the problem, the optimal 
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response is only slightly better than the original. Thus the com

pensated system could hardly be expected to show any improvement and 

would certainly not be worth the effort to attell'-pt to implement this 

control. The conclusion reached for this problem is that any form 

of compensation to the basic system would not be expected to improve 

the response significantly. Any real change in the response would 

probably require a lllajor change in the system design. 

The illustrative problems used in this chapter were not chosen 

to den:onstrate the breadth of problems for which the compensation 

technique discussed was applicable. Rather, these examples were 

selected to illustrate soree of the specific characteristics proposed 

in the statement of the objectives. Indeed, the total scope of 

different problem formulations,, desired characteristics., response 

trajectory shapes, terminal cost problems and time-varying weighting 

schemes which could be used cannot be discussed in a few pages. In

stead these problems are intended to de:monstrate that the compensation 

technique presented in Chapter IV can be used to achieve the follow

ing: (1) the compensation of nonlinear systems, ( 2) the shaping of 

the response trajectory, (3) the limiting of state extrema, (4) a 

determination of uhether compensation will result in a significant 

response improvement and (5) most ir.J.portant, the assurance of physical

ly realizable compensation. Another significant fact is that this 

technique represents a link between some of the somewhat lofty 

theoretical deYelop.ments in modern control theory and so:me of the 

actual system design·problems. 



CHAPTER VI 

SUJYJMARY, CONCLUSIONS, AND RECOMM:ENDATIONS 

The general problem of compensating nonlinear deterministic 

systems in the time domain in order to achieve certain response 

characteristics has been studied in this dissertation. A general 

procedure for determining if compensation is feasible and what the 

proper compensation should be has been developed. This chapter pre

sents a brief smnrnary of the advantages and disadvantages of this 

procedure and a review of the steps to be followed in applying the 

compensation method to a particular problem. A list of the areas 

in which it is felt that this thesis represents a contribution to the 

state of the art is also presented. Finally, several points are dis

cussed which should receive further study in order to extend the ca

pability of the results of this thesis. 

Summary.and Conclusions 

One of the principal advantages of the compensation technique 

presented in this study is the fact that the entire analysis is con

ducted in the time domain. That is, the response characteristics 

may be studied in the real time plane rather than in a complex fre

quency plane. This fact may at times be thought of as a disadvantage 

since it does not allow the specification of some frequency response 

characteristic such as gain margin or phase margin. A far greater 

143 
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advantage that stems from study i:q. the time domain is the ability to 

apply this compensation method to nonlinear systems. At no point in 

the development of the theory in Chapter IV vras the system model or 

the control elements restricted to linear form. The examples pre

sented in Chapter V verify this since they all contain nonlinear 

elements in the system or control vector or both. 

Another of the primary advantages is the fact that the perform

ance functional is formulated from the problem requirements and is 

not some .fixed .form. The error index may be formulated and weighted 

as desired to ·ri t the particular problem. The weigh ting may be time

variable to stress the importance of some state at a particular point 

in time. The performance functional has the flexibility of being 

formed to fit the response to some desired trajectory or to restrict 

the state response from exceeding some maximum or minimum level. 

Closely connected with the formulation of the performance functional 

is another advantage which lies in the fact that only the desired 

state characteristics need be specified. That is if only the tra

jectory of the first state in a third-order system is of interest, 

then only that state need be specified in the performance functional. 

Once the performance functional has been determined and the 

two-point boundary value problem formulated, one of the more difficult 

steps in the compensation procedure must be made. This step involves 

the solution of the two-point boundary value problem and may be con

sidered as somewhat of a disadvantage for this procedure because of 

its general difficulty. However once the two-point boundary value 

problem has been solved, the system designer has the optimum. system 

response available for study. This represents a signifioant advantage 



145 

since with this information he can make a decision early in the design 

p.rooess on whether the optimu.m response represents a significant im-

provement over the uncompensated response. He further has an 

' indication of just ho.w much improvement stands to be gained if the 

optimum control is implemented. 

The fact that the optimum control. trajectory is available for 

study is also an advantage since guidelines have been established for 

using the optimum trajectory to aid in determining the general form 

of the fitted control. In addition, the degree to which the sub-

optimum physically implemented control approximates the optimum control 

can easily be studied. The trade-off between optimality and imple-

mentability can also be quickly determined by usi:rn.g the optimum 

trajectory as a standard. 

The assurance that the compensating control can be physically 

realizable is one of the principal .advantages of this oompensation 

technique. The system designer controls the general form of the 

fitted control by selecting only terms that are implerr.entable and as-

sures that the parameters can be realized by limiting their possible 

values. He is further assured that no time-varying parameters will 

result. In connection witl1 determining the proper compensating con-

trol, both the original system parameters as well as parameters 

associated with any new terms may be adjusted and the proper values 

for each set selected. 

One final capability will be mentioned tha:t certainly represents 

an advantage. The ability to adjust the physical eystem parameters 

and not just the equation coefficients is very beneficial. Although 

this point was not made during the discussion of the fitting procedure, 



146 

either the least squared error fitting routines or a parameter op-

timization technique may be used to determine proper parameter values 

" * as well as coefficient values to fit g(~, ~) to g (t). 

Two requirements on the system state equations limit its applica

tion to some extent. The restrictions on the optimal control problem 

require that £(~, t) be continuous and differentiable in ! and 

t. Thus the :rna.ny physical systems that have discontinuous state 

equations cannot utilize this compensation procedure. Another broad 

category of systems which cannot be studied using the present tech-

niques is stochastic systems or systems with random variables. 

Recorr.mendations for extending the present compensation method to in

clude both of' these types of' systems is rr.ade in the next section. 

· · A brief step-by-step su:rm:na.ry of how to apply the compensation 

technique to a problem will be given here. 

1. Deter.mine the time interval over vlhich the problem is to 

be studied, (t0 - tf). Integrate the original uncompensated 

aystem equations over the interval t 0 - tf° 

2. Determine how many control states w.i.11 be generated and 

how they will be added to the system equations. 

3. From the problem statement of the desired re~onse char-

acteristics, formulate the perfonr.ance tunctional •. 

4. Select the proper values of the weighting coefficients 

in the error index based on the general form of the per

formance functional and the information gained in step #1. 

5. Form the Hamiltonian function and from this, formulate 

the two .. poin·t boundary value problem. 

6. Estimate starting guesses for the states with unspecified 



initial conditions. 

7. Solve the ·t""ro ... point boundary value probl~: to obtain the 
f 

;~1_ 

optimum response and the optimum control trajec~.ory. 

8. At this point decide whether the optimum response is sut-

ficiently improved over the uncon,.pensated response to warrant 

an attempt to implement the optimum control. 

9. From the optimum control trajectory, knowledge of vari

able parameters in the original systelll, and physical 

realizability consi~erations, deter.mine the general form of 
. ... 

the fitted control s(~, ~). 

10. Determine the proper values of the constant para.meters 

... * ~ that will fit .9:(!, ~) to the optimum control g (t). 

11. If g(!, ~) does not fit .9:*(t) su!ficiently close, 

modify the general form.of ~ by adding or deleting terms 

to obtain a better.fit. Examine the residue, ... * !: = .9: - .9: , 

" to deter.mine the appropriate modifications to S· Repeat 

step #10. 

12. Add the .fitted control §(~, ~) to the ori~inal state 

equations. Integrate the compensated system equations from 

t to ti' to obtain the compensated re~onse. 
0 

13, If the compensated response is satisfactory, the problem 

is finished. If not, return to step #11 and attempt to. fur

ther modify i to obtain a still better fit to .9:*. Jf this 

action does not result in a satis,factory response, return to 
·~;'!'t 

step #4 or #3 and change the weighting coefficients or the 

general form of the performance functional to place added 

emphasis on the particular characteristic that is 
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unsatisfactory. Should this again fail to produce ac

ceptable results, return to step #2 and consider the 

possibility of utilizing additional control states, 
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The developments presented in this study which should constitute 

contributions to the general knowledge of dynamical systems analysis 

and design are listed below. 

1. The primary contribution involves development of a gen

eral concept of utilizing optimal control theories in the 

physical compensation of nonlinear dynamical systems. 

2. The state of system design and analysis art has been 

advanced through the development of a compensation tech

nique that incorporates all of the ad.vantages described 

above into one method. Some of these advantages were 

available in previous compensation or design procedures, 

but no one technique combined the several advantages and 

was as generally applicable as the present method. 

J. Another significant development involves the estab

lishment of design guidelines to aid in determining the 

proper physical elements that should be used to coF~ensate 

the system. 

4. The development of a. performance functional to limit 

state extrema such as in this thesis has not been observed 

in any published literature. Thus this development repre

sents a further advancement of the state of the art in this 

area. 
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RecoI!ll11endations for Future Invest.igations 

During the developF~nt of the co1npensation procedure presented 

in this thesis, several areas were recognized as v..'arranting further 

investigation. In some areas the lack of development hampered the 

application of this technique, whereas in other instances, it was 

recognized that further investigations might greatly expand the ap

plicability of the present method. Thus additional research is 

recommended in the following areas: 

1. Efforts should be made to improve existing methods for 

solving nonlinear two-point boundary value problems. Al-

though three co1nputational routines are referenced which 

solve this type problem (15, 16, 17), the requirement of 

providing accurate estimates on the unspecified initial 

conditions is sometimes difficult to satisfy. The routine 

developed by Unruh in (15) represents a significant :i.Jn-

provement over the other two, but additional development is 

still desirable. 

2. In line with the above requirements, more refined tech

niques sho'Uld be developed to aid in determining starting 

guesses for the unspecified initial conditions in two-point 

bounoary value problems. One possible technique that bears 

investigation can be outlined briefly by considering the 

nth-order two-point boundary value problem 

i = !J!., t) 

with boundary conditions 



(0) :: x 
10 

x. (O} = x 
K ko 

The solution ~(t) can be expanded in a Taylor's ~eries 

expansion about the point T w.i.th an expansion inte;rval of 

-T. Thus 

2 

-x(T - T} = _x(O) = x(T} + x{T)T + x(T~ 
- - 21 

3 ••• , \ '.+ 
+ XlTr- + 

3! 
0 ,. 0 0 . 0 

The entire right-hand side of the above equation can be 

expressed in terms of then state variables evaluated at 

t =' T. Equation ( 6-1) is then simply a set of n non-

linear algebraic equations in n unknowns 

• xn(o). If these e-

quations can be solved, the values of ~+1(o), ••• xn(O) 

should be the desired starting conditions, the accuracy of 

which depends on the n1J1nber of terms in the series ex.pan-

sion. Due to the general complexity of the original· 

two-point boundary value problem, this technique vrould of 

course have to be computerized. Hov:ever, computer techni-

ques currently exist for taking the derivative of an 
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(6-1) 



analytical function. .An IBM compiler language .FORM.AC ·will 

perforra this ftmction as well as handle other n1anipu.J,ations 

of equ.ations in analytical form. A computer routine es

pecially for the purpose of taking partial or total 

derivatives of analytic functions has been 1,1ritten b:y

.Stanley Wendt o;f the School of J:.1echanical and Aerospace 

Engineering at Oklahoma state University, but the results 

of this are as yet unpublished. 

3. The extension of this method of compensation to systems 

with discontinuities or stqchastic systems should be in

vesitgated. ]ff.any systems have componemts which operate 

against physical limits or stops for periods of time and 

hence the system model .rr.ust exhibit these discontinuous 

constraints. Other systems are described by random 

variable models in a statistical sense. The inclusion of 

these system categories would greatly enhance the general 

applicability of the present compensation technique. 

4. A technique for constraining the values of ~ in the 

fitted control i<?E, ~) without p;l.acing rigid limits on 

the parameter variations would be :rr:ore compatible with 

physical system design. As discussed in Chapter IV, in 

actual S"'.tstem design the designer is rarely able to specify 

exactly the lirri ts to ·which a parar;.eter can v~ry, thus the 

imposed limits are somewhat arbi·trary. A more desirable 

procedure would be to assess an increasing penalty to the 

parameter as it approaches a tentative limiting point. The 

technique would be formulated to fit §.(?S, ~) to g;\t) 
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while minimizing the penalties assessed the para.meter varia-

tions. 

5. The final reconi..mendation concerns an investigation into 
,. 

the possibility of making the fitted control q a f'unct;i..on - .. 

of the system initial conditions and input. For nonlinear 
. j' 

systems, a control which is op{:irr.a.l for one set of initial 

conditions and driving f'u.nction is not necessarily· optilna.:l 

for a different input or initial ~ondition. 'l'he~efore it 

would be desirable for a system which is subject to a variety 
,. 

of initial conditions or inputs to be able to formulate q 
. -

as a function of these variables as well as the state vari· 

able trajectories, i.e. 

~ = ~(x, k, x , u}. 
.... -- - -0 -
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'l'he continued development of the procedures and techni~ues recom

mended here combined 1-rl.tn the system compensation n:.ethod presented in 

this dissertation should provide a comprehensive design tool that 

!11a.kes full use of some of the developments of recent years in the 

field of modern control theory. 
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