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CHAPTER |
INTRODUCTION

For the past fifty years in American.secondary education, the
administrative procedure for programming students into levels, tracks
or groups within required or electivercourses has been on the-basis
of previous grades, .test scores, entrance tests, teacher and counselor
recommendations, and frequently, student and parent cheice. This pro-
ceaure, although the subject of controversy and much inconclusive
research concerning its merits (Eckstrom, 1961), is nevertheless used
with increasing frequency in cbmprehensive schools. large enough to
support such programs (Anderson and Van Dyke, 1963). As an indication
of the increasing trend of grouping, one study in 1955 (Crawford,
1955) found that 37% of the schools in ffve midwestern states were
using some form of ability érouping. Another study four years later, .
conducted in four of these states (Van'Dyke;and Sparks, 1959), found
68% of the schéo]s were employing some form of grouping.- In.a recent
study of grouping practices iﬁ California'svsecondary schools
(Thomas, 1966), based on an 86% sample of the state's school dis-
tricts, more than 84% of the English classes in the sample studied
followed an ability-group scheme compared with 57% of social studies
classes, 47% of mathematics classes and 21% of the science classes.

The person who played the most prominent role in assigning stu-

dents to their seCtioné, according to the California study, was the



counselor (in 50% of the schools). In 26% of the schools, a counselor
and teacher worked together to determine students' assignments. The
kinds of information used to determine the section or the instructional
level in English to which the students were assigned varied widely but
the most common combination of data, used by 33% of the schools, con-
sisted of the prior teacher's recommendations, test scores {particularly
reading subtests from batteries), and the last year's marks in English.
Perhaps in recognition of this widespread use of test and other
data for,'among other purposes, the tfacking of students, participants
at a conference on measurement and research (Traxler, ed., 1961)
pleaded that cqunse]ors.and teachers_be taught how to interpret test.
scores in re]atjon to all other da;a available on the same student.
This fs recognized as a nobie>goal but it .is contended by Cooley (1964)
that it is an unrealisticione éince, even if there were available the
fo]low;up'data.Wﬁich'wou]d:maké-predictiVé:intérpretation»possib]eg
peéple are just not able to”proqess'that‘mu;h iﬁformation reliably.
Even supposing thaf ¢9uhsé16fsiwéfeAab1e tb_process all the in-
formatioﬁ available.dn-the‘samé students'as'relfably as, for example,
a cdhputer-basea prediction/élassification system, the question remains
whether or not this is the most efficient use of the counselor's time,
given the shortage of school counselors that exists now.and the even
greater shortage likely for the projected school enrollments (Cooley,
1964) . Although the question of the counselor's proper functions is
the focus of much discussion and controversy (Fullmer, D. W. and
Bernard, H. W., 1964), the latest policy statement by the American
School Counselor's Association lists ten functions judged to be what
should obtain, second among which apbears the provision of the place-

ment and appraisal services for students.



_Typicaﬂﬁygnthe @Ea@ement or grouping process is as follows: the
students may be se@tﬁonedvintQ-a level or gfaup on the bases of an 1Q
SCOE@g,the number of leQ@Es being determined partly on the basis of
arbitrary two-or-more-level grouping or tracking., In some cases the
average of achievement test score(s) which is thought to be relevant
to the course level ihto»which‘students are to be secticned is used.

In still other inétances, the rather extensive amount of test-data‘
that may be available may be disregarded as irrelevant; in place of
available data, the administration of additional test batteries is
requested. In additibn to or instead of one or more of the above
procedures, the previous teachers' recommendations may be incorpor-
ated in the p]atement-decision process. The counselor and/or other
school personnel processing any part or all of the above data compon-
ents subjectively weights the information according to his set,
prefefences, biases.: Se]dbm,‘if.ever,:is‘the data—cdlleCtion,differ@n=
tial Weigﬁting,-and placement procegs objectively va?idéted against
criterion”pefforméhcé. .Vé]idation:of the subjectfve, ‘clinical?®,
‘véfiety, pe?haps ev§n~bf the Se]f-fu]fil]ing prophggy variety, un-.
doubtedly occ@rs.‘ |

The methods used_moSt often to validate objectively, when it is
attempted, the abdyevprdcesé are the zero order cqrreiation énd mul-
tip]é correlation étatisffdaT.prb¢edurés. As will be noted ‘in CHapter
11, REVIEW OF THE LITERATURE; the multiple regression modeliis less
frequently used below the college level. These procedures have as
their basic task to indicate whether or not positive, zero, or negative
statistical relationships exist among the independent variables and, in

the case of regression analysis, between independent or predictor



variables and a criterion varfasble. This criterion variable is usually
an overall grade point average (BPA) agross subject areas, seldom the
GPA within subject areas.

Cocley (1964) indicates that measurement specialists have for some
time sought to educate counselofs and other school! personne! to the
idea that a subtest score on an achievement battery, or one [Q score by
itself, or any other single datum supplies inEufficient information to
infer much of‘aﬁything about a student. lnstead, these measurement
specialists began promoting the‘peoele approach, dubbed the ”parallelv
sta]ks'mode]”,iwhere eech‘sta]k stands for a test and a. line drawn
from stalk to stalkvrepresentsva"stedent's profile or score combination.
This'procedure.QJQesjthe ihpression that all the_most recent test score
infofmatfbn'aVaifable onve student is being considered simultanecusly.
Such an tmpressnon may be only an |l]u5|on While the profile may be
representattve of a]l the most recent lnformatlon, consnderatlon of
the profile 51multaneous]y for even one part:cular prupose demands a
consnderab]e-ameunt of 1nformatlen about the meaning of the test scocres
in combfﬁetion;, Thaf fs; e‘etudenf hey:hevevhigh sceres on tests of
verbaj aptftude;'readiﬁg COmpreheheionvand-computational skills but
low scores on tests of reference skills and spelling, among others.

In reviewing these scores in profiled form, the counselor might ignore
the low scores and assign the student to a 'fast' section of mathe-
matics. The counselor may haQe made a correct decision (the student
achieved well) but may have erred in the case of another student.

Thus, profile representation may be a source of disservice to a stu-
dent since peaks and vaileys in the profile may. cause the attention

of one looking at the profile to be glued to a peak or valley and,



therefore, to over-interpret. Additionally, a profile of current data
may obscure the relevance of longlitudinal data--either it is not con-
veniently available or the task of interpreting the profiles obtained
over time may demand more {ime and energy from the observer than is
available. |

There sgems to be a need for a summary of all current and pre-
viously secured dafa which are relevant to particular educational and
career plans..,Coo]ey (]ééh) hé$ degcfibed in some detail a multivar-
iate procedure for summarizingltheseidata by a cohputer-meaSurement
system, Based on a'factofbcqnceptualizatfoh of human behavior, Cooley
points out that personality has fts locus in an m -dimensional space.
That is, an ihdividual'é personality has its unique location in this
space, the ]ocafion predicted by the total pattern of m behavioral
measures (e.g. tést scores) which are available for that individual.
People who have éimilar patterns of test scores, for example, will
occupy similar regioné of this m-dimensional space. Therefore, people
with similar interests, achievements, aptitudes, and personalities tend
to make similar types of career plans, or have similar achievement test
score patterns and succeed in class work, etc., in like %ashion (Cooley,
1964) . Once. the regions of the personality space occupied by people
who have made particular types of career plans or have achieved within
particular tracks or groups have been defined, the probability that
another personAwi]l make like career plans or have similar test score
patterns can be estimated. Essentially, this approach, which is the
multiple discriminant model approacH, seéks to answer the question: to
which group of people is an individual, with a given matrix of interests,

achievement and aptitude test scores, most similar.
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Need For The Study

As will be discussed in Chapter 11, REVIEW OF THE LITERATURE, a
number of studies have been conducted in which the correlation/.
regression and/or discriminant modeis have beenvempﬂoyed for predicting
academic succeés, but to the writer's knowledge, no study using pre-
college samp]es has yet been condu;ted in which the regression and dis-
criminant mdde]s.Have been compared for their efficiency in predicting
academic succesé. ‘This study represents an effort to fill that need.

It has been strubtured oﬁ the need to investigate ways in which to
c]aséify_stﬁdents oﬁ,theihigh-SChobl.léVe] into instructional groups
‘sueh that two goa]s.are,Optimally achievéd: 1) that thg student will
be,éuccéssfuI (a§ refiéctéd‘by grades,received) iﬁ terms of the achieve-
ment goéls set for the,groupvaﬁd‘z) that the student will be fully
challenged' b9 His.ﬁarfTCibatfon-in.a'bsych§métricé]ly-formed group
(i.e., the contéét ahd/brlpécéﬁof‘iﬁstfuttioﬁ'isvgéared to the presumed
talents of the grqup nUh§ers)i‘ Beqause the'grade pointraverage crite-
rion_is:buiTffiﬁtéffhéffégregﬁfbﬁ ﬁode],»tﬁe first goé] is.é regression=
typé taskglbetause £hé héﬁogenous proportioning‘is built into the dis-
criminant mode]; the second goal is a discriminant-type task; yet it

is to the detrimént,of,the student to separate these two goals. If
there are to be instructional levels, a predicted success measure (e.g.,
grades) is meaningful only in relation to a particular level; a grade

in one instructional level is not directly comparable to a grade in
another level. Conversely, classifying sfudents into an homogenous
group without iﬁcluding a success component, such as grade-getting
motivation, might result in under-or ovgr-cha]lenging some . students.

Realistically these two goals must .be considered simultaneously and it



is the purpose of this study to employ two statistical prediction/

classification models and to evaluate each model's performance in carry=

ing out this dual role.

Statement of the Problem

Briéfly, the‘major problem on which this investigation focuses is

to study,within a framework of a.computer-based measurement system ways

in which to effective1y‘group students into instructional levels. The

dimensions of the problem are analyzed in four phases as follows:

I.

The firstfbhéseﬁstudiéé'thé pfedfctive validity of the relatively
extenéive.numbef of test variables and a limited number of non-test
variables available on the target population for estimating first
semester ninth grade averages (GPA) within instructional levels of
four subject areas using the mu]tjple correlation/regression model.
Iin the second phase of the problem under study, the investigation
focuses on the effectiveness of the multiple correlation/regression
model for grouping (predicting/classifying) students within instruc-
tional levels fn two subject areas against a priori and chance ex-
pectations.

The third phase is .concerned with studying the effectiveness of two
versions of the mﬁltiple?discriminant model in grouping (predicting/
classifyfng) students against a priori and chance expectations.

In the fou;th phase,‘this investigation centers on a comparison of
the re]ative effectivehessmagainst various criteria of the multiple
cofré]atjon/regressiqn model and two versions of the multiple dis-
criminant model for grouping (predicting/classifying) students

within instructional levels of two subject areas.
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Hypotheses

The hypdth@seé tévbe-tested in this study have been arranged into
seVen sets of major hYpothesesy'thether with certein minor hypotheses.
In general, Majdr and Minor Hypotheses | are concerned with testing the
relative effic}ency of . the multiple correlation/regression equations on
validation sampleé while Major Hypothesis.ll explores how the equations
perform on the check samples.

Majorband Minor Hypotheses Ill and IV are concerned with the
assessment of the relative effectiveness of the multiple correlétion/
regression and two versions of multiple discriminant equations in per-
forming a similar task, that of predicting/classifying students against
a priori (see page 14 for definition) and chance expectations.

Major Hypotheses V, VI, and VII compare the relative efficiency of
the multiple correlation/regression and discriminant equations in
’ correctlyvpredicffng/clasﬁifying‘students within instfuctionaﬁ levels .
of two subject areas.

All the_hyptheSes are stated in the null form. They are listed
agéinvin Chapter 111, METHOD, along with the statistical procedures
appropriate for:testingAthem.  |

Majof Hypothesis |

WEthin‘the combihed ahd junior high validation samples, there is
no statistica]ly_significant\reduction in the error sums of squéres as
a functibn of the predictor variable entered at each step to-a limit
:_of six steps of-thévstep-Wise regression routiné.

Minor Hypothesis |

Within instructional levels of selected subject areas of the

junior -high validation sample, there are no significant differences in



the multiple correlation coefficients (multiple R's) at the sixth step
of the step-wise multiple regression routines as a function of different
sets of independent variables drawn from additional data sources.

Major Hypothesis |1

Within instructional levels of selected subject areas there are
no significant differences between the validation and check sample
multiple R's of the combined and junior high groups.

Major Hypothesis 1]

There are no significant differences in the proportion of the
junior high group‘cHeck sampie students predi;ted/classified within
levels of two subject areas (English and mathematics) by means of multi-
ple regression equations. and the proportions e*pected a priori,

Minor Hypothesis 111

The over-all proportion o% juhiér'ﬁighfgrqup check éémple students
correctly predicted/classified. in two subject areas (English and mathe-
matigs)”byumeansLoﬁfmuit]p]e regmessionveﬁuationshdoes not differisigni=
ficantly from the proportion expected based upon the ‘operation. of - |

chanceoln

]This hypothesis is classified as minor in agreement with Cronbach
and Gleser (1957, p. 31) who point out that when the a priori population
is defined, as in this study, chance selection is not necessarily the
alternative strategy with which prediction/classification procedures
based upon test and other quantifiable data are to be compared. Cronbach
and Gieser point out that the decision makers (counselor et al.) who may
not base their decisions on statistically processed test and other data
may use conferences with students and/or other information available to
provide some basis for a decision. Nevertheless, as discussed pre-
viously in this chapter, since other information available is likely to
be used by the same decision maker or others in classifying the same
student in an unsystematic and, therefore, variable way, chance factors
are operating. Thus, the' hypothesis concerning the correctness of pre-
diction/classification based on the operation of chance does merit some
attention and so its status here as a minor hypothesis,
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Major Hypothesis 1V

The proportion of junior high group check sample students predicted/
classified within each of three levels of two subject areas (English and
mathematics) by means of two versions of multiple discriminant equations
does not differ significantly from the proportion exbected a priori,

Minor Hypothesis IV

The over-all proportion of the junior high group check sample
students correctjy predicted/classified in two subject areas (English
and mathematics) by meéns of two versions of mu]tip]e discriminant
equations does hofvdiffer'significantly ffom the proportion expected
based on the operation dfvchancé. | |

Major Hypothesis V

There are no significant differences between the over-all number of
'juhior high group. check sample students predicted/classified in two
subject areas (Engliish and mathematics) by each statistical method and

the total number succeeding in the‘groups,in which they were registered.

Major Hybothesis Vi

There.are no sfgni%icant difference$ between Subject areas in the
over-all number éf.junibfihigh group. check sampie students correctly
predi;ted/élasﬁiffed by'eécﬁ statistical method.

Major Hypothesis V1|

There are no significant differences between statistical methods
in the over-all number of junior high group check sample students

correctly predicted/classified in two subject areas.



Limitations of Study

Concerning Sample Size

it will be observed in Chapter iV, RESULTS, that within certain
subject area levels, the number of students comprisiﬁg the sub-samples
(i.e., instructional levels within subject areas) is quite smail in
both the validation and check samples. This limitation could have been
alleviated to some extent by combining the validation and check samples.
However, this modifcation of design Would have precluded the highly
impor tant strategy'of evaluating the regression and discriminant
equations using new samples.

Concerning the Variables

ft would have been interesting and poésib]y of predictive rele=~
vance to have employed cher test and non-test variables in addition
“to or insteadfofpthbse:Which'wéré uéedt(e.g.,,sbtiOheconomic status,
motivafion;ldivergept thinking;'etc.); Howevef, it was n§t the purpose
of the stﬁdy to add varfablé$'tpran alfeady extensive‘pool of datas but
rather, as stated previousjy, to anélyze:tﬁe data pool.to find tHe mos t
efficient sef of predictiyelahd»tlassifitatory variables.

The variables ehployed_in this stuay; wifh one exception, were
| entered as input to the.statTSticai models in the form in which they
weré avaijable. Thus they were not represented by a common standard-
ized scale., One consideration that contributed to the decision to use
them 'as they were' was the desire to provide the school personnel with
statistical procedures that could be utilized without the necessity
of first converting the data to.another scale. It was judged that the
more the data had to be modified before they could be used with the

procedures of this study, the less likely that they would be used.
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Nevertheless, it is recognized that using data in their 'as is' form
sets 1imits on the generalizability of the findings to other
populations.

Concerning Prediction/Classification Models

One model-nof directly investigated in this study might be termed
the parent-pupil-teacher-counselor (pupil et al.) model, or briefly, the
quasi-clinical model.] Two - factors preéluded the use of this model as
a definitive element: 1) the comp]eXity of the model, since the
section or level in which a student was scheduled was a function, in
unknown ways, of the pupil et al. deﬁision; 2) even if it were feasible
to sort out the elements in this moedel, constraints of time availabili-
ty prevented thié investigator froﬁ studying this broadly-defined mode |
in relation to the two statistica] models employed in this study.-
Perhaps this quasi-clinical modéi‘may be judged to have been studied
in selected subjéqt’éreas inFerentiaI]y, since the groups of students
as scheduled info each level within subject aréas can be aésumed to have
been fofmedAas a result of the oberation of this model; In studying the
efficiency of the fégféssfohAand d]striminant models, reference is made
to the groups ;onstituted by the quési-glinical'model, defined in this
study as the a priori ﬁropoffipn. |

Concerning Longitudina1 Data

A complete computer-based academic prediction model would include
test and non-test data from the students' earlier years in school. The

‘validity of such data for prediction/classification purposes would need

]Quasi-clinical as compared with the clinical model which is more
rigorously defined, for example, by Meehl (1954).
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to be assessed. The task of marshaling such a longitudinal data record
would be sizeable indeed. The feasibility of such a longitudinal record
would depend upon many factors, not the least of which is ready access

to computer facilities for storing, retrieving and updating the data.

The value of including longitudinal data as a part of the data source

for a predictiOﬁ/classification scheme is recognized by the investigator;
however, the inc]usion of all such data was beyond the scope of this
study.

Concerning the Sex Factor

The development of prediction equatioﬁs separately for boys and
girls is recoghiied as a desirable'@rocedure and perhaps requisite in
some settings. Separafe.eqUatjons.for boys and girls were not
developed in this study for»two reasons: 1) the sample size for some
instructional leyels_in some subjeﬁt areas was too small for further
bfeakdown;v2)_thé‘p}q¢es;ing'§o$ts_would have‘beenbnearly doubled,
Nevertheless, the,lack'of”seﬁérate équations for boys and girls is

acknowledged as a limitation.

Concerning the Sample Characteristics

For a number of reasons (sample size, possible uniqueness of curri-
cular offerings and grading practices to mention a few), generalizations
of the findings beyond the target population of this study must be made
with considerable caution. To be sure, one of the reasons for caution
resides in the nature of the target population itself where the mean
“values on academic ability measures tend to hover around the eighty-
fourth centile (national norms). Such a finding is not unusual in
suburban communities surrounding large metropolitan areas. To some

extent the finding of this study, if generalized, would be limited to



student populations possessing similar characteristics.

Pefinition of Terms

The following is a brief list of words and/or phrases used in this

study which are either not too frequently found in the literature or

have been found to be used interchangeably with their synonyms, or

which are defined here for purposes of this study.

1.

2.

Actuarial: see statistical prediction method.

A priori proportion: the proportion of the total junior
sample assigned by school staff to instructional levels

of a subject area.

Characteristic score: the score made by the hypothetical
typical members of a group on the discriminant equation.
Check sémple: the new sample (in this study, the high

school class of ]967) on whom the regression and discriminant
equations; developed in the validation sample, are applied.

This definition follows that employed by Ludlow {1962} and

Simpson (1957). Also referred to in the literature as the

cross-valf@ation samplé (Hampton, J. D., personal commun-
iéatioﬁ).

Classification equafion (adjuéted): bthe classification
equation whosé‘constant term has been adjusted (modified)
to permit classification in proportion to the original

(a priori) probabilities.

Classification equation (basic): the unadjusted equation
resulting from the application of the discriminant function
to a set of test and non-test score variables in the

validation sample.



11.

12.

13.

i5

Correctly predicted: in this study, defined to mean that
the junior high group check sample students are correctly
assigned in the ninth grade by means of the regression and
discrimfnant equations to the level within English and
mathematics in which they are enroiled and succeeding
(i.e., their first semestef GPA in that level of the
subjett>afea is 1.5 or greater when 1 = F; 5 = A).

Gfadé pofnt average (GPA): the simple arithmetic mean of
each student's grades; defined nuherically (A=5, F=1)

within each subject during each semester.

. Grouping: see predicted/classified.

. Hits/misses: see correctly predicted.

Instructional level: that level within a subject area
into which students are grouped by the quasi-clinical method
based upon prested ability to achieve in.that level.

Multiple diScriminant functioh analysis f{also, discrim-

inant ana]ysfs, dispersion analysis):‘ a method of

detérmining statistically in which one of three or more
groups a student seems to belong in terms of his similarity
(in test scores or other measures) to others of that group
who have SUCcesstI]y achieved in the academic tasks set
for the group.

Predicted/classified: the procedure of assigning students
to instructional levels within subject areas by statistical
me thods.

Quasi-clinical: method of assigning students based upon
the subjectivé weighting of test and/of non-test variables

by one or more school personnel.



Statistical prediction method: the methed as employed in
this study of predicting/classifying students into groups
through use of the multiple regression and multiple dis-
criminant models; used interchangeably with acturial.
Validation sample: comprised of the high school class of
1966 (graduation year) upon which the statistical pre-
diction procedures were developed. (See check sample for
references). Also referred to as the development sample

(Hampton, J. D., personal communication).

16



CHAPTER 11
A REVIEW OF THE LITERATURE

The review of‘the literature_wiii begin with a brief introduction
of the varieties of techniques, and the rationale behind them, for
selecting, classifying, and/or pfedicting academic achievement. There
will follow a brief review of surveys by other authors of studies con-
cerned with the pfediction of general academic achievement below the
college age level.

Next.will be presented a reView of selected stUdies of a) ge;eral
academic achievemeﬁc’be]Qw'fhe_chlege_age ievel which employed the
.chrelaffonvend/eﬁfrggféeeiphﬁbﬂefﬁb)Vthe&al'and/Of subject-area'
academic:succees Ee]ew'the_cejjege ége also emp1oyihg the correlation
end/or fegreesien\ﬁodefe;fénd c) prediction_of academic success below 
college ege»levelxeﬁelcy}ﬁéeefa};cfim}haht medeT.“

anall*, the ceV?echi11ip}eseﬁt'studies concerned with compacing
techniquee (modeie)efofipcedfctfﬁé;aceeemfc eycceee or for etudying

ways of classifying Students:fnte curricular .groupings. -
vVarieﬁTes'oF Prediction/Classification Techniques -

Alth0ugh‘pkesented in a broad context of statistical methods of

educational research, Hoyt and Johnson (1954) provide what they term

as the first discussion, for the Review of Educational Research, of
regression and correlation as a separate topic. A few years earlier,

Travers (1949) had reviewed more than twenty years of ever-increasing

17
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activity in the predictioﬁ of academic success and while Travers (1939)
himself had introduced to the American literature another. technique,
discriminant function, for the prediction tésk,.he observed no use of
it up to 1949. Two years léter, Rulon and his colleagues (1951) intro-
duced the multiple disciminant function to American researchers, a

. statistical pro;edure:déscribed by Nunnal ly (I967)vas one that is
employed when three or'hore groups of persons are defined a priori and
the puréoSe of the énalysis is to differentiate the groups from each
othér on the basis of the score profiles of the‘group members.

Tatsuoka and Tiedman (1954) attributed thé virtual disuse aof the
discriminant technique to the negative attitudes of some psychologists
and educators toward its use (e.g. Garrett, 1943; Wherry, 1947). Wherry's
negative influence, at least, can be noted in Guilford and Michael's
(1949) pub1i§ation'déaling with predicting categories from measurements.
Wherry's influence on Guilford persisted even to the fourth edition of
his well-khown text on statistics (Guilford, 1965) althéugh Guilford did
choose to use the.discriminant model in a recent prediction study
(Guilford, 1965) reviewed below. Tatsuoka (1957) was quite.critical of
the rather negative‘treatment given the discrihinant model by FrencH
(I955){'vHowevef, in fairness to French, it should be indicated that he
sought to mah out the areas of application which he judged to be appro-
priate for the discriﬁinant.and regréssion models., Perhaps on the
basis of space allotmeﬁt'in his article, French seémed to favor the
regression model as the most generally appropriate one for the prdblem
of differential prediction.

Concerning'the discrimfnant model, Helmstadter (1964, pp. 216-217)

observed:
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At first'gﬂancé; this technique appears to be Edeaiu o o
While under certain circumstances, this procedure is one of
the most satisfactory, there are a number of disadvantages
- which make it tess useful than often supposed.
As disadvantages, Helmstadter points out that when aptitude measures com-
prise the'profile var?ables*there‘is no. information as to whether those
aptitudes which optimally distinguish among groups are essential for
success; further, Helmstadter contends that no evidence is yielded,
once a person has been classified, concerning the degree to which he is
likely to be successful. Helmstadter stresses that it is only assumed
by those who employ the discriminant analysis for personnel classifi-
cation purposes that if an.individual is in an occupation with people
like himself, he will be successful. The discriminant technique, .
Helmstadter maintains, does not assist individuals in being placed in
any more appropriate job(s) than are in the criterion groups, a situa-
tion which merely perpetuates the successes and mistakes that have been
made in the trial .and error process that led to the formation of the
criterion groups. Helmstadter ends his critque of the discriminant
mode! on a positive note by stating that
.the multiple discriminant function provides us with
the best possible answer to the classification problem when
no continuous criterion measure (e.g..GPA's in the school
~setting) of the degree of success is available. Thus, if
~the only criterjon data available is grouping (e.g., tricho-
tomizing) by occupations, by academic areas, by socioeconomic
levels. . .and so forth, then the multiple discriminant
function provides the appropriate technique to use.
A review of Hélmstadter's own research (1957) concerned with comparing
~ the disériminant,With ther_statisti¢al and non-statistical methods in
a classification task is presented later (page 34).

More recently, Nunnally (1967, pb. 399-400) states:
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The wisdom of applying discriminatory analysis depends on the
problem, Potentially, discriminatory enalysis is most useful
in applied psychology, where, for example, it might be used in
assigning perscons to jobs, students to courses of training,
and patients to diagnostic groups. There are, however, some
logical difficulties in employing discriminatory analysis for
that purpose. One logical difficulty is in deciding how to
designate the members of groups prior to performing discrim=
inatory analysis. For example, in discriminating different
professional groups on the basis.of score profiles, shouid the
group of engineers include all engineers, only highly success-
ful engineers, or some model group with regard to success? As
another logical problem, in employing discriminatory analysis
in applied psychology, 'it .usually is assumed that all persons
will be assigned to one of the groups, which is a poor strategy.
In addition to these and other logical difficulties in employ-
discriminatory ahalysis in applied psychology, it simply has
not worked very well in studies to date. The .amount of overlap
between groups in the dis¢riminant space tends to overshadow
the separation between groups. It is wishful thinking to hope
that all engineers will differ markedly from all physicians,
or that all schizophrenics will differ markedly from all
neurotics, on any.collection of variables,

Nunnaly goes on to delineate the basic psychology areas in which he
judges the discriminant model to be relevant. In essence he contends that
this model's greatest contribution is in understanding the major differ=
ences between groups than it is for classifying people into groups.
Quite at variance with the lack of enthusiasm for the discriminant
model that pervades the statements of the above authors is the strong
support given to the model by Rulon and associates (1967) for its
applicability to the same tasks for which it was not recommended by
Helmstadter (1964) and Nunnally (1967). Earlier, in a symposium
presented at the 1950 American Psychlogica] Association convention,
and published a year later (Tiedman et al., 1951) the applicability of
the discriminant model to educational and psychological areas of
investigation was presented by Tiedman. Rulon (1951) elaborated on the
distinctions between fhe regression. and discriminant models in terms of

the prediction/classification questions being asked. Bryan (1951)
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presented computational routines for the multiple (i.e., more than two
groups) discriminant model.

Pickrel (1958) observed that a comprehensive review of classifica-
tion problems and techniques for handling them was not available in the
literature up to that date. He prqceeded_td distuss the rationale
behind such procedures»as”sélectjon, cléssification‘and differential
prediction, pointing_oﬁf thét fhe‘term seieCfion is appropriately applied
to the sfngle_job.(or admiSQién/non-admfssion;-pass/fail; etc.) categroy
while the term classifi;atién_abpliesyto two or more job (curricula,
Ievelé within cuf}féﬁla) cétegofies; Pickrel continued with a brief
discussion of the‘discfimfﬁaht;_}egression, multiple cutoff, unique‘
pattern and féctor'anélytic modeiél" |

lﬁ a mofe‘penetféting anéﬁysfé’of the rationa1e lying behind these
models,_Tatsuoka;(]956)vﬁatégorizedvdifferential prediction and classi-
fication»procedufes into two-groups: 1) the regression model and 2} the
profile similarity models. The latter group includes intuitive
approaches which leave it to the subjective judgment of the guidance
person or personnel worker to determine which of several group profiles
a given individual's profile most closely resembles. Tatsuoka points
out that attempts to provide more objective methods for judging profile
similarity led to the development, among others, of the distance
function which, according to Tatsuoka, has the basic defect of forcing
a multi-dimensional phenomenon (Cooley's /1964/ M-dimensional space
referred to in Chabter I, page 5) into a uni-dimensional framework
(i.e., a summation of the square of the differences of each pair of
variables in thg'data matrix). JTatsuoka indicates that the multiple

discriminant model represents a culmination of the class of methods
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concerned with profile-similarity.

With this brﬁef review of the varieties of techniques available for
predieting and c]assifying individuals against some criteria {(e.g., GPA,
a priori instructfon levels, fields of concentration), attention will
now be given to a review of surveys by other investigators concerned
with the prediction of general academic achievement below the college
level. |

Surveys By Other Investigators of Studies Concerned With the
Prediction of General Academic Achievement
at the High School Level

McLaughlin (1950) reported in his review of the literature that
there were only three published studies concerned with predictingb
success in high school from information obtained prior to high schootl
entrance.

Owen (1956),e1ted fravers (1949) as noting that the prediction of
success in high school has been of greater concern in Europe than in
America, Qwen didn'f speculate on a possible explanation for this
greater concern’ in Europe but it is probably readlly explained by .the
more prevalent admun;stratlve provision for streamlng, as grouping or
tracking is referred to‘in Europe, principally in Britain and other
countries under the Crown.,'ln'her»review, Owen 0956).cited only one
study, Layton's (1954), reievant to prediction of success in hfgh school,
~a study that was eoneerned with predicting success at the twelfth grade
from ninth gradevpredfetor variables.

Scannell (1958) in his review of the literature cited two studies,
one of’ them an unpublished one by Fahnle (1942) which was a master's

thesis completed at the State University of lowa; and the other, a
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published @neg‘Weﬂﬁﬁéﬁﬂs'(EBS7); Owen's own dissertation which was con-
cerned with predigtﬁng'sucgess at the high school level was not cited by
Scanne!i; Lavin: (1965) ﬁncluded in his 1953-1961 survey some nine
studies not cited above which employed intellective factors as predictors
of academic achievement.

The above listing of surveys of studies are representative reviews
of studies in which the prediction of general high school academic
achievement was the focus, In the group of studies reviewed next,
specific attention will be given to the findings reported by investi-
gators who studied the academic success prediction problem below the
college level.

Selected Prediction Studies of Academic Achievement
Below the College Level

Studies of General Academic Achievemént Employing the Correlation and/
or Regression Model ' '

Layton (1954) found zeré order correlations of .63 to .82 when he
correlated ninth:grade scholastit aptitude and English achievement test
variables with similar vériables_and cent{]e rank in class obtained (on
these students) in the tweiféh:grade. _

Fahnle (1942) compafed eighth'aﬁdbninth grade igyg;Every Pupil
Tests of Basic Skills'sﬁbteétsvand foﬁnd théf the intercorrelations
between subtests bearing the same.name were, not surprisingly, the
highest; He furthér observed. that tﬁe'eighth grade Work Study Skills
subtest correlafed highly with all the ninth grade subtests.

In his study, McLaughlin (1950) investigated the relationships

between subtests on the eighth grade lowa Tests of Basic Skills (17BS)



and the twelfth grade lowa Tests of Educational Development (ITED). The
zero order correlation between the ITBS and ITED Composite scores was
.80; among the subtests of the two batteries, the zero order r's ranged
from .61 to .76; the correlation between the eighth grade 1TBS Composite
and four-year GPA was .59.

Scannell (1958), as a part of his study, obtained. inter-correlations
between gradés four, six, eight ITBS and grade twelve ITED Composities
which ranged from ;72 to .78. When he correlated the ITBS Composities
with high school GPA, he found zero order r's ranging from .53 (grade
four) to .61 (grade eight).

When the criterion of academic success was an end-of-ninth-grade
GPA computed on a varying number ahd kiﬁds of courses taken, Gibbons
(1962) concluded that tHe total score on either or both of the eighth
gradé scholastic aptitude or the achievement_tests were as effective or
more effective pré&iétérs”ég ahy 6ﬁéH§r>b§th of the non-cognitive vari-
ables (study methods, perspnality qUestionhaire).

Jacobs (1959) concludéd~fr0m Hfs Study of predicting general
academic sﬁccess that én arifhmétic proffciency test was the best
single predictor when the criterion was a three or four year GPA.

A few generalizations concerning the studies cited above which
dealt with the task of predicting general academic achievement of high
school students are these:

1. The predictor variables employed were largely of the

scholastic aptitude and achievement variety.

2. The zero order correlation model was the preferred

technique.



3. Global types of criterion variables such as total high school
GPA or GPA within a grade level are attractive to use because
of the presumed greater stability associated with them, It
easier to secure a respectable sample size using GPA over all
subject areas within and/or across grade levels, The inform-
ation yielded in these studies has some relevance to.decision-
making processes in the schools; however, since the prediction
task at hand is usually to estimate ]ikely success within
spécified subject areas, review of studies with subject area
focus is presented in the next section,

Studies Predicting General and/or Subject Area Academic Success Below
the College Level

Wellman (1957) using combined ninth and tenth grade GPA as one set
of criteria, fdund correlations of .82 and .83 when the Otis and Primary
“Mental Abilify"TeétT(PMA) tdfal or the Qtis and PMA facth scores
fespect?vel% were the predfctof variables. When the predictor variables
were fhe Otis lnte]iigence Test and two PMA subtests (Verbal Meaning and
Number Scores) and the criterion variables were English and'science GPA,
multiple R's of .81 wiﬁh each crjtefioh:weke obtained. When the‘pre-
dictor variables were Otis, PMA spacé and Number féctofs, the multiple
R with maﬁhematics GPA was .76. |

Foreign Lénuages

Pimsleur et al. (1962), studying the differential predictability
of traditional (grammar-reading) and more recent concepts of achievement
(oral-aural) in first year French, by means of a step-wise regression
procedure, obtained a multiple correlation coefficient of .65 using six
tests of Cooperative French Test battery; a multiple R of .41 using

five tests to predict aural comprehension; and a multiple R of .41 using
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five tests to predict aufal comprehension; and a multiple R of .41 using
five tests to predict speaking proficiency. Among the most durable var-
iables predicting the Qarious criteria was a measure of verbal 1.Q.

Carroll (1962), reviewing his own and other studies of the pre-
diction of success in inteﬁsive language courses, stated, among the
conclusions reached, the followfng:

1. Foreign language learning aptitude is not specific to
éartiéuiar languages or particular groups of languages--the
same béttery of tests predict success in languages as diverse
as German and Chinese with approximately the same degree of
validity.

2. Language aptitude as measured by tésts seems to consist of
at least four identifyable abilities: a) phonetic codfng;

b) grammatical sensitivity; c) rote memorization; d) the
ability to infer linguistic forms, rules, etc., from new
linguistic content.

3. A relatively small fraction of the general population,
perhaps one-third to one-half, has a good chance of success
(achieving satisfactory grades) in these courses--practically
the full range of the general population in regular school
clasées can éucceed in less intensively paced.fdreign‘
language courses.

Hascal (1959), using the simple zero order corré]ation model, set

out to study the validities of several variables for predicting, among
varion Griteria, success in the study of foreign languages. Of the

several conclusions reached, the following are relevant:
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1. The rélativé predf;tEVe validity of the several variables
Varies_as 2 function of sex.
2. Variab]eﬁ'ténded to demonstrat¢ gréater predictive validity
for boys.
3. The best predfctors for Both sexes with the criteria used
(GPA in specific foreign language and end-of-year Cooperative
Foreign Language test scores) were previous English GPA and
certain Differential Aptitude Test (DAT) subtests (especially
the Sentence subtest) and Stanford achievement scores. Other
predictor variébles such as a measure of academic aptitude,
another achievement test battery, and Kuder interest test
scores were recommended by Hascall (1959) for elimination
as predictor variables.
Mathemati;s‘ v o
Guilfbrd; ef éi., (1965)'Q§i6§ Hfs'structﬁre—of-the-intellect
model as .a referent, anestigatedvthe construct, predictive, and classi-
ficatory validitieé-of'somevforty—four variables, thirty-four‘of which
grew out of Guilford and.éssOciéfes‘ own'ear]ier.research on the model.
The criteridﬁ méasdfes wefe GFA‘éna $t§ﬁdardjiedfmathematics achievement
levels of test sCores fn‘fer 9th §r$de1mathemétic$ groups (basic mathe-
matics, non-cd{]ege a]gebra,_reguiaf algébfé,.écceléréted algebra).
in the contéxt of thisttﬁd9; é;i1fofd'§ grbup‘usedbfactor analysis,
step-wise regression and two-groupvdiscriminant analytic techniques to
study the operations of the several variables for predicting against
test criterion (step-wise regression model) and classifying students
against their group membership (discriminant model). Here he concluded

that the same test battery could not be best used for doing the double
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duty of classifying students and a@sb predicting achievement in the two
kinds of courses., As a result of this _Snvestigation9 Guilford and his
associateé reached the'foiiowing‘of a number of general conclusions:

1. Eafterieé'of factor scores were better predictors of
"achievement fhan two of the standard-test combinations,
significantly Sovfn A]gebfa.:

2. A compoéite.ofﬁ13‘fa¢tdr—test scores gave increased pre-
diction’whén addgd to éaéh of the three standardized test
combinafioﬁé éfgnificént]y 50 in_fhe algebra courses,

3. Combinations of factor-test scores discriminated between
successful (above-median) algebra students and general
mathematics students with an accuracy close to 90%.

Dinkel (1959) found a multiple R of .86 between algebra achievement
and a series of seventh and eighth grade predictor variables, including
previous grades, intelligence and pragnostic and achievement tests.
Barnes and Asher (1962) found that, out of eleven variables studied
for predictipg ninth grade GPA, the best singlebpredictor was the
eighth grade GPA in mathematics. The only other variable that signi-
ficantly incréased thé multiple R was an eighth gréde arithmetic
achievement test.

Wellman (1957) obfained an optiméijy significant multiple R of
.76 using three of six_predi;torIVariabIes (Otis, PMA Space and Number
factor scores) and ninth and tenth grade mathematics GPA's (algebra and
plane geomefry). |
Engliéh | v »

Diederich (]957) reppfted studies which. indicated that the vocabu-

lary sections of intelligence tests are highly relevant to the
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prediction of composition skill,

Weliman (1957) obtained an optimally significant multiple R of .81
between three of six predfctor variables {Otis, PMA Verbal-meaning and
Number scores) and English grade nine and ten GPA's, respectively.

In summary, the above review of studies of estimating academic
success in general and/or selected subject areas appear to yield the
following generalizations:

With the exception of the studies by Pimsleur ét al, and Guilford
and his associates, the zero order and multiple correlation models are
the ones most typically employed. The studies by the Pimsleur and
Guilford groups émployed the multiple regression and multiple discrim-
inant modéls. Guilford's gfoup'utiiized the regression and discriminant
models sequehtially. ‘They were ndt‘concerned with comparing the
relative‘eff?ciengyﬁqf_ejther‘mode] in their stﬁdy.

Carfbllfs.;fétéheﬁfrthéf’ﬁhé.éamé‘béttery of tests predict success
in a variety of languages sthldIbe noted in view of the present writer's
findings in Cha.ptervlv‘, RESU.LTS, ‘pages 76 ff. , relative to the kinds
of predictor Qéfiablég-thét ap§e§f fo be assonatédvWith success in
various foreign lénguages.‘ | B

Guilford's study is impressive in.its extensivé exploration of the
domain of predictor variables. |t represents a basic research effort
out of which there might hopefully emerge, in time, new sets of -
independent variables that might have practical relevance.

In the next section, the three studies reviewed will be those that
have explored the efficiency of the discriminant or the regression model
for predicting/classifying or grouping pre=college samples of students

within subject areas or:grade levels.
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Studies of the Prediction/Classification of Students Within Grade or
instructional Groupings by Means of the Multiple Correlation/
Regression or the Discriminant Model o

Leton and Anderson (1964) focused on the application of the discrim=
inant model for the grouping of students, grades hfnz, on the basis of
achieyement chara;terjstjcé‘as compared with the conventional age-grade
administrafive arFanééﬁehts. ‘RandOm saﬁpIés of lSO»sutdénts,from éach
gradev]evel comprfsed.thé étﬁdy p§§u1at}oﬁs, :The variables used in
developing thé’claSsifi;atidn equations were the appropriate levels
(i.e., elementary,.etc;).of the.1957 edition of the California
Achievement sﬁBtests; THe‘validétion groups consisted of three grade-
sets: a) 4, 5, 6; b) 7, 8, 9; ¢c) 10, 11, 12. The classification
equations were developed for each of the three sets. The efficiency
of the classifications was evaluated in relation to each of the age-
grade sets. The model's efficiency was generally most apparent in the
elementary (4-6) and junior high (7-9) sets--correctly placing about
two-thirds of the students at grades four and six and seven and nine.
Fifty percent correct classifications were made for students in grades
five and eight. At the teﬁth and twelfth grades, 50% of the students
were correctly placed while at the eleventh grade classification, in
terms of the age-gfade criterion, was at the chance level. The‘dfs-
criminant equations. .were n6t evaluated on»eithef cross-validation or
check samples. _ : |

Morton (1961) sfudied the feasibility of employing Simpéon's
adjustment'(T957, see'bage 36 of this REVIEW for a brief review of
Simpsbn's'study) of the dfscriminant function equations utilizing I.Q.
(Ofis) and ComposifeilTED scores to.élassify fenth grade students

into three homogenous groups; 22.5% high, 55% medium and 22.5% low.



The validation sample criterion groupings {a priori proporticns) were
based on the pooled judgments of English and history teachers. The
classification equations developed on the validatlen sample were then
applied to a check sample, yielding a total 90% correct placement over
the three groups.

Schuslet (1964) employed the step-wise multiple regression pro-
cedure to study the predictive/classificatory validity of 30 variables
for estimating end-of-year GPA's of 342 sophomores in English, mathe-
matics, social studies and foreign languages. Letter grades for courses
of differeht levels of difficulty were converted to a common numerical
scale by the me thod .of equal;appearing intervals, a procedure lnvolving
the subjective judgment oF the,person(s) performing the conversion.
Substantial certelatlons wete’Obtained between actual and estimated

_GPA's as converted :J? |

lh alseharatelphase“of‘her study, éehuslet scheduled 10th grade
students into elther the hlgh or low level Engllsh course based on
regressnon equatlons developed on Stlll another sample, Again, substan-
tlal correlatlons were obtalned between estlmated and .actual converted
GPA‘ : Schusler reports that the Engllsh teachers did not know which
were the students in their classes who,if they had been scheduled
(sectioned) according to the usual method (counselors et al. deciding),
would have been placed in a different level than that in which they
were assigned by the computer-based method. Among the conclusions she
reached, Schusler states that scheduling students by an actuarial
method through the use of a computer represents a cost that is less than
was currently being spent (presumably for the counselors' time) for the

same general purpose.
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in.summary,'the three stu&ies just reviewed represent efforts to
expiore new ways to as$§gn students by actuarial methods to grade levels
(Leton andvAndereoh,v]964) end to éroup students within instructional
1evels of_seleoted‘subject areas of a grade (Morton, 1961; Schusler,
196#) In theee‘studfes the existing grade or instructional level
grouplngs (desngnated the a priori groups) are used as the criterion for
assessing the efficiency of the statistical model employed. The
objectiVe these investigators had was to study the extent to which the
test variables, as operated on by the discriminant or regression models,
would indicate how much alike were students with similar test score
or converted GPA patterns. A basic assumption involved here is that by
estimating the.degree of similarity existing between a student's own
test profile and that of the a priori or criterion group and then making
the assignment, the student IS therefore scheduled or grouped with other
students most llke hlmselft‘ The statlstlcally determined grouping pro-
cedure that ' is representedhby_the multiplevdiscriminant model is viewed
_here as analogous to the multiple correlation procedure of grouping
students on the basis of thefr estimated GPA (or any other criterion).
This: analogy is relevant to the writerVSTOWh investigation because it
provndes the baSIC ratlonale by whioh;the multiplevdiscriminant and
multiple correlatioh/regression mode1§:cah,5e‘compared.

in the'next set of studies reyiewed;'the resu]ts,of‘investfgations
concerned with coﬁparing ‘the relatlve effectlveness of certain actuarial
predlctron/class|f|cat|on mode]s employed for various purposes will be

' presented.



Studies’Comparing the Effectiveness of Selected Statistical
"~ Methods for.Predicting/C!assifying Students

The group of studiesbwhich follow are concerned with comparisons
among methods (models) for predicting/clasaifying students against
various criteria (e.g., GPA, field of concentration). Except for Owen's
study, the investigations cited below were conducted with college-age
samples or with artificial data.

Owen (1956) investigated the effectiveness of four approachee to
predicting the GPA of a sample of 832 high school seniors. The methods
studied were: 1) prediction from a:éingle ordered variable; 2) predic-
tion from centile ranks (expectancy tables); 3) prediction from multiple
regression'using_five predictor variables; 4) prediction from pattern
anaiysis. After Studying the stability of the four methods on a cross-
validation sample, Owen concluded that when due consnderatlon was given
‘to: the accuracy of predlCthﬂ, computatlonal and, lnterpretlve ease, the
follow1ng three. methods were rated about equal |n predlctlve stability:
1) predlctlon-from~a s;ngle factor_(read]ng_achlevement), 2) pattern
analysis, ahdv3)‘mu1tip1e-re§ressfoh;..Oweh judged the prediction from a
single factor cutting score-as the 5|mplest, computationally, and better
than the other approaches for lnterpret|ve purposes Although not
stated speC|f|cally,'|t would appear that Owen would recommend the use
of the: ordered snngle varlable cutt|ng score (readlng achlevement) as
the optimally most useful method

Helmstadter's .(1957) Search of the literature yielded 15
apparently different indices which were recommended by previous investi-
gators for use in the estimation of the similarity of test profiles.

Helmstadter defined the problem of assessing the similarity
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between two profiles as that of determining the degree of similarity
between two sets of numbers of which thé profiles are constituted.
Helmstadter ﬁategorized the 15 indices into five groups. Three of the
groups, correlation methods (rank, product moment and intra-class); sum
of the differences between pairs in the data matrix, squared;and a
distance functidn,(Which assumes a chi squared distribution)

Helmstadter used as quasi-experimental methods in this investigation.

As comparison {control) methods, Helmstadter uysed the indices he cate~
gorized in the remafning two groups: the subjective judgmenf and the
linear discriminantlfunction me thods. vHelmstadter-applied thev15
methods to artificial data:‘ 270 geometric solids, one-third of which
were sphefes, one-third cylinders, oﬁe-fhird tetrahedrons. The data
were modified to'simulafe real data in terms of errof components and
distribution ;haracteristicsj Helmstadter did not define the manner in
which the subjective or }élinical' method was performed except to indi-
cate that fhreé judges were employed for the task. Using chance
expectations as the criterion with which to assess the hits/misses record
of each of the 15 methods, Helmstadter foﬁnd’no significant differences
between methods comﬁared pair-wise, Since insufficient information is
provided by Helmstadter to enable one to judge the precise task with
which the judges were faced in classifying the profiled artificial data,
inferencés to real-life-clinical~-judgment-decision~making situations are
very much limited. Helmstadter provides a rough estimate of the time in
minutes (and proportions thereof) needed by each method to classify each
profile in the data set. The range was from about twenty seconds('clini-
cal' method) to about 20 minutes (product moment correlation method).

The 'clinical! judges' average rate and success record over that achieved
Jjudg 9
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by the statistical methods are indeed impressive, However, since
Heimstadter does not indicate by what means the statistical methods were
processed, one must assume that a desk calculator was employed. !f_this
was the case, the tabuiated rates are so unrealistic as to be hardly
worth reporting.

Helmstadter's Study.is,certainly unique in its use of artifical
data a@usted‘to'sjmulate.rea]-life situations. One must assume that his
techniques of simu]afion,do'inlfact approxfmate‘reality. His method~
ology would seem to be most relevant to‘a basic research approach to
mapping the areasvin whfch c]inicél-actuarial methods might be compared.
But a tesf of the dégree to Which the simulated data do correspond to
actual data would'épﬁear to'bé needed before any generalizations to
the real world can be made.

Markwardt (1960) compared the efficiency of predicting graduation
from college by pattern analysis, single variable cutting score and
linear multivariate (discriminant function) approaches. Using a sample
of 400 female elementary education graduates, he randomly divided the
total sample into validation and cross-validation sub-samples. He
included as predictor variables, weighted achievement, interest and per-
sonality variables along with the high school rank (HSR). The
efficiency of each approacH was determined by the number of correct
classifications (graduation vs. non-graduation) compared with the base
rate number; Markwardt found that the pattern analysis approach yielded
significantly better than the_base rate classifications for both the
validation and cross-validation samples. For the cross-validation
sample; pattern analysis and single variable approaches yielded better

classifications over base rate than the discriminant function,



36

Lawshe and Schuckler {1959} set out to examine whether those trying
to predict success against some criterion tend to be needlessly sophis-
ticated in their statistical wéighting of test scores for multiple group
prediction. Three elements were the focus of their study: 1) weighting
method (four methods varying in statistical complexity) ; 2) sample size
(three differént‘N's psed--éo, 40; 90);ana 3)vmagnitude of predictor
inter-correlations‘(three average correlations ranging from low to
medium). ‘The weighting methods ranged in sophistication from multipli-
cation of each predictor score by its‘least'squares regression co-
efficient to simp]e additjbn of predictor raw scores. Lawshe and
Schuckler concl@ded:that differential weighting by the methods included
in their study iébnobmofe‘significant for multiple group prediction than
' the simﬁle addition of raw scores when N = 100 or less (no differences
were found among sample sizes under test). |t was further noted that
therebwas a trend toward less efficient prediction as test inter-
correlations increased--a trend that persisted regardless of weighting
method or sample size.

Simpson (1957), using a priori proportions as the criterion,
studied the effecfiveness of three versions of the multiple discriminant
model in classifying students into fields of concentration. The three
versions were the basic or unadjusted discriminant equations; by equa-
tions corrected according to a procedure by Rao (1952); and, finally,
by equations adjusted by a formula devised by Simpson (see Chapter II1,
METHODS, page 63 for brief details of this formula; also see the
Appendix, page 201 for an illustration of the computational procedures
involved in applying Simpson's formula). Thevmajor conclusion reached

by Simpson is that the adjusted and corrected classification equations
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were found to be superior to the basic classification equations
against a priori propertions in placing (ciassifyfng) students into
fields of concentration.

Ludlow (1962) studied the effectiveness of multiple regression and
multiple discriminant function in predi;ting college freshmen. grade
point average, Ludjow.defined hi§ task as that of studying the per-
formance aﬁd efficiency df»discriminant analysis when there is set for
it the objective of.assuming the same role regression analysis has,
that of classffying or prédicting success against a criterion. The
major concluéion‘reaéhed’by Ludlow was that ‘when he applied Simpson's
(1957) adjuétmént to the basic discriminant equations, these equafions,
as adjustéd, yieldedléh check samples cofrect-placements (predictions
against a criterion of GPA) that were nof significantly different from
predictions baséd-én_regreSSion ahéiysfﬁ; if, in addition, it is desfred
to predict achievémént>ih‘iine wffh a priori probabilityfproportions
(e.qg., selection to a crfterfon of a specified group size) then the
adjusted discriminant equations surpass the regression model.

In contrast to Ludlow's study (1962); Dunn (1959) set up a study,
selection of a college major, which required the regreggion model to
assume the role of the discriminant model in indicating with which group
students were most like. This assigned role for the regression model
had the expectation that if the validation group is large enough, if the
predictor variates are éctually related to success fn‘the field, and if
the resulting multiple R is high enough, then the regression equation
can be used to estimate concentration field areas of other students

for whom the same data are available. Dunn noted that variables
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selected by the discriminant model were generally quite different from
those selected by fhe regression analysis. Among the findings reported,
Dunn observed the Unexﬁéctéd appearance of a mathematics achievement
vafiable in.the regresSibn eqﬁations predfcting achievement in Modern
Languages; | ‘

The findings emergfﬁg.ffothﬁﬁn‘é Study 1éd hér to éonclude that
characteristics whith, by ﬁean§ of the discriminant model, separate the
groups are better gquides. for predicting group membership for new
. students than are the abilities defined by the educational success
patterns established by the regression model. Dunn added that this
finding is particularly well demonstrated for concentration fields which
nomally attract smaller numbers of étudents. Thus, predictions for
students, based on success criteria (e.g., GPA or achievement test
results) would result in the highest probabilities being assigned to
those fields in which the validation critérion measures (i.e., GPA) are
greater. Therefore, Dunn contends, the use of the regression model might
lead individuals to select a goal more readily attained (i.e., concen-
trate in a fier fn which it would be easier to obtain high grades) than
to select fieids that may be of greéter-cha]lenge to their talents.
Dunn, in a final'summary, writes that the results of her study suggest
that the use of‘thé_mu1fiplevregreésion model for the guidance of students
in making.field of coﬁcenﬁratioﬁ'decfsions (atkthe college level) is
questionable.

Tatsuoka (1955) cohbared'th effectiveness of the regression, dis-
criminant and the jbint;probébility (a system fof combining the
regression and'discriminant'modéls as developed by Tatsuoka) models in

predicting: 1) fieid of concentration, 2) graduation from . college, and
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3) dropping out of college (by choice or by requirement because of low
grades). Employing eleven test variables (concentrated in scholastic
aptitude and achievement areas), high school rank, GPA, type of high
school, and applying the equations developed on validation samples to
check samples, Tatsuoka concluded that: 1) the joint probability model
was somewhat superior to the discriminant model and definitely superior
to the regression model in predicting field of concentration; 2) that
the discriminant and joint probability models were of equal efficacy

in predicting graduation with the regression model falling below both
of these models; 3) that the dfscrimfnant model surpassed the joint
pfobability model in predicting dropouts with the regression model again
fdllowing'thesé‘twobmodéls in effectiveness.

In.the studiés_just reviewed, the following conclusions appear to

be supported:‘ |

1. Pattern analy#is when'tombéréd'wffﬁ-other methods emerges
as an efficieht model for estimating academic success.

2. When ;he relativé.ef%e;tiveneés'of the multiple regression
and mujfip]é d?s;fim%nant models were compared against
various critéria, the discriminant model appeared to be
a promising technique in the kinds of prediction/classi-
fication problems it was asked to solve.

3. Use of artificial data with which to investigate the
comparative effectiveness of clinical and actuarial
classification methods appears to be a promising approach
for basic research purposes.

L. A technique that seemed to be the most promising was
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that devised by Tatsuoka which combined the multiple
correlation/regression and multiple discriminant models for
predicting/classifying students against various criteria.

As was mentioned in Chapter |, page 6, the present investigation
represents an extension of the efforts of other investigators to study
the efficiency of a number of general and specific aptitude and achieve-
ment variables for estimating GPA criterion performance within selected
subject areas. Further, fhis investigation represents an effort to
evaluate on a pre-college sample (as Ludlow's LT9627 investigation did
on a college sample).the,relétive effectivenss of the multiple regression
and two versions of the multiple discriminant equations for predicting/
c]assffying students_wifhin instructional levels, since this search of
the literature revealed nb studies which have attempted this on pre-

: college_sgmples;v This ié\not surprising in view of the relative newness
of the‘mﬁ]f?ﬁfé_dféérimfnént mode whiéh, according to Nunnally (1967),
was formally introduced to Amerfcan feséérchers in 1950 by Tiedman and
associates at the American Psyého]bgjtal'Asso¢iation convention sym-
posium. Additionally, the emploYmént of multivariate statistical pro-
cedurés such as the'multipfé regression and multiple discfiminant
models havevbéen hadé.feasiﬁlé by the re]étively'recent avaiiability

of large scale electronic computers.
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METHOD
To reiterate, the major problem on which this investigation
foéUses'ié to'Study,‘with?n_a.framework:df‘é computer-based measure-
ment'syétem;‘w§ys*ih which tQ‘effectively groupAstudents into
instructional levels (Chapter I, page\7).- The method followed in
studying the problem‘is‘presented in thié chapter, beginning with

| descfiptions'of the'va]idation and check saﬁples;
Samples

Validation Sample

The total validation sampTe (referred téiin this étudy as thebggm;
giggg;group) was comprised‘of all students -of the Hinsdale Township
High School_(lll}nois) ninth gfade'c1és§ of 1966 (graduatioh year) for
whom there were complete data on all the variableskincjhdeA’in this
study. This.cémbinéd group'vaJidation samplé ;onsfsted of‘SMM stUdeﬁts.
This numbef représéntéd 82% oF the.t§talAﬁinth‘grédevclass. |

For‘the purposes éf'this study;.one—hélf of the combined group
validation sample (refér?ed to in this.study as.tﬁe igﬂigi'ﬁigh groﬁh,'
N = 272) was_séparafe]y aﬁalyzed since the pfediction/c1assification
equations devé]opéd in.this Study could be computed oﬁ indepehdent vari-
.ab]es.tﬁaf wéfe évaf]abje'dn the junior hiéh grOuﬁ-during the fall and
winter of their ei§hth grédeerar; whereas the»variables ihcluded‘fér
 the‘¢ombin¢d gfoup weré not’évaiiable Qntif the spring bf theiﬁ eighth  .

4
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grade year or at the start of their ninth grade year. Thus, the results
of the application of the statistical prediction equations for the
junior high group could be made available to counselors and their staff
while students were still in the eighth grade. This junior high group
consisted of all those ninth grade students in the combined validation
_ sémple_who had attended th¢ village of Hinsdale's junior high school
and for whom complete data on all‘thervariables included for analysis
were available., The total N éfvthe junior high grbup validation sample
represented 76% bfbthe total junior high éigﬁth grade class who
attended the Vfllagefof Hihsdale Junior High School as eighth grade
students. |

Check Sample

The totél check Sample (again.defined as the combined group) con-
sisted of all students of the Hinsdale Township High School ninth grade
class (also referredbto as the Class of 1967 - their year of high
school graduation) for whom there were complete data on the same vari-
ables employed in the validation sample analyses. This combined group
check sample consisted of 604 students, representing 91% of the total
ninth grade class. |

The junior high group check sample (defined in the same way as for
its validation sample counterpart) consisted of a subgroup of the class
of 1967 for whom there were complete data on the same sets of variables
as were utilized in the junior high group validation sample analyses.
This junior high group check sample consisted of 259 students represent-
ing 74% of the total population of the junior high group who had
attended the Village of Hinsda]e Juﬁior High School as eighth grade

students.
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Community Setting]

The combined group was made up of two groups of students, half of
whom lived in the Villages of Hinsdale and Clarendon Hills. The other
half came from surrounding areas which were a part of Hinsdale Township,
“having attended QradeS:K-S in one of seven elementary school districts.

In order tovgive a brfef picture df the‘sociq-economic level of
the families Jiving in Hih§délé T9Qh§hip,§itvmight be well to focus on
two communities, HfhsdéJeFdlaréndOn'HiiIs, from.which the total junior
high group came, and Westmont, which repfesented the largest percentage
. of student; ih the*rémainihg half of the combined.group. The data
recorded in Table | are as compiled in 1961,

Westmont, made up of a slightly younger age group, had a median
school year completed of 10.6, 13.3% professional workers, and a median
family income of $7,600. Hinsdale ranked ninth and Clarendon Hills 13th
among 75 Chicago communities and 175 suEurbah communities, based on a
1960 composite of family income, years of completed schooling and per-
centage of professional workers., .In combination, Hinsdale~Clarendon
Hills had a median school year completed of 13.1, 43.9% professional
“workers and_a median family income of $11,000. The remainder of the
Township lies on a-socid-economic scale between Westmost and the Villages

of Hinsdale and Clarendon Hills.

]Sources for the information included in this section were the
. following: Suburban Factbook, Chicago: Northeastern Il1linois Metro-
‘politican Area Planning Commission, 1962; Renstrom, R.T., Hinsdale:
Community Profile, Omnibus and Chicago FM Guide, August, 1965.
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TABLE I

COMPARISON OF SOCIO-ECONOMIC FACTORS ASSOCIATED WITH
THE COMMUNITY SETTING OF THE STUDY SAMPLE

Hinsdale-Clarendon Hills Westmont

Population | 19,700 3,300
Median age _ 33.5 v 30.0
Median school year completed 13.1 10.6
Median family income : $11,000 $ 7,600
Median house value $28,000 $15,200

Professional workers v ' 43.9% 13.3%

Hinsdale-Clarendon Hills are communities'which have attempted to
retain their past traditions and’smali;town atmosphere despite their
closeness to and association with .a large metropolitan area. They are
comﬁutér suburbé; fs'ﬁflésvénd 22 exﬁreés-minutes.west of the Chicago
Loop; The éducational sfstéh'is made up Qf eight ﬁublic elementary
schools, one junfor high anﬂ Hinsdale TOWnshfﬁ High School from which
80% of the graduates‘continuebon to Co]leges and universities; the
pupil-teachef ratio is 25-] aﬁd:thebéchool:diétrict spends an average of
$470 per pupil per year, figuresvwthH are at thehedian when compared

to other Chicago suburbs.
Subject Areas

The subject areas listed below with their corresponding levels were
the focus of this study and are briefly described.

English

On the basés of the eighth grade teachers' recommendation and
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whatever eighth grade test and grade data were available plus the
results of the Cooperative Reading Test (see page48 for description),
the high school counselors and members of the English department pooled
their judgments in sectioning the incoming ninth grade students into one
of four of the following Ievel; of the English course: reading (about
11%), basic cohposition (about 12%), composition or speech (about 63%)
and accelerated composition (about 13%). When a student was sectioned
into the largest section - composition or speech - it was entirely a
matter of scheduling factors that determined whether a student would
‘take compositibn-or speech‘for the first semester. |f it happened to
-be composition fof the first semester, the student automatically took
speech the‘secdnd Seméster and vice versa. Since neither the reading
nor the bésic composftion coﬁrses ehjéyed a prestfge status among the
students and thefr pareﬁts; ?;'happened in a number of instances that
parental insiéten?e resulted in the éfudent béing_p]aged,in either the
composition or spééch section. No'pfovisioh'was made»fdr pafental
request that their son or daughter be placed in the accelerated or
honors. composition section.
Owing to the fact that the reading course was dropped from the

curriculum during the second year, aﬁd because students who were

grouped in composition the first semester automatically took speech

the second semester, the study was limited to an evaluation of the
regression and discriminant models using the three levels of composition
within the English subject area.

Mathematics

Eighth grade math teacher recommendations along with teacher grades

and available test data formed the basis upon which the high school
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counselors and math department members sectioned incoming ninth grade
students into one of four required levels: remedial math (3%), general
math (25%), algebra (59%) and honors algebra (13%). Remedial math was
not included }n this study because of the extremely small sample size
and also because‘it was dropped from the curriculum during the seccnd
year of the-sfudy.

Social Studies

Incomfng ninth grade Qtudents were sectioned by the high school
counselors and social studies department staff members into one of two
required year-long‘coursés, world.geography and western éivilization
(about a half in each), again‘on the bases of eighth grade teacher
recommehdations,vgradés and available test data. The world geography
course was the one into which the less academically able student was
sectibned; |

Foreign languages

Incoming ninth grade students who were encouraged by their parents,
eighth grade teacher and/or counselor recommendations (partly based on
data obtained from the high school-administergd Modern Language Aptitude
Test, described on pagel9 ), had the option of electing to continue in
the second year of French or Spanish if they were taking it in the eighth
grade or of enrolling in the beginning course of any one of five foreign
languages: French, Spanish, Latin, German or Russian. About two-thirds
of the incoming ninth grade students so elected. Latin and Russian were

eliminated from the study because of their small enrollment.
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independent Variables, Combined Group Validation Sample

lowa Tests of Educational Development (ITED)

The ITED, Form SL-4, was administered to the incoming ninth grade
students during the third week of September, This battery includes nine
objective tests designed to measﬁre eduéational development which is the
result of several factors such as experiences provided by the school,
home, community and individual initiative. The sub tests, each of which
were included as independent or predictor variables, comprising the
battery are the following:

1. Underétanding of Basic Social Concepts (Bkd SS)

2, Backgroﬁnd in the Natural Sciences (Bkd NS)

3. Correctness and AbpfOpriatenéss of Expression (Corr Expr)

4. Ability to do Quantitative Thihking (Q Thkg)

FS. Abfiity follntéfpref'Réé&ing'Méferials in the

Social Stuaies_(Rdg ss)
6. Ability to fnterbret Reading Materials in the
Natural Sciences (Rdg NS)

7. Abi]ifyvto Interpret Literary Materials (Rdg Lit)

8. General Vocabulary (Gen Vocab)

9. Use of Sources of Information (Ref)

10. Composite (Compos)

Students recorded responses on an answer sheet purchased from the
test publisher. The scoring facilities of the publisher (Science
Research Associates) were used. Raw scores were converted to the
standard score scale (national norms) established for the battery
(ranging from 0 to 40). These data were punched on Hollerith cards as

a part of the scbring service. As punched, the data were employed later
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in the analyses.

The ITED batferyé in its several editions since the original publi-
cation in 1942, has been extensively reviewed. In one review (Page,
1965, p. 50) the following statements are made concerning the predictive
validity and split-half reliabilities of the ITED:

Predictive validity (of the ITED) rests upon the correlation
of prior editions of the ITED with later school and college
success (which range) from the .40's to.the .70's or higher
between ITED composite scores and rank in high school gradu-
ating class, average high school grades in specific courses,
high school grade-=point averages and college freshmen grades.

Within-grade split-half reliabilities for all tests.,
(range) in the .80's and .90's, with reliabilities for the
composite reading. ... ,98 or .99.

In summary, the ITED is a modern battery of subject area
tests designed: in conformity with good canons of test con-
struction, supplied with high quality norms and statistical
information. . .With some reservation about profile differences,
it measures what it measures very well,

Cooperative Reading Tests

The Cooperative Reading Test (Co-op Rdg), 1960 Revision, Lower
Level, C, Form A, wés édministered at the request of the high school
Engliéh department by the high school counselors to incoming ninth grade
students during March of their eighth grade year. The subtests included
are: Vocabulary, Level of Comprehension, Speed of Comprehension.
Students recorded responses on IBM answer sheets; scoring was accom-
plished on a locally available IBM Model 026 scoring machine. Raw
scores on eacH subtest were converted to the standard score scale
(National norms) developed by the publisher, a scale ranging from 200 to
800. A review of this test (Fleming, 1965, pp. 1084-1085) summarizes
validity and reliability information as follows:

Validity coefficients obtained from a number of studies

are presented. . .not only for total reading, but also

for Vocabulary, Level of Comprehension and Speed of

Comprehension. . These studies are based on earlier edi-

tions of the test, but it is claimed, not unreasonably,
that the latest edition is enough like these that the



findings may be considered relevant. . .Reliability coeffi-
cients between alternate forms are presented for different
parts of the tests and for different grade groups. These
are satisfactorily high.

Modern Language Aptitude Test

The Modern Language Aptitude Test (MLAT), Form A (1959), long form,
is a battery qonéisting of two parts, including five subtests, two sub-
totals, and a total score as follows:

| Part l:..Number Learning, Phonetic Script, Part | Sub-
totél (ajéo»called Side A)v
Part Il: Spelling Clues, Words in Sentences, Paired Associates,
Part.ll Sub-total (Side B)

Total for the'Battéry. |
iBM answérvsheets were used and scored on a locally available IBM Model
026'scorihg machine. Raw scores for each of the five subtests, along
with the total, were key punched onto Hollerith cards for later process-
ing. Among . one of the most perceptive reviews of tests to be found any-
where is the one prepared by Fisher and Masia (1965) on the MLAT battery:

Tests designed top predict achievement in the study of a
foreign language invariably reflect two rather serious weak-
nesses: (a) they are not rooted in psychological studies of
language and language behavior, and (b) they do not indicate
the specific language learning outcomes or instructional objectives
the test is designed to predict.

The first weakness has given rise to validity coefficients
between predictor and criterion variables which are not signifi-
cantly higher than coefficients obtained when general scholastic
ability tests are used as predictors. . .The second weakness
gives rise to a range of predictive validity coefficients when
the prognostic instrument is used with foreign language class-
rooms of different teachers and in different schools. Since
error and bias _in the criterion variables, particularly when it
is represented by teacher grades, is most likely random across
teachers and schools, variability in predictive validity coeffi-
cients may in large measure be associated with variations in
instructional objectives.
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Against the setting of these two major weaknesses of foreign langu-
age aptitude test, Fisher and Masia (1965). analyze how well the MLAT
fares. They point out that predictive validities show a Pearson r
coefficient increment of .20 over general ability and intelligence tests
in predicting success in féreigh language study (high school level,
combfnation_éf grades and,sex;'feacher grade, the criteria). In their
overall évéluation of the MLAT<battery, Fisher and Masia indicate that
the test contenf'suggests to them that the MLAT test measures the
student's abilify to recode Eﬁngshxandfthat as such the test may well
be a better predictor of English grades.fhan,of-grades in a foreign
language coﬁrse. |

| ‘Iﬁ summéry;_a'totél 6f twehty-bne scores drawn from the ITED,
Cb-Op Reading and MLAT test batteries, comprised the data sources for

the independent or predictor variables for the combined group.
Independent Variables, Junior High Validation Sample

In addition to the three sets of variables listed above (I1TED,
Co-op Rdg., MLAT) for the combined group (of which, to repeat, the
junior high group was a part), the three sets of variables described
below were also entered into the predictor variable matrix for the
junior high group. Some of these same test data were ayailable for some
of .the other half of the combined group; however, these tests were not
administered to those students at the same time as was the case for the
junior high group and for this reason were not included.

lowa Tests of Basic Skills

The lowa Tests of Basic Skills (1TBS), Form I, 1955 multi-grade
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edition, is a battery designed to test the functional skills of students,
grades 3-9, in the following areas: reading comprehension, vocabulary,
language skills, work study skills and arithmetic. The test battery was
adminiétered to the students during the first week of October in their
eighth grade year over a period of four half-days. The students
recorded their responses on the Measurement Research Center (MRC) answer
sheets secured from the test publisher and were scored at the MRC
scoring facilities, lowa City. The results were reported in grade equi-
valents and centile ranks (national norms). Local norms were developed
by the writer from these reported distributions. These local centile
norms were the basis used for converting the grade equivalents to norm-
alized T scores, using the conversion table found in Cronbach (1960),
for each subtest and'SUbteﬁt total and battery total score. Fifteen
normalized T scores were thus derivéd_ffom the subtest, subtest total
and ovefa{l cpmpbéite gfade equivaleﬁt scores, . The subtest titles and

their test label code used.in”this‘study are as follows:

V. Vocabulary . » Wy Mabs

R Reading L W, Graphg

L, Spelling ' '_v | | | w3’ ReferehceS'

L, Capitalization W, MWork Study SkillsTotal

L3 Punétuatioh : ' A]' Arithmetic Concepts

L, Usage A2 Arithmetic Problem Solving
Lt Language Total At Arithmetic Total

C Composite Total for battery
The junior high group students comprisingvthié sample had two
previous experiences in grades four and six with this form of the test

at the appropriate grade level. In his review of the ITBS battery,
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Herrick (1959) observed that:

This battery cannot be considered as an achievement
test in the usual sense of measuring knowledge in the common

content areas. . . (It is a battery) of generalized achieve-
ment. A major strength of this new battery is its curricular
validation. . . (Split-half) reliabilities range from .84

to .96 for the major test (areas) and from .70 to .93 for the
subtests. . .Intercorrelations among the various subtests
range from .37 to .83, with the average ranging from .60 to
.70. . .The tests of vocabulary and reading comprehension have

the highest ‘intercorrelation will all other subtests, indicating
a heavy loading of all subtests with vocabulary and reading
skills, : I

Another reQiewer of ITBS (Morgan, 1959), also published in the
fifth edition of Bufds,.nétes tHe-abéence”of,predictivé validity data.
A 1964 edition of the ITBS édministfa£or's manual (Lindquist and
Hieronymus) Eepéftsvfhe results secured by Scannell (1958) and reviewed
in Chapter.lj, REVIEW, of this study. Briefly those results were: a
zero order r of .73 between grade eight ITBS and grade twelve ITED com-
posites and an r of .61 between grade eight ITBS composite and high
school GPA.

Lorge-Thorndike Intelligence Tests

The Lorge-Thorndike Intelligence Tests (LTSA), Verbal and Non-
verbal, Form A, Level 4 (grades 7-9), 1957 multi-level edition, was

described by the authors in the revised Technical Manual (Lorge and
Thorndike, 1962) as:

.a series of tests of abstract intelligence covering the
range from kindergarten to college freshmen. Abstract intelli-
gence is defined as the ability to work with ideas and the
relationships among ideas. The tests are based on the premise
that most abstract ideas with which the school child or working
adult deals are expressed. in verbal symbols, so much so that
verbal symbols are the appropriate medium for the testing of
abstract. intelligence. Nevertheless, they take account of the
fact that for some - the young, the poorly educated, or the
poor reader - printed words may constitute an inadequate
basis of appraising an individual's abilities. . Consequently,

a parallel set of nonverbal tests is provided to.accompany the
basic verbal series. ' '



The tests were administered to the students in February of their
eighth grade year (they had taken the appropriate level of this form of
the tests in the sixth and fourth grades). The students recorded their
responses on the MRC answer sheets which were scored at the MRC scoring
facilities, lowa City. The results were reported and punched as devi-
ation standard scores (national norms)kon Hollerith cards by the scoring
service. Three scores, Verbal, Non-verbal and Total (the total is an
arithmetic évefage of the Verbal and Non-verbal scores) were used as
the three predictor variables from this test.» Freeman (1959) had the
vfol]owihg,to Say about the'LTSA tést:

This 1957 -version of ‘the Lorge-Thorndike Intelligence Tests
is among the best group tests available, from the point of
view of the psychological constructs upon which it is based
and that of statistical standardization.

Evidence of reliability of the scales is presented in
several ways. Alternate forms correlate rather well (.76
to .90) at all levels, but the verbal scales for levels 3, 4
and 5 yield the highest coefficients, namely .90, .86 and
.86. A1l these coefficients are all the more significant
since, in each.instance, they were computed on the population
of a single grade. . .The odd-even reliabilities are very
high (.88 to .94). . .(Relative to predictive validity) a
correlation of .67 between (the LTSA) given at the beginning
of grade 9 and the "average achievement'' of 214 pupils at the
end of the grade (was reported).

(Concurrent validity eV|dence is as fo]lows): the
correlation between (LTSA) 1Q's and Stanford (achievement)
grade equivalents in reading was .87,. . .(and) arithmetic
was .76 for 171 sixth grade pupils. . .Congruent validity
(indicated by) correlations. . .with four other group tests
as well as with the Binet and WISC (can be observed by)
coefficients (which) were .60 or higher.

The test authors (Lorge and Thorndike, 1962) report correlations of
the LTSA with subtests and composite of the ITED administered at grade
ten that range from .54 to .69 (Non-verbal LTSA) and .70 to .86 (verbal
LTSA) and .70 to .86 (Total LTSA). They further report on a study of
a correlatidn of .67'betweeﬁ the LTSA administered at the beginning

of grade nine and GPA at the end of grade nine.
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First Semester Eighth Grade GPA's in Five Subject Areas

As the final set of independent variables used in selected subject
areas of the junior high group, the GPA (A =5, F=1) in each of the |
fdllowing subject éreas‘were employed: English, mathematics, social
studies,_sciénée and,fqreign language. Th¢ GPA in each of these five
junior high subject.areas_Waé a simple arithetic mean of the grades
assigned_}n each subjéc£. vThe'foreigﬁ‘language grade column in the
‘Hollerith cards was deleted when eighth grade GPA data were included as
independent variables for predicting a non-foreign language GPA criter-
ion variable, since not all students of the junior high group were
taking a foreign language during their eighth grade year.

Criterion Variable, Combined and Junior High
Validation Samples

For each level of each subject area included in this study, the
criterion variable was the arithmetic average of the grades received by
the student during the first semester of the ninth grade where A = 5;

F =1. This arithmetic average was called the grade point average (GPA).
The first semester GPA within levels of subject areas was chosen as the
criterion variable fér two reasons: 1) this was the period during

which considerable counselor, teacher and’studentvtime was expended on
the reschedﬁling of students whpfhad been assigned to achievement levels
in the manner described in Chapter |, page 3, and who, because they may
have been placed in.a level too difficult for them and were failing, or
the level wés judged byvsoméone (pafent, teacher, student) as not
challenging enough; and 2), it was assumed that‘the success pattern
reflected in the GPA which the student established during the first

semester would persist during the second semester despite curricular and
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sometimes staff changes occuring during the second semester.
Statistical Procedures

Correlation - Regression Model

As noted in Chapter |, a basic purpose of this study is to answer
the question: ”!n,whiéh'leyél of a ninth‘gradevcourse (English, mathe-
matics, social studies, foreign language) will the student perform best?"
The relevant task is to select the five or six test data variables and,
in certain instances, GPA variables, that will best answer this question,
using GPA in the level of the course as the criterion. The statistical
model appropriate to seeking an answer to this question is the multiple
correlation/regression model. Since the objective is to select five or
six variables that optimally answer this question, the procedure known
as step-wise regression is the appropriate one. A computer program2
developed for this purpose was used. As stated in the BMD user's
manual (Dixon, 1964).

This program computes a sequence of multiple linear regression

equations in a stepwise manner. At each step one variable is

added to the regression equation. The variable added is the

one that makes the greatest reduction in the error sum of

squares. . .it. is the variable which, if it were added, would

have the highest F value. In addition, variables can be

forced into the regression equation and automatically removed
when their F values become too low.

The majority of the multiple correlation-regression analyses were
computed using the BIMD 34 program as written at the Health Science
Computing ‘Facility, Department of Preventive Medicine and Public Health,
School of Medicine, University of California, Los Angeles. The user's
description of this program is published. in the BIMD Manual, 1959 « '
edition (Dixon, 1964). In the later phases of the data processing, a
slightly revised program was developed at the UCLA Health Sciences
Computing Facility. This revised program (January 1, 1964),BMDO2R,
replaced the BIMD 34. The computer facility at the Argonne National
Laboratory, Applied Mathematics Division, Argonne, ll1linois, was  used
for this processing. Since the BiMD34/BMD 02R programs were written



Because the number of the independent variables for the combined
group was twenty=-one and for the junior high group was forty—f0ur, the
number of steps in the step-wise regression program was set at six for
three practical considerations: 1) al though the variance in the
dependent variable, GPA, might hot be maximally accounted for by six
variables, perHaps not éveh by all the variables.in the data sources
used, it was desired to have a sef of-varfables whose number could be
managed, for example, by the school personnel (and the writer) in appli-
cation to new samples; 2) it was-énticipéfed that by the sixth step,
little, if any, of the remaining error sums of squares would be reduced
further at a statistically significant level by adding variab]es to the
regression equafion; and,‘B) cbnstréints on availability of funds for

.computer érdcéssing.argued for a limit of six variables.

The regression equations, developed within the junior high valida-
tion sample subject areas, were then.applied to a junior high check
sample which yielded proportions that were compared with the actual

numbers (a priori) of students comprising the groups at the end of the

for IBM 704/7094 computers, they had to be slightly modified so that
they could be run on the Argonne Lab's Control Data Corporation (CDC)
Model 3600 computer, The initial modification on the BIMD 34 program
was made by Mrs. Hustand, programmer-mathemetician. in the Applied Math
Division. Later, Mrs. Fu, programmer-statistician in the Applied Math
Division, modified the BMD 02R program for use on the CDC 3600 and,
like Mrs. Hustand earlier, worked closely with the writer in. the data
processing procedures.

The 1BM 7094 computer facilities on the campus of the University
of Chicago were used for calculating univariate and bivariate statis-
tics for the total combined and junior high group samples. Certain
sample statistics such as skewness and kurtosis could be calculated
through use of computer programs available at the University of
Chicago campus. : ‘
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L, The standard deviations of the estimated GPA's in
each subject area were adjusted to the Level 1 and 3
a priori proportions fn each subject area.

5. Students were assigned to Level 1 or Level 3 in each
subject area according to whether their GPA (as
estimated by the Level 2 prediction equation) was
smaller or larger than the adjusted standard deviation.

6. Students whose estimated GPA fell within the plus and
minus one adjusted standard deviation were assigned
to the Level 2 ‘group within each subject area.

Testing Assumptions

Prediction_equations computed on the basis of thé myltiple
regression1téchnique7are éénerajiiable to 6ther similar populations for
éstiméting a criterion varfable to the exfeﬁt that the assumptions .
Qndeflying Ehe étéffsfféai mOdél being employed have been tested. The
importancé of'testing thé aséhmptions would appear to be especially
relevant when the size of the sampiés emp]oyed‘is relatively small, as
is the case for the junior high gfoup.iH this study, and when differ-
ent étafistical models are beiﬁg,étudied by thémselves and‘are being
compared for.their relative éfficiéncy in answerfng the questions posed.
According to Johnsdn (1949, pp. 2L40-245), the basic assumptions under-
lying the use of the hultiple correlation/regression model are:

1. That the distribution of the variables in the total

sample, of which the levels within subject areas are
a‘part, are norhal. Statistical procedure: chi Squared

goodness-of-fit test (Guilford, f965, pp. 243-247).



2. That homoscedasticity of the criterion score distri-
:butions obtains; i.e., that the spread of the array
(scatter),of criterion (first semester GPA) scores
for each predictor variable, withiﬁ each level of the
Eng]ish_and mathematics subject areas, does not depart
significaﬁt]y from the mean of the array. Statistical

procedure: Welch-Néyer L, Criterion test (Johnson,

1
1949, pp. 240-242).

3. That a linearity of the multiple regression. line obtains;
i.e;, that the mean of each vertical array (criterion
variable) should not depart significantly from the
regression line; or, there is a linear relation between
the independent variable and the criterion within each
level of the English and mathematics subject areas.

Statistical procedure: analysis of variance (Johnson,

1949, pp. 2L40-244),

These assumptfons underlying the inferéntial use of the multiple
correlation/regression model will. be partiajiy'tested for the combined
group, - Tests of the nofma]ity of tHe distribution of the independent
‘variables will be prévidedvf0r>the combined group. The normality
assumption will be evaluated in terms of the skew (spread) and kurtosis
(peakedness) of the tésf score distribution. The reasons for this
variation in testing‘the'assumptioné are as follows:

1. since the administration of two out of the thrée test

batteries (Co-op Reading and MLAT) were discontinued

by the high schooel personnel, and,
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2. Since the third battery (ITED) was administered to
the students during the fall of their ninth grade, the
data was thgs secured too late for predictive (classi-
fication) use by the counselors and other school
personne],3 it was decided to limit the testing of
the assumptions Undér]yihg the.multiple regression
and discriminant models to the juniof high group.

Multiple Discriminant Function

Since a corrollary purpose of this study is to answer the question
"Within a subject area (English and mathehatics), with which group
(track, level) of students is an individual most like," the statistical
pfocedure that is appropriate for answering this question is the multi-
ple discriminant analysis. Because a further objective in this study
was to compare the efficiency of the multiple regression and multiple
discriminant function models in classifying/predicting students within
each of three levels of two subject areas (English, mathematics) and
because no step-wfse‘discriminant procedure comparable to the step-wise
regression procedure was -available at the time the data of this study

L
were processed, the following criteria were used in selecting the six

3lt should be noted, however, that the statistical prediction/
classification procedures would nevertheless be available for counselor
et al. use in classifying students enrolling later from outside the
district; further, consideration was being given to administering the
ITED battery just prior to the opening of school. Whether these or
other application possibilities were present, demonstration of the
relevance of the statistical approach was of primary consideration.

A step-WiSe discriminant analysis computer program, BMD O7M,
developed also by the UCLA Health Sciences computing facility, is now
available. : .



independent variables for use in the discriminant model:

1. They would be selected from ampng the variables selected
at the sixth step of the step-wise regreséion program,

2. They would be those variables which appeared in the

regressfoh'equations of all levels of each subject area,
English and mathematics.

3. They wou]d be those variables whose means in each level
of a subject area exhibited theblérgést difference among
groups while their variances displayed the most consistent
homogene i ty.

A computer pf‘ogram5 developed for calculating the multiple discrim-
inant function equations for several groups was used. According to the
BMD User's Manual (Dixon, 1964):

This program directs the computation of a set of linear

functions for the purpose of classifying an:individual into

one of several groups. . .The group assignment procedure
followed is derived from a model of multivariate normal dis=
tribution of observations within groups such that the
covariance matrix is the same for all groups. An individual

is classified into the group for which the estimated prob-

ability densjty is largest. The equivalent computational

procedure followed evaluates the computed linear function
corresponding to each of the groups and assigns an individual
to the group for which the value is the largest.

Essentially this involves computing a set of weights which will

maximize the ratio of the between-means‘variance to the within-levels

variance. For the problem in this study (seé Appendix, p.206, for an

5This program, coded BMD 05M, has a sample size limitation of 150
cases in any one group. This limitation was modified by Mrs., R, Fu,
statistical programmer at the Argonne National Laboratory where the data
was processed. The modification allowed for a maximum N of 175 for any:
one group. This computer program, like the step-wise regression,

BIMD34 and BMD 02R referred to earlier, was also modified to be run on
a Control Data, Model 3600 computer
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illustration of thé-app]ication of the discriminant equations to selected
data), three-sets of six weights were computed for each subject area (one
set for each instructiona] level, and since six variables were used,
there were six weights in each set). After the weights (the coeffici-
ents of the discriminant equation) were obtained, each person's score on
the six test variables included in the equation for each subject area

was  multiplied by each of the six weights in each set and summed over
each. The resulting three sumé of products fof each person are called
the discriminant scores. A'person is classified in that level for which
his discriminant score is the largest. Thus, if a person's a priori
membership in English is Level 2 (Composition) and his largest discrim=
inant score is for Level 3, he would be assigned (classified in) to

Level 3 by the discriminant procedure. The three sets of weights
together with thg three constants (one for each set of weights which are
analogous to the constants computed in the regression equations) are
called the basic discriminant equations. The classifications of indivi-
duals which fesu]tﬁ from the processing of each individual's score
through the three discriminant équations>are such»thét the individuals
classified are more like each other with respect to their test scores
than they are like the members of other levels.

While the groups thus classified may be desirable in terms of the
test score homogeneity, their siie,may not fit the administrative
requirements of the settfng (school in this study). The problem then
is to maintain the essential nature of the group separation (homo-
geneity) while at the same fime to effect a modification of the group
size so as to conform to administrative requirements. A technique

for modifying the basic discriminant equation so as to take into
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account the unequal sizes of the groups (i.e., the a priori pro-
portions) upon which the discriminant equations were developed was
devaed by Simpson (1957). ‘In essence, Simpson's adjustment method
invoiveS‘adding a eonstant, K, to the discriminant equation's constant
SO fhat'when the students' input variables have been operated on by the
adjdefed discr}minant;equatioﬁs; the resulting discriminant scores will
classify the sfudents into homogeneodsvinstructional groups in pro-
portion to the size limitation set administratively for eech level,
Simpson's formula and an illustration of its use, together with associ-
ated statisties (means, standard deviations and discriminant equations)
are presented in the Appendix (page 201)...

Assumptions underlying the use of the multiple discriminant

function model are:

1. That the variables which are entered as. input to the
discriminant model are normally distributed. Stafisticel
procedure: chi squared goodness-of-fit test (Guilford,

1965, pp. 243-247).

2. That the within-group homogeneity of variances obtaine,

Statistical procedurez Bartlett's test of homogeneity of
7variancevwifh unequal degrees of freedom (Edwards, 1960,
p. 127).

3. That eqUal erobabijity‘densities prevail fn each of the
groubs. This assumption does not obtain. As indicated
above,'Simpson's (1957) formula is employed for adjusting
tﬁe basic dfscriminant equations to. allow for the unequal

densities in each level or group within a subject area.



Statistical Procedures Employed for Testing the Hypotheses

6k

For the reader's convenience, the major and minor hypotheses under

test in this sfudy, as‘presehted.in Chapter |, pages 8ff,, are repeated

here along with the statistical procedure appropriate for testing each

one. The probability for determining whether to accept or reject each

hypothesis, stated in -the null form, was set atX = .05,

1. To test MAJOR HYPOTHESIS I, which states that within the com-

bined andAJUnior_high,validation_sampleé there is no

statistically significant reduction in the error sums of

squares as a function of the»predictor'variab]e entered at

each step to a limit of six steps of the step-wise

regression routine, the statistical procedure is: analysis

of multiple regression (Wert et. al., 1954, pp. 237-249).
To test MINOR HYPOTHESIS |, which'states that within
instructional levels of selected subject areas of the
junior high validation sample there are no significant
differences in the multiple R's at the sixth step of thé
step-wise multiple regression routine as a function of
different sets of.ihdependent variables drawn from addi~-
tional data sources, the statistical procedure is:
Hoté]ling's F test for the significance of difference
between correlated sample multiple R's (Wert et al.,
1954, p. 299).

To test MAJOR HYPOTHESIS |1, which states that within
fnstrucfional levels of selected éubject areas there are
no significant differences betweenvthe validation and

check sample hultip]e R's of the combined and junior
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high groups, the statistical procedure applied is

the ;btest for the significance of'differénce be tween
independent sample myltiple R's (Wert et. al., 1954,

p. 296).

To test MAJOR HYPOTHESIS Ill, which states that there are
no significant differences in the proportion of the
junior high group check sample students predicfed/
classified within levels of two subject areas (Engliﬁh
and mathématics) by means of multiple regression equa-
tions and the proportions expected a priori, the
statistical procedure is:  the single classification

chi squared test (Dixon and Massey, 1957, p. 222).

To test MINQR_HYPOTHESIS 11l, which states that the over-
all pfoportion of junior high group check samﬁle students
correctly predicfed/classified in two subject areas

(English and'mathematics) by multiple regression equations

‘does not differ significantly from the proportion expected

based upoﬁ'thévoperatfoh of chance, the statisticél pro-
cedure ié; the‘single c}assiffcation chi squared test |
(Dixon and:Massey, 1957, p. 222). | |

To test'MAJOR HYPOTHES1S IV, which states that the pro-
pbrtion of‘the junior hfgh group check sample students
predictéd/classified within three levéis of two subject
areas (English and mathematics) by means of two versions
of multiple discriminant equations does not differ
significantly from the proportion expected a priori, the
stétistical procedure is; the single classification chi

squared test (Dixon and Massey, 1957, p. 222).
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7. To test MINOR HYPOTHESIS IV, which states that the over-all
proportion of the junior high group check sample students
correctly predicted/classified in two subjeét areasb(English
and mathematics) by means of two versions of‘multfple dis-
criminant equétions_does not differ significantly from the
proportion expected based on tHe 6perati6n of chanée, the

’,statigtfcal procedure is: the single classification chi
‘sqﬁéred,tést (Dixon;énd Massey, 1957,‘p._222).
8. T§ t¢sf MAJOR HYPOTHES[S V, which states that there are no

| signifiéanf differeﬁces'between‘tﬁe 0ver—ail number of
junior h{gﬁ grdup Eheck samplé stUdénts cofrectiy predicted/c
ciaséiffed invtwo'sgbject areas (English and mathematics)
byveééh‘sﬁatistical mefhod and the total number succeeding in
the groups in which they were registered, the statistical
procedure is: McNemar's chi squared test for two correlated
samples (Siegel, 1965, pp. 63-67).6

9. To test MAJOR HYPOTHESIS VI, which states that there are no
significant differences between subjecf areas in the over-all

' number‘of junior high group Check sample students correctly
predicted/classified by each statistical method, the statis-

tical procedure is: the z test of the significance of

6It should be noted that in these comparisons against a priori pro-
portions, each pair of total 'hits' are regarded as being drawn from
correlated samples. This view of the a priori 'hits' proportions with
which each statistical prediction method is compared differs from the
way in which the a priori proportions were regarded in the test of Major
Hypotheses 11l and. IV where they are the expected proportion for which
an independent sample single classification chi squared test was
appropriate, . : . : '



differences between non-correlated proportions (Walker

‘and Lev, 1953, p. 78).

To test HAJOR HYPOTHESES VII, which states that there are
no significant differences between statistical methods in
the over-all number of check sample students correctly

predicted/ciassifiéd‘in"fwo subject areas, the statistical

' procedufé ist McNemar's chi squared test for two

.gbrre]éted samp1ésv(Siegel, 1956, pp. 63-67).
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CHAPTER 1V
RESULTS

initially, this chapter will present the findings that relate to
phase one of the problem set for this investigation: to study the pre-
dictive validity of the relatively extensive amount of test data and
certain non-test data available on the target population for estimating
first semester ninth grade GPA's within instructional levels of four
subject areas through use of the step-wise multiple correlation/
regression technique. These results are presented in two parts, first
for the combined sample and then for the junior high sample. There will
then be presented the results derived from the focus on phase two of the
problem: to study the effectiveness of the multiple correlation/
regression model for predicting/classifying students into instructional
levels of two subject areas, English and mathematics, against various
criteria. Phase;three, parallel to phase two, will study the effective-
ness of two versions of the multiple discriminant model for predicting/

classifying students. In the fourth phase of the prcblem, attention is

directed to a compariscn of the effectiveness of the statistical medels,
singly and in pairs, in predicting/classifying students within
instructional levels of two subject areas.

‘Following is PHASE ONE of the problem: The Multiple Regression
Model for Studying the Predictive Validity of the Variables Used in

Estimating GPA within Instructional Levels of Four Subject Areas.

68
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Combined Sample

Before the results of the regression analyses are presented for
the combined sample, a report is given of the normailty of distribution
assumption which underlies the use of the regression model. This
assumption is tested for all of the ITED, Co-op Reading and MLAT sub-
test score distributions of the validation sample.

Test of normality of distribution assumption: The means, standard

deviations and their standard errcr, along with indications of the skew
and kurtesis of the distribution of scores comprising these data sources
for the multiple regression analyses are presented in Table I1I.

A value of zero for skewness demonstrates symmetry in the score
distribution, A positive skew indicates an excess in the number of
scores smaller than the mean value while a negative skew denotes a
piling up of scores above the mean value. Similarly, a zerc value for
kurtosis demonstrates symmetry, i.e., there is no excess in the number
of scores at the mean of the distribution. A positive value for kur-
tosis indicates an excess of scores at the mean and toward the tails of
the distribution, while a negative kurtosis value indicates that the
distribution of scores are not centered at the mean; rather, that the
scores are distributed in a manner such as to give a picture of a
flattened curve. Taken together, the kurtosis and skew values recorded
in Table || are used as indices for departure of a particular test score
distribution from the normal distribution. To evaluate whether the
observed values of skew and kurtosis depart significantly from the
values expected based upon normal gistribution, the ratio of the
observed skew and kurtosis values to the standard errors is calculated.

The resulting quotients are referred to the t distribution,



TABLE 11
MEANS, STANDARD DEVIATIONS AND THEIR STANDARD ERRORS, SKEW AND KURTOSIS OF THE DISTRI-
BUTION OF THE IOWA TESTS OF EDUCATIONAL DEVELOPMENT (ITED), COOPERATIVE READING
(CO-0P) AND MODERN LANGUAGE APTITUDE TESTS (MLAT)

Combined Group Validation Sample

N = 5hb
[
Variable Mean l Error | Std.Dev. | Error Skew 1 p.0l Kurtosisl p.0l Score Range
E i l : Min Max
ITED | . | | ;
Bkd Soc St 15.89 0.24 5.61 | 0.16 0.05 | -0.24 1.00 130.00
Bkd Nat Sc 16.92 | 0.25 5.7 | 0.15 -0.29 | -0. 44 | 1.00 | 29.00
Corr Expres. 14,91 | 0.2 4.88 0.15 ~0.12 | -0.07 | 1.00 | 28.00
Quan Think 1406 | 0.27 6.37 1 0.19 0.38 | < -0.09 | 1.00 | 32.00
Rdg Soc St 14.03 0.26 6.09 | 0.16 0.35 < -0.43 1.00 21.00
Rdg Nat Sc 15.25 | 0.28 6.45 | 0.18 0.09 | -0.39 | 1.00 | 32.00
Rdg Lit 15.37 | 0.23 5.45 0.15 0.03 | -0.3k 1.00 | 29.00
Vocabulary 17.06 0.21 4.8 | 0.16 -0.03 0.26 l 1.00 30.00
Compos i te 16.05 | 0.25 5.76 | 0.18 0.23 | 0.10 1.00 | 35.00
Use Ref 16.38 | 0.28 6.60 | 0.16 -0.14 0.78 | < 1.00 ‘ 31.00 -
| |
Co-op |
Vocabulary 51.48 | 0.34 7.96 | 0.27 -0.12 | 0.51 | 27.00 | 74.00
Level Compre 50.24 ‘ 0.40 9.21 0.26 -0.52 | < -0.23 ‘ 21.00 | 69.00
Speed 50.03 | 0.38 8.86 | 0.25 0.19 ‘ -0.32 29.00 | 74.00
MLAT
Number Learn 23.96 | 0.43 9.98 ! 0.23 -0.12 [ -0.81 l < 1.00 ’ 44 00
Phonet Script| 20.86 0.18 4,15 | 0.13 -0.05 0.02 | 5.00 | 31.00
Side A L. 7% | o0.54 12.64 | 0.3 -0.01 | -0.66 | < 5.00 ; 74.00
Spell Clues 9.79 | 0.2k 5.52 - 0.15 0.60 | < -0.39 1.00 26.00
Wds in Sent 15.20 , 0.26 6.06 | 0.2 0.67 | < 0.60 | < 1.00 | 37.00
Prd Assoc 13.43° " 0.24 | - 554 | 0.12 0.27 -1.00 | < 1.00 | 25.00
Side B 38.38 | 0.56 12.97 0.37 0.54 | < -0.21 10.00 78.00
Total 88.16 1 0.99 23.05 ! 0.60 0.30 ; < -0.53 ' 31.00 | 143.00

Skew Std. Error = 0.11 Kurtosis. Std. Error = 0.21

0L
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A review of the ITED skew and kurtosis data in Table |1
indicates that in two score distributions, Quantitative Thinking and
Reading Social Studies Materials, there is evidence of significant
departures from zero in the skew values while a significant t value was
obtained for the negative kurtosis value of subtest 10, Use of
References, indicating a platykurtic-type distribution of the scores
for this subtest. Further insepction of Table Il yields information
that a number of the distributions of MLAT scores depart significantly
from the normal distribution,

The inferences to be drawn concerning the findings just reported
are as follows:

1. Use of the multiple regression model for the situations
where the ITED battery served as the data source for the
predictor variables was felt to be justified on the basis
of the rationale offered by Remple (1960) which is that if
the multivariate analysis equations are applied to new
samples (as they were in this study, see page 100) an evalu-
ation of the relative effects of the departures from the
normality assumption (very few departures for the ITED
data) is thus made available.

2. As for the appropriateness of the multiple regression model
for the situations where the MLAT and Co-op Reading Test
batteries were included along with the ITED battery in the
data source, the regression equations developed with pre-
dictor variables drawn from these sources must be used,
according to Remple, with considerable caution.

In summary, the data presented in Table Il indicate: that the
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normality assumption underlying the multiple regression model is met
fairly well by the ITED score distributions and less well by the Co-op
Reading and MLAT tests. Attention was given to the implications that
stem from the finding that the normality assumption was not fully met
by all the test score distributions included in the predictor data

sources.

Predicting Achievement Within Levels of Four Subject Areas

With the ITED battery as the data source, tHe results of applying
the multiple regression equation to the combined validation sample for
the purpose of predicting first semester ninth grade GPA within levels
of four subject areas will be presented in the following order: social
studies, foreign languages (with additional data sources), English and
mathematics. At the end of the report of the results for each area,
the disposition of Major Hypothesis | will be given.

This hypothesis states that there is no statistically significant
reduction in the error sums of squares as a function of the predictor
variable entered at each step to a 1imit of six steps of the step-wise
regression routine. It should be noted that the disposition of fhe
hypothesis in each instance and the inferences made concerning the
optimally efficient prediction equation are data and situation relevant,
that is, the inferences made from the disposition of the hypothesis are
valid to the extent that the sample characteristics as well as charac-
teristics associated with the predictor and criterion variables
continue to be present. Because changes do occur in any one or more of
the components upon which the prediction equations were validated, it is
expected that new equations would be computed about every three years

barring any drastic changes in the components at an earlier point.
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Social Studies

World Geography: A summary is given in Table 11| of the regression

equation used for predicting first semester ninth grade GPA in social
studies Level 1, world georgraphy. Since this form of table will be
used to present all the statistics of the regression equation for each
subject level, it would be pertinent at this point to describe the
salient features.

The predictor variables included in the step-wise regression
routine are listed in the order in which they were entered in the
equation. An indication of the statistical significance of the
reduction of the errorsof estimation due to the variable entered at each
step is given by the F value. This indication is equivalent to saying
that, in terms of the step-wise regression routine, the variable entered
at each step had the highest F value for selection at that step among
those not yet entered. When considering the significance of ‘the F
values, itvis to be noted that the critical F values at the .05 and .0l
probability levels are indicated by asterisks in the tables which
fbllow. This information is relevant to an interpretation of the
recorded mulfip]e R values as well as to a decision one might make con-
cerning the optimum number of variables needed for an efficiently
predictive regression equation. Herein lies one of the considerable
advantages of the step-wise regression procedure; it not only enables
one to examine the relative contribution of each of several variables
but a]so:indicates which one or more are statistically significant in
estimating the GPA or any other‘$ value. |If one wished only to use
the significant variables, the step~-wise procedure will display at each

.suceeding step the regression equation unique to the set of variables

at that step.



TABLE 111

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTEIN PREDICTING GPA
. WITHIN SUBJECT AREA ACHIEVEMENT LEVELS ’

Combined Group Validation Sample

Social Studies (Level 1, World Geography)

N = 292
Predictor _ | Beta Mutltiple | S.E. of
Step Variable X S.D. Weights R Estimate F
1 ITED Compos 13.33 4.81 .057 .70% 7k 282, 83%%
2 ITED Ref 13.58 6.14 .0k45 .72 .73 13.97%%
3| ITED Bkd NS 14.60 5.34 .030 .73 .72 5.92%
4 ITED-Q Thkg 11.60 5.47 .025 .73 .72 L 52%
5 ITED Rdg SS 11.62 L. 9L -.017 .73 .72 1.65
6 ITED Bkg SS 13.20 4,81 .018 .73 .72 1.30
constant .726
Source of Predictor Variables: lowa Tests of Educational Devejopment
*p<.05
*%p<.01
df=1, (N-1)-K

"Note that in this and all of the subsequent tables displaying the results of the sge?-wisee
regression routine for the combined_and junior high validation samples that the multiple R listed
step one is the zero order correlation of the variable entered at step one with the criterion.

i
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The standard error of estimate is recorded in the tables primarily
to enable one to see by how much it is reduced over the six steps. An
interpretation of the standard error is given later in conjunction with
the report of the application of the regression equation to new (check)
samples.

The beta weights, rounded to three decimals, are the coefficients
by which an individual's score on the variable listed on a particular
step is multiplied. The sum of all the products of the individual vari-
ables is adjusted by a constant (recorded at the foot of the beta
weights column) to yield, at the last step, the estimate of Q (or GPA
in this study).

To look again, specifically, at the world geography equation, it
is apparent that the [TED Composite score makes the most statistically
signficant contribution to a reduction of the error sums of squares.
While the second variable entered, Use of Sources of Information, does
have a face validity relationship with the presumed objectives of the
course and significantly reduced the error of estimate, the two vari-
bles more obviously relevant to the course, Reading Material in Social
Studies and Understanding of Basic Social Concepts, listed at the fifth
and sixth steps respectively, do not make a significant contribution to
an accounting of the criterion variance. A finding such as this can be
valuable to an instructional staff which may wonder about the components
of this level of the coﬁr;e and may wish to search for possible reasons
that may contribute to an explanation of the apparent irrelevance to
the world geography course of these two social studies-oriented tests
in the ITED battery.

In review, then, since the first four variables listed in Table I11
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contribute to the reduction of the error sums of squares at a statis-
tically significant level, Major Hypothesis | is rejected at each of
the first four steps and is accepted for the last two steps. Thus, an
optimally efficient regression equation for estimating the criterion
variable, World Geography GPA, would include the first four variables
in Table I11.

Western Civilization: The regression equation for western

civilization (Table IV) again included the ITED Composite score as the
variable accounting for the largest proportion of the criterion vari-
ance, 49% (i.e., multiple R squared), while, as in the regression
equation for World Geography, the subtest, Use of Sources of Information,
was the second most significant variable. Although not significant in
its contribution to a reduction of the error sums of squares, the test
relevant to the social studies subject area, Understanding of Basic
Social Concepts, at least approached significance. The six variables
included in this equation account for the same proportion of the
criterion variance (53%) as is accounted for by the same predictor
variables. in the world geography regression equation.

The disposition of Major Hypothesis | is as follows: it is
rejected at steps one, two and four while it is accepted at steps three,
five and six. Since the increment in the multiple R between steps two
and four is so small (.71 to .72) and the standard error of estimate
reflects no decrease, an optimally efficient prediction equation would
be liﬁited to the first two variables entered.

Foreign Language

To estimate the criterion variable, GPA, within levels (year) of

three foreign languages, German, French and Spanish, independent



TABLE 1V

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA

Social Studies (Level 2, Western Civilization)

WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Combined Group Validation Sample

N =232
Predictor _ Beta Multiple S.E. of

Step Variable X S.D. Weights R Estimate F

1 ITED Compos 19.07 5.02 -.028 .69 L7k 206,21 %
2 ITED Ref 19.62 5.40 .038 .71 .72 12,35%%
3 ITED Bkg SS 18.83 L. 64 .064 .71 .72 3.12

4 ITED Corr Expr 17.13 4.28 .0L4 .72 .72 L.,03%
5 ITED Q Thkg 16.88 6.12 .032 .72 .71 3.14

6 ITED Rdg SS 16.56 6.04 .025 .73 .71 2.30

constant .091

Source of Predictor Variables:

*p<.05
#*%p<. 0]
df=1,(N-1)-K

lowa Tests of Educational Development

LL
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variables were drawn from the following data sources: |ITED, Co-
operative Reading and MLAT test batteries. Since the French 11 com-‘
bined sample was identical with the junior high sample, junior high
grades were added to the data sources just listed. The findings are
presented first for French | and then followed by French |1, Spanish |
and |l and finally German I, |
French I: The multiple R's and regression coefficients,along
with related statistics are tabulated for French | in Table V. The
predictor variable making the most statistically significant contribu-
tion to the estimation of the criterion variable is the MLAT Total
score, which alone accounts for 48% of the criterion variance. A sub-
test of the MLAT battery was included in the regression equation at the
third step and was the final variable of the six entered to account for
the criterion variance at a statistically significant level. The
inclusion of the MLAT Total score as the single best predictor of
French | GPA offers corroborative evidence of the predictive validity
of that battery. Additional evidence of its predictive validity is
derived from the inclusion of the Words in Sentences Subtest of this
battery as one of the three statistically significant predictor variables.
In summary, since the F values associated with each of the first
three variables entered in the regression equation are statistically
significant, the null hypothesis is rejected at each of the last two.
This finding provides evidence for the statement that as effective a
prediction of the criterion variable is achieved with the first three
variables as with all six. Corroborative evidence for this conclusion
can be noted in the multiple R's beyond the third step which increase

very little and in the standard errors of estimate at steps three



TABLE V

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Combined Group Validation Sample

Foreign Language (French 1)

N =255
Predictor _ Beta Multiple | S.E. of
Step Variable X S.D. Weights R Estimate F
! MLAT Total 86 .35 19.77 .028 .70 .68 Lg 91 %=
2 ITED Composite 17.33 L.19 .132 .75 .63 8.52%%
3 MLAT Wds inSent 15.85 6.03 -.042 .77 .62 L, 19%
4 ITED Corr Expr 16.16 L. ok 041 .78 .61 1.97
5 ITED Rdg Lit 16.75 5.88 -.042 .79 .60 1.30
6 ITED Bkd NS 17.84 4.76 -.0k2 .79 .60 1.37
constant  -.298.
Source of Predictor Variables: Ilowa Tests of Educational Development
Modern Language Aptitude Test
Co-operative Reading Test
*p<.05
*%p<.01

df=1, (N-1)-K
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through six which exhibit little or no decrease.

French Il: The reéu]ts of the regression analysis for this level
are presented. in Table VI. At this level, the best predictor of the
criterion variable is the first semester junior high French | GPA; a
finding that is similar to that reported by Hascall (1959) and cited in
Chapter |1, REVIEW, page 26. Evidence is again demonstrated for the
predictive validity of the MLAT Total score by its inclusion in this
equation as the second most significant variable. Next in order of
statistical significance is the first semester junior high English GPA.
It is interesting to note that the students comprising the sample were
more varied in the first semester French | grades compared with the
English grades received. The mean of the GPA is also lower in junior
high language grades than it is for the English GPA. As can be noted
in Table XLII, page 150, the mean of the criterion GPA is 3.6. One
might surmise that the standards by which grades were assigned in
French | in the junior high differed from those operating in the
French Il course in the ninth grade.

The disposition of Major Hypothesis | is as follows: the null
hypothesis of no significant reduction in the errors of estimation at
each of six steps of the step-wise regression routine due to the
variable entering at each step is rejected over the first three steps
and accepted over the last three. Since some increase in the multiple
R between steps three and six occurs (from .72 to .77) while a corre-
sponding decrease in the standard error of estimate (from .64 to .61)
can be observed, the decision whether to limit the prediction equation
only to the first three signficant variables would be determined by such

local factors as the clerical and data processing costs associated with



TABLE VI

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Combined Group Validation Sample

Foreign Language (French 11)

N = 52
Predictor _ Beta |Multiple | S.E. of
Step Variable X S.D. Weights R Estimate F
] JrHi Lang GPA 3.30 1.28 .420 .62 .72 31.77%%*
2 MLAT Total 104. 49 16.76 .010 .68 .67 8.50%%
3 JrHi Eng GPA k.33 .87 -. 2Lk .72 6L 5.71%
h Co-opRdg Vocab 59.09 6.86 .03k .7k .63 3.16
5 ITED Bkg SS 21.04 L. .58 -.064 .75 .62 1.65
6 ITED Rdg NS 21.59 5.32 .048 .77 .61 3.77
constant .576
Source of Predictor Variables: lowa Tests of Educational Development
Modern Language Aptitude Test
Co~operative Reading Test
Junior High Subject GPA
*p<.05
:‘:-.'cp <. 01

df=1, (N-1)-K

18



adding the last three variables. The additional 7% of the variance
explained by the last three variables appears to be substantial but the
lack of statistical significance associated with the last three vari-
ables indicates that this 7% may not be reliable enough to justify the
costs of inclusion,

Spanish 1: The predictive validity of the MLAT Total score is
again demonstrated. in the findings reported in Table VIl for Spanish I.
Among the variables selected by the step-wise regression routine for
predicting the criterion variable, the MLAT Total clearly makes the most
statistically significant contribution to the reduction in the errors of
estimation (42% of the variance accounted for). Two other variables
from the MLAT battery (Words in Sentences and Phonetic Script), while
not significant in their account of the criterion variance, were among
the six out of a pool of twenty-one variables to be selected, ‘a finding
that offers further evidence for some predictive validity of these sub-
tests in the MLAT battery. The ITED subtest, Correctness of Expression
and the Co-op Reading Comprehension test, together with the MLAT Total
score emerge as the three variables of the six entered that contribute,
to a statistically significant degree, to the reduction in the errors
of estimation.

The disposition of Major Hypothesis | is as follows: the hypothe-
sis of no significant reduction in the error sums of squares at each of
six steps of the step-wise regression routine is rejected at steps one
through three'and is accepted at steps four through.six. Therefore an
optimally efficient regression equation that draws variables from the
indicated sources woﬁld include the first three variables entered for

estimating the Spanish | criterion variable.



TABLE Vi

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA

WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Combined Group Validation Sample

Foreign Language (Spanish 1)

4

N =138

: Predictor _ Beta Multiple. | S.E. of
Step Variable X S.D. Weights R Estimate F

i MLAT Total 83.88 21.46 .024 .65 .88 97. 1h#x
2 ITED Corr Expr 14,58 L. 06 .120 .72 .81 26 46k
3. Co-op RdgCompre L9 .88 7.91 -.029 .73 .79 6.59%
L MLAT Wds in Sent 14.89 5.95 -.023 STk .79 1.87

5 ITED Rdg NS 14.51 5.65 .020 .74 .79 1.39

6 MLAT Ph Script 20.93 3.75 .027 Tk .79 1.18

constant .292

Source of Predictor Variables:

*p<.05
*%p<.01
df=1, (N-1)-K

lowa Tests of Educational Development
Modern Language Aptitude Test
Co-operative Reading Test

€8
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Spanish It: Although entered as the second variable in the step-

wise regression routine, the MLAT Total, as can be noted in.Table Vill,
again demonstrates its relevance as a predictor of success in foreign
languages. The MLAT Total score, along with the ITED subtest, Use of
Sources of Information, account for 53% of the critefion variance. A
subtest of the MLAT battery, Words in Sentences, again appears among
the six variables selected although its contribution to the reduction
of the error sums of squares is not statistically significant.

The disposition of Major Hypothesis | is as follows: the hypo-
thesis of no significant reduction in the error sums of squares at
each of six steps of the step-wise regression routine is rejected at
steps one and two and is accepted at steps three through six. Therefore,
the most efficient regression equation which employs variables from the

sources indicated would include the first two variables entered for

estimating the Spanish Il criterion variable.
German l: In Table IX are displayed the statistics for predict-
ing the criterion variance in German I. |t can be observed that two

variables from the ITED battery, Correctness of Expression.and General
Vocabulary, along with one from the MLAT data source, Paired Associates,
comprise three out of the six variables entered that contribute most to
an estimate of the criterion variable. Evidence is again present for
the validity of the MLAT battery in accounting for a foreign language
criterion variance.

The disposition of Major Hypothesis | is as follows: the hypo-
thesis of no significant reduction in the errors of estimation at each
of six steps df the step-wise regression routine is rejected at steps

one, two and four while it is accepted at steps three, five and six,



TABLE VItI

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS
Combined Group Validation Sample
Foreign Language (Spanish 11)
N = 51
Predictor _ . Beta Multiple | S.E. of

Step Variable X S.D. Weights R Estimate F

I ITED Ref 20.43 5.08 .071 .68 .67 41, 3] %
2 MLAT Total 97.75 17.10 .010 .73 .63 8. 04
3 ITED Composite 19.53 4,81 -.039 .75 .61 3.12

4 MLAT Wds in Sent 18.12 5.00 .038 .76 .61 1.24

5 ITED Bkd NS 19.33 5.4 .037 .76 .61 .61

6 ITED Rdg SS 16.73 6.16 .038 717 .61 1.34

constant .083

Source of Predictor Variables:

*%p<.0 1
df=1,(N-1)-K

lowa Tests of Educational Development
Modern Language Aptitude Test
Co-operative Reading Test

s8



TABLE

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA

WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Combined Group Validation Sample

Foreign Language (German 1)

N = 41
Predictor . Beta Multiple | S.E. of

Step Variable X S.Df Weights R Estimate F
1 ITED Corr Espr 15.15 L. 36 .108 .66 .66 | 30.02#%%
2 MLAT Prd Assoc 13.10 L.76 .056 712 .62 6.62%
3 ITED G Vocab 17.32 3.06 .010 .73 .61 1.60
L ITED Bkg SS 15.93 L.66 -.063 .77 .59 L, 27%
5 MLAT Spell Clu 9.34 5.19 -.063 .79 .57 2.87
6 MLAT Total 82.80 21.07 014 .80 .57 1.98

constant -.081

Source of Predictor Variables:

7'€p<° 05
7’:7':p <. 01
df=1, (N-1)-K

Al

lowa Tests of Educational Development
Modern Language Aptitude Test
Co-operative Reading Test
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Because there is a 7% difference in the amount of variance explained
between steps two and four as WEll as a small but steady decrease in the
standard error of estimation, an efficient prediction equation would
include the first four variables entered. The third variable in this
case would have to be included despite its lack of significance because
the regression equation.as compgted at the fourth step would include it.f

English

Basic Composition: The regression equation and related statistics

for this Level 1 English course are tabulated in Table X. Although the
multiple R is increased from .47 to .64 with the addition of the six
variables to the regression equation, only the first two variables
entered, Use of Sources of Information and Quantitative Thinking, contri-
bute significantly to the reducfion of the error sums of squares;
together they account for 28% oF the criterion variance. Notably absent
from the six listed variables of the ITED battery, a variable one would
expect to find, is Correctness of Expression. Two variables tapping
_interpretive reading skills, Reading Natural Science Materials and
Reading Literary Materials, are included but their predictive contri-
bution.is nonsignificant.
The null hypothesis of no significant reduction in the error sums

of squares at each of six stepskbf the step-wise regression routine

due to the variable entering is ‘rejected at steps one and two-and
accepted at each of the last four steps. Therefore, while the amount

of the criterion variance explained increases by 13% from steps two to
.step six, the decrease in the standard error of estimaté is small (from
.61 to .57). Such a small decrease supports the conclusion that an

efficient prediction equation for estimating the basic composition



TABLE X

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Combined Group Validation Sample

English (Level 1, Basic Composition)

N = 67
Predictor _ Beta |Multiple | S.E. of

Step Variable X S.D. Weights R Estimate F

1 ITED Ref 11.01 4.72 .056 47 .63 18.18%x
2 ITED Q Thkg 9.42 L. 49 .048 .53 .61 5.93%
3 ITED Rdg NS 10.85 4.69 -.067 .57 .60 3.39

4 ITED Rdg Lit 11.96 4.12 .046 .60 .59 3.18

5 ITED Bkd NS 13.16 L.89 -.049 .63 .58 3.71

6 ITED Compos 11.48 3.83 .057 .64 .57 1.51

constant 1.824

Source of Predictor Variables:

7':p<:° 05
7':7':p< .01
df=1, (N-1)-K

lowa Tests of

Educational Development

88
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criterion variable would include the first two variables entered.
Composition: |In Table XI are presented the variables entered in the
regression equation at the sixth step for estimating the criterion vari-
able in this second level course in English. The predictive validity
of the ITED subtest most relevant to English, Correctness and Appro-
priateness of Expression, is demonstrated. This variable, along with
two others, Use of Sources of Information and Ability to do Quantitative
Thinking (also the firs£ two predictors in the basic composition
Level 1 equation), are the only variables among the six entered that
significantly account for the criterion variance (55% is accounted for).
The disposition of Major Hypothesis | is as follows: the null
hypothesis of no significant reduction in the érror sums of squares at
each of the six steps is rejected at steps one, two, and three while
it is accepted at'each of the last three steps. Therefore, an optimally
efficient preduction equation for estimating level two English GPA,
using the ITED battery as the data source, would include the first three
variables entered.

Composition (Honors): The variables included at the sixth step for

predicting criterion variables of this Level 3 English course are listed
_in Table XIl. The ITED subtest, Correctness and Appropriateness of
Expression, entered first by the step-wise procedure, alone accounts for
34% of the criterion variance which is substantial evidence of its pre-
dictive validity for this level of the English course. The second
variable entered, Use of Sources of Information, although not statis-
tically significant in its reduction of errors of estimation, makes. its
third appearance as a predictor variable in the English course. The

third variable entered, Understanding of Basic Social Concepts, makes



TABLE XI

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS
Combined Group Validation Sample
English (Level 2, Composition)
N =177
Predictor _ Beta Multiple| S.E. of
Step Variable X S.D. Weights R Estimate F
] ITED Ref 17.21 5.37 .051 .67 .68 146, 02%%*
2 ITED Corr Expr 15.35 3.97 .072 .73 .64 26.66%*
3 ITED Q Thkg 14.28 5.67 .028 .7k .63 7.21%*
L ITED G Vocab 17.80 3.58 .028 .7k .62 1.57
5 ITED Bkd NS 17.15 5.06 -.022 .75 .62 1.86
6 ITED Rdg NS 15.74 5.31 .015 .75 .62 1.23
| constant . 400

Source of Predictor Variables:

7':7‘:p< L01
df=1, (N-1)-K

lowa Tests of Educational Development

06



TABLE X1

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE. PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS
Combined Group Validation Sample
English (Level 3, Composition Honors)
N =71
Predictor _ Beta Multiple| S.E. of
Step Variable X S.D. Weights R Estimate F
1 ITED Corr Expr 20.94 3.29 .065 .58 .46 34,61%%
2 ITED Ref 24,24 3.64 .043 .60 45 3.31
3 ITED Bkd SS 22.55 3.98 -.038 .64 it L, L=
4 ITED Rdg Lit 22.04 3.75 .039 .66 .43 3.3l
5 ITED G Vocab 23.25 3. 44 -.035 .67 43 2.36
6 ITED Rdg SS 21.87 4. L9 .019 .68 b2 1.22
constant 1.887

Source of Predictor Variables:

f:p<° OS
**p<°0]
df=1, (N-1)-K

lowa Tests of Educational Development

16



\0
i~

its first appearance as a predictor variable in English and in this
equation its accounting of the criterion variance is statistically
significant.

The null hypothesis of no significant reduction in the error sums
of squares at each of the six steps is rejected at steps one and three
while it is accepted at steps two, four, five, and six. Therefore,
while the amount of standard error of estimation decreases very little
from steps one to three (.46 to .4k), the amount of criterion vari-
ance explained increases by 7%, leading to the conclusion that an
efficient prediction equation would include the first three variables
entered.

Mathematics

General Mathematics: Predicting the criterion variable in this

level of mathemetics with the ITED battery as the data source was of
limited success as can be observed by an inspection of the multiple R
values listed in Table XIll. The first two variables entered by the
step-wise procedure, Correctness and Appropriateness of Expression and
the Ability to Do Quantitative Thinking, together account for only 18%
of the criterion variance. These two variables are also the only ones
of the six entered that significantly contribute to the reduction of
the error sums of squares. When the standard error of estimation at
step two, .97, is compared with the criterion variable's standard
deviation (Table XVIl, page 102) of 1.1, it is readily apparent that
very little could be expected by employing this regression equation. A
report of the application of this equation to a new sample is presented

in Table XVIIl, page 104,

The disposition of Major Hypothesis | is that it is rejected at



TABLE X111

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Combined Group Validation Sample

Mathematics (Level 1, General Math)

N = 137
Predictor _ Beta Multiple| S.E. of

Step Variable X S.D. Weights R Estimate F

] ITED Corr Expr 10.93 3.71 .063 .35 .99 18, 8l
2 ITED Q Thkg 8.66 3.54 .061 RY) .97 8.96%*
3 ITED Ref 10.42 L.67 .032 43 .96 1.70

4 ITED- Bkd SS 10.93 3.97 -.028 b .97 .89

5 ITED Rdg SS 10.07 4.03 -.019 R .97 .2k

6 ITED Composite 10.78 3.51 .031 bk .97 .33

constant 1.426

Source of Predictor Variables:

‘k?’fp<e O ]
df=1,(N-1)-K

lowa Tests of Educational

Development

€6



steps one and two and is accepted at each of the last four steps. While
the first two variables make a statistically significant contribution

to a reduction in the error sums of squares, nevertheless, due to the
very limited predictive validity of the variables entered, no conclusion
is reached here about an optimum set of predictor variables drawn from
the ITED data source for estimating the criterion variance.

Algebra: A brighter predictive picture emerges for this Level 2
mathematics course (Table XIV). Of the six variables entered in the
regression equation, five significantly contribute to the reduction in
the errors of estimation and together explain 49% of the criterion var-
jance. Demonstration of the predictive validity of the ITED subtest,
Ability to Do QuantitatiQe Thinking, is effectively offered by its
inclusion at step one, by the 38% of the criterion variance it explains
and by its highly significant status as evidenced by the F value. There
is an interesting variety in the kinds of skills represented by the five
statistically significant variables entered. in the equation. The appear-
ance at step two of the subtest, Use of Sources of Information, suggests
that it is either a considerably versatile predictor variable or that
the algebra instructors were rather unusual in their teaching method-
odology or that this test assesses something akin to general academic
ability.

The disposition of Major Hypothesis | is that it is rejected at
steps one through five and is accepted at step six. It is therefore
concluded that for predicting algebra, using the ITED as a data source,
an optimum prediction equation would include the first five variables.
It should be noted, however, that this conclusion must be considered

with reference to the slight increase in the multiple R and the



TABLE X1V

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Combined Group Validation Sample

Mathematics (Level 2, Algebra)

N =318
Predictor _ Beta |Multiple | S.E. of

Step Variable X S.D. Weights R Estimate F
1 ITED Q Thkg 14,85 4,95 .084 .62 .75 200, 58%*
2 ITED Ref 17 .44 5.20 .045 .67 .72 36.56%%
3 ITED Corr Expr 15.74 3.88 .048 .68 71 8.22%%
4 ITED G Vocab 17.88 3.68 -.048 .69 .70 9, 7k
5 ITED Rdg NS 16.18 5.29 .025 .70 .69 L, 09*
6 ITED Rdg Lit 16.16 4.66 -.011 .70 .69 .69

I constant .962

Source of Predictor Variables:

*p<.05
*%p<.01
df=1,(N-1)-K

lowa Tests of Educational Development
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correspondingly slight decrease in the standard error of estimate from
step three to. step five. The slight gain in.accounting for the criter-
ion variance by including five variables as against three in a
prediction equation would depend on whether the cost of adding the
fourth and fifth variables was worth it.

Algebra (Honors): Success in the estimation of the algebra

(honors) criterion variable by means of predictor variables drawn from
the ITED battery falls between that of general mathematics aﬁd algebra,
as can be noted in Table XV. The first two variables entered, The
Ability to Do Quantitative Thinking and Correctness and Appropriate-
ness of Expreésion are the only ones that contribute, at a significant
level, to a reduction in the error sums of squares. Together, they
explain 27% of the criterion variance. It will be recalled that these
two variables also appeared, significantly, in the Level 1 and Level 2
mathematics equations.

The disposition of Major Hypothesis | is that it is rejected at
the first two steps and accepted at each of the last four. While the
multiple R steadily increases from .52 to .59 over steps two to six
(an 8% increase in the amount of criterion variance explained), the
standard error of estimate decreases very little, offering additional
support for the conclusion that an optimally efficient prediction
equation would be comprised of the regression equation computed at step

two which includes the first two variables entered.

Summary of Major Hypothesis |, Combined Validation Sample
To facilitate a review of results just presented, Table XVI
has been prepared. 1In this table, the variables selected by the step-

wise routine for each. instructional level that significantly



TABLE XV

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA

WITHIN SUBJECT AREA ACHIEVEMENT LEVELS
Combined Group Validation Sample

Mathematics (Level 3, Algebra Honors)

N =70
Predictor _ Beta |Multiple | S.E. of
Step Variable X S.D. Weights R Estimate F
1 ITED Q Thkg 22.96 L.73 .070 47 .61 19.20%*
2 ITED: Corr Expr 20.40 3.59 .070 .52 .60 L, 83%*
3 ITED Rdg Lit 21.07 3.85 -.060 .55 .59 2.46
4 ITED Rdg SS 21.00 L.78 448 .56 .58 1.79
-5 ~ ITED Ref 24.70 2.78 -.047 .58 .58 1.90
6 ITED Bkd NS 22.96 3.56 -.029 .59 .58 1.47
constant 3.341

Source of Predictor Variables:

*p<. 05
*¥p<.0]
df=1, (N-1)-K

lowa Tests of Educational Development

L6



TABLE XVI

STATISTICALLY SIGNIFICANT VARIABLES INCLUDED IN THE STEP-WISE
REGRESSION EQUATION FOR EACH INSTRUCTIONAL
LEVEL OF THE SUBJECT AREAS

Combined Group Validation Sample

98

Subject Data Significant Predictor Variables at Steps:
Area & Source
Level 1 2 3 4 5 6
Social Stu
World Geog ITED: Compos Ref Bkd NS Q Thkg
West Civil| ITED Compos | Ref CorrExp
For Lang
French | ITED MLAT ITED |MLAT
MLAT ‘Total Compos|Wds in
Co-opRdg Sent
French 11 ITED LanGPA | MLAT Eng GPA
MLAT Total
Co-opRdg
JrHi GPA
Spanish | ITED MLAT ITED |Co-opRdg
MLAT Total Corr | Compre
Co~opRdg Exp
Spanish 11 ITED ITED MLAT
MLAT Ref Total
Co-opRdg
German | ITED ITED MLAT ITED
MLAT CorrExp | Prd Bkg SS
Co-opRdg Assoc
English
Basic Comp ITED Ref Q Thkg
Comp ITED Ref CorrEx{ Q Thkg
Comp (Hon) ITED CorrExp Bkd SS




TABLE XVI (Continued)

O
Lo

Subject Data Significant Predictor Variables at Steps:
Area & Source
Level 1 2 3 4 5 6
Mathematics
Gen Math ITED CorrExp | Q Thkg
Algebra ITED Q Thkg Ref CorrExp | G Voc | RdgNS$
Alg(Hon) ITED Q Thkg | CorrEx
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contribute to a reduction in errof’sums of squares are displayed. This
finding is in keeping with Nunnally's statement (1967, p. 162) that:
.beyond (the third variable entered), adding additional

tests produces only small increases in the multiple

correlation.

Immediately apparent in this table is the fact that no variables
at the sixth step are-significant, only one at the fifth, and three at
the fourth step. It is possible in this table to observe how many
times, across ihstructional levels, certain variables were entered, as
for example ITED Use of Sources of Information (Ref) which was selected
six times. One generalization that emerges from this summary table
is that by the third step, based on the data sources recorded and for
the population invo]véd, most of the significant estimated criterion

variance had been accounted for.

Major Hypothesis |1

This hypothesis states that there are no significant differences
within achievement levels in the multiple R's between the validation and
check samples of English and mathematics (the only two subject areas, in
the combined sample, in which the regression equations were evaluated
by applying them to a new--check--sample). The statistical procedure
appropriate to testing this hypothesis is the z test for the signifi-
cance of differences between R's derived from independent samples
(Wert et al., 1954, p. 296).

The means and standard deviations of the criterion variables, the
multiple correlation coefficients and the standard error of estimate
of the predicted GPA are presented for validation and check samples in

Table XVII. Also included in this table is an R. value which is the



101

validation sample multiple R corrected for bias (Guilford, 1965,
p. 401). As Guilford points out:
The multiple R represents the maximum correlation

between a dependent variable and a weighted combination of

independent variables. . .The multiple R is. . .an inflated

value. It is a biased estimate of the multiple R in the

population. |f we were to apply the same regression weights

in a new sample and to correlate predicted Q values with

obtained X values, we should probably find that the {(check

sample multiple R) would be smaller than (the validation

sample multiple R). It is desirable, therefore, to find

some means of estimating a parameter R which gives a more

realistic picture of the general situation. A common way

of 'shrinking’ R to a more probable population value is

(by computing the R. value).

When the check sample multiple R's (computed as per procedures
presented by Wert et al., 1954, p. 240) are reviewed (Table XVIi) and
compared with the corresponding validation sample multiple R's as well
as with the RC values, the general conclusion is that the combined
sample regression equations within achievement levels of English and
mathematics subject areas held up very well. Supportive evidence can be
observed in the tabled standard errors of estimate (computed as per a
procedure presented by Guilford, 1965, p. 373) which are of approximate-
ly the same magnitude, proportionally, with respect to the check sample
criterion variable standard deviation as are the validation sample
standard errors with respect to their corresponding criterion standard
deviations. Another way of interpreting the standard error of estimate
is that the closer its value approaches that of the criterion standard
deviation, the less accurate is the estimated GPA. A simple subtraction
of the check sample standard error values from the standard deviation
values indicates that the most accurate estimate of the criterion vari=-
able is obtained within the composition and algebra achievement levels,

The size of the samples of these two levels prohably contributes to this

finding.



TABLE XVil

MEANS AND STANDARD DEVIATIONS OF CRITERION VARIABLES, MULTIPLE CORRELATION
COEFFICIENTS ANDR STANDARD ERROR OF THE PREDICTED FIRST
SEMESTER NINTH GRADE ENGL!SH AND MATHEMATICS GPA

Combined Group Validation and Check Samples

Subject Sample Criterion Variable Multiple Standard Error
Area & Size (First Semester GPA) Correlation of Estimate of
Level Mean Std Dev Coefficient Predicted GPA
' Vali-" Sample Sample Sample Sample
dation { Check Val. ! Check Val. ' Check Val. !Check Val. 1Check
1 T i R | R ' R .
! | ! ' ! |
! | ' : ' |
ENGLISH | | I ] [
Basic Comp 67 | 71 2.7 2.4 71 | .83 .64 : 57 1 .63 57 .65
| l
Compos i tion 177 :'191 3.1 ]' 3.0 92 1 96 .75 : 4 .70 62 | .69
|
Comp (Honors) 70 : 82 3.9 : 3.8 55 1 .61 68 1 62 | .67 42 : .45
| ' | :
! l 4
1 I
MATHEMAT I CS ' l | ‘ i :
Gen Math 137 | 113 2.8 | 2.8 1.1 | .90 Ayt 36 I .49 .97 1+ .78
i
1 l
Algebra 318wy | 3.0 |28 | 96 | 99 | .70 69 62 | .69 1 .78
|
I
Algebra (Hon) 70 “ L5 4,3 : L 4 68 : .64 .59 : .50 | .54 .58 : .54
{ L ! L 1 [

Source of Predictor Variables:

lowa Tests of Educational Development

20l



103

To evaluate Major Hyothesis Il, the z test of the difference
between validation and check sample multiple R's was computed where the
differences in these R's was large enough to warrant the test. In this
test, a standard normal deviate, z, is computed by transforming each
multiple R into its equivalenf Z value, then calculating the standard
error of the difference between the two Z's., This value is referred
to the normal table where z at the .025 probability level equals 1.96.
If the observed z is smaller than 1.96, the null hypothesis is accepted.

The disposition of Major Hypothesis Il (Table XV1ii), as a result
of the application of the z test, is that it was accepted for all cases
in which it was evaluated. Therefore, it is concluded that the
regression equations developed on. the combined group validation sample
and then evaluated on.a new (check) sample have functioned effectively.
It is further concluded that the few departures from the normality
assumption recorded in Table |l (page70) for certain of the ITED vari-
ables did not adversely affect the effectiveness of the regression

equations when applied to new samples.

Junior High Group Sample

Prior to a presentation of the results of the regression analyses
for the junior high group sample, a report is given of the test of the
assumptions underlying the use of the correlation/regression model for
. this sub sample. As noted in Chapter IIll, page 58, the following
assumptions will be tested for the ITBS and Lorge data of the junior

high group sample:



TABLE XVIII

104

SUMMARY OF THE z TEST OF THE SIGNIFICANCE OF THE D[FFERENCES
BETWEEN VALIDATION AND CHECK SAMPLE MULTIPLE CORRELATION

COEFFICIENTS IN SELECTED SUBJECT AREAS

Combined Group

Subject Area Multiple Correla- z p Disposition
and Level tion Coefficient of
Validation! Check. Hypothesis
Sample | Sample
I
]
English I
Composition .75 : .70 1.00 .05 Accepted
|
Mathematics |
General Math a4 vt .49 .50 .05 Accepted
|
Algebra .70 b .62 1.94 .05 Accepted
!
ol.05 = 1.96

Source of Predictor Variables:

lowa Tests of Educational Development



1. that the independent variables are normally distributed.
ZL that homoscedasticity of the criterion variable (GPA)
”, prevails.,

3.. that a linearity of the regression line obtains.

The first of these assumptions, normality of distributioﬁ, will be
tested for all of the ITBS and Lorge subtest score distributions of the
total junior high group validation sample. ‘The other two assumptions,
homoscedasticity and linearity of regression, will be tested for the
distribution of each of the six predictor variables appearing. in the
sixth step of the step-wise regression routines for the three achieve-
ment levels within the junior high group English and mathematics
subject areas. A report of the results of the test of these assumptions

will be found in what follows as well as on page 125.

Normality of distribution assumption: The null hypothesis under

test is; the observed distribution of ITBS and Lorge subtest score
frequencies do not depart significantly from.the theoretical normal dis-
tribution.

A tesémbf this assumption is accomplished by applying the chi
squared test of goodness-of-fit (Guilford, 1965, pages 243-247),

. Summarized in Table XIX_aFe the results of the application of the chi
squared sgoodness-of-fit test to all eighteen 1TBS and Lorge subtest score
distributions.

It can be noted that for only four of the eighteen subtests (ITBS
Vocabulary, L) Usage, A2 Arithmetic Problems and Lorge Non-Verbal) is
the null hypothesis rejected, indicating that the normal distribution
assumption is largely upheld. The inference is drawn that fourteen out

of eighteen ITBS and Lorge test score distributions comprising the total
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TABLE "X1X

SUMMARY OF THE RESULTS OF THE GOODNESS-OF=FIT CHI SQUARED TEST OF
THE NORMALITY ASSUMPTION AS APPLIED TO THE DISTRIBUTION OF
ITBS AND LORGE-THORNDIKE SCORES USED IN THE MULTIPLE:
REGRESSION AND MULTIPLE DISCRIMINANT ANALYSES

Junior High Group Validation Sample

‘ Observed'h Tabled ‘ B 7 I | Disposition
Variables Chi Sq. | Chi Sq. df |p.05%|PMAX* [of Hypothesis
1TBS S . B ' .‘ 1 .
~ V Vocab. 31.68 | 15.5] 8 < Rejected
| R Rdg. Co1.27 14.07 _ 7 .98 Accepted
Ly Sp- ' 4,90 14.07 7 .56 | Accepted
Ly Cap. .‘ 8.00 | -14.07 7 .30 Ac;epted
L3 Punc. 12,24 15.51 8‘ .iQ Accepted.
Ly Usage 14,48 14.07,' 7 < ‘ | Rejécted
Ly Lan. Total 3.68 | 14.07 7 .80 | Accepted |
Wy Map Rdg. : 9.72 14.07 7 .20 Accepted
W, Rdg.-Grs. P . :
& Tables 6.27 14.07 7 1 .50 Accepted
W3 Kn. & Use _ - . ,
Ref. Mat. - 7.51 - 15.51 8 .30 Accepted
W Work Study ' o | ‘ -
Skills Total 7.23 14.07 7 .30 Accepted
Ay Arith. Con. 3.24 14.07 7 .80 | Accepted
Ay Arith. Probl.  17.00 | 14.07 7| < Rejected
A, Arith. Total 5.77 | 1407 | 7 .50 | Accepted
c Cmeosite . 3.64 ” 14.07 7 .80 { Accepted
Lorge Thorndike | | i
V Verbal ' 17.15 15.68 11 .10 Accepted
Non-Verbal 21.27 18.68 11 < Rejected
Total | .>18.lh 18.31 10 .05 Accepted

* o set at .05 as a minimum level for accepting/rejecting the null
hypothesis. However, to permit the observed chi squared values to
indicate by what proportion of chances in 100 samples the observed
chi squared value could be obtained, the p max value is also recorded.
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junior high sample data source are normally distributed., It is to be
noted, however, that while some of the ITBS and Lorge test score dis-
tributions comprising the levels within each subject area may not be
normally distributed, it may be that for some of the levels (e.g.,
English and mathematics, levels 3) the relatively small N's and the
negati?e skew‘(an'e*cess of highvscores) as well as a truncation of the
vdistributionvmay well contribute to assymetry of the distributions
within Ievels, IWhat effect any possib1e>non-normal distribution of
the'independeﬁt variables within.levels-mayvhave on the generaliza-
“bility ofvthe Fegfession.equatjons (i.e., the stability of the estimated
criterfon Varfables)‘wjll be évaluafedvin this study by application of
therrégreésion equafi6ns to‘new (cHéck) samples.

Predicting Achievément’WitHinvLévels 6f,Four Subject Areas

_The r¢suIts>6f»;his:apblicétjon_ofwthewkegressjon qquations yielded
by thé_step—wiSe.}outihé:describéa ihiChapter.III, page 55, are reported
firStvfor“sQ;ialvétudies‘followed'by fbreién Iénguages; English and
mathematiés,:vFof eaéh‘subject area, fhevresults‘are reported first for
the predictér Qariables'derived from the ITBS and Lorge data sources,
followed immediately by the results for the instances when data sources
additional to the ITBS and Lorge were employed. The disposition of
Major Hypothesis | will be given for each instructional level at the
end of the presentation and discussion of the results of the variables
entered in the regression equation by the step~-wise procedure.

Social Studies

World Geography: A summary is given in Table XX of the ITBS and

Lorge variables that were entered at each step of the step-wise

regression routine for predicting first semester ninth grade GPA in



TABLE XX

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTEIN PRED!CTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Social Studies (Level 1, World Geography)

N = 124
Predictor _ 7 Beta MultipleiS.E. of § r with
Step Variable X S.D. Weights R Estimate|Criterion F
1 ITBS Vocab L4 98 8.96 .051 .61 -7k .61 65.88%x*
2 ITBS Ws 45,03 8.04 .036 .63 .73 .55 5.60%
3 ITBS Rdg L4 89 8.39 -.020 .64 .13 .49 1.51
L Lorge N.V. 116.27 13.85 .008 .65 .72 A 1.80
cons tant -1,001
Source of Predictor Variables: lowa Test of Basic Skills
Lorge Thorndike Intelligence Test
;':p<°05
7':7':p<eO]
df=1,(N-1)-K

801
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world geography.

The variable listed at step 1, ITBS Vocabulary, was entered into
the step-wise regression equation first, since, of all the variables in
the data source, it contributed most to the reduction of.the error sums
of squares (residuals). It is observed that the step-wise regression
routine was terminated at step. 4 since the computer program criterion
set for inclusion in the regression equation was not met by any of the
remaining variables in the data source.

When examining the significance of the F values, it can be seen
that, for predicting Level 1 GPA, as accurate an estimate would be
yielded by employing the predictor variables at step two, Vocabuiary
and Knowledge and Use of Reference Material as would be yielded by all
four variables. The disposition of Major Hypothesis |, which states
that there is no significant reduction in the error sums of squares due
to the variable entering, is rejected at the first two steps and
accepted over the last two,

Notably absent from the predictor variables in Table XX are the
ITBS Map Reading and Reading Graphs and Tables subtests. These are
variables one would expect to appear among the variables in the equation.
A characteristic common to the variables that were included is a heavy
concentration of verbal ability (e.g., vocabulary), an interesting find-
ing in view of the fact that‘this is the level of the social studies
~ course into which the students thought to be of lesser aptitude for
learning were registered. A finding such as this can be pertinent to a
staff as it considers what it seems to take to be successful, GPA-wise,
in a particular instructional level of a subject area.

Western Civilization: Turning now to Table XXI in which similar




TABLE XXl

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA

WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Social Studies (Level 2, Western Civilization)

N = 136
Predictor _ Beta Multiple|S.E. of | r with

Step Variable X S.D. Weights R Estimate|Criterion F
1 ITBS Composite 55.76 7.95 .064 .67 <77 .67 109, b4l
2 ITBS L3 54.10 9.01 -.027 .69 .76 .27 5.06%
3 ITBS A, 54.07 9.51 -.043 .70 .75 .35 L. 15%
4 ITBS W 55.17 8.62 .027 .71 .7k .64 3.22
5 1TBS At 54,43 9.19 .038 .72 .73 .50 3.63
6 ITBS L, 54,57 8.85 .223 .73 .72 b6 4 Lox

; constant -1.249

Source of Predictor Variables:

*p<.05
*%p<,0]1
df=1,(N-1)-K

lowa Tests of Basic Skills
Lorge Thorndike Intelligence Test

oLt
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data relevant to the Level 2 section of social studies, wWestern
civilization, is recorded, it is immediately apparent that a greater
variety of variables are included among the six best predictors; two
of the variables are from the Language subtest, two are arithmetical
_in content, one is a total of the Work Study Skills area and one is a
composite of all the ITBS subtests. The Composite variable, which
entered first with the highest F value, represents a kind of general
achievement factor.

Although different variables were entered in the regression
equations for each social studies instructional level, an approximate
comparison can be made of their means. It is apparent that the groups
are different. Within each group, achievement status, on tHese vari-
_ables at least, appears to be quite even.

It may be noted in Table XXI and the tables to follow, that
the zero order correlation coefficient, r with criterion (reported when
available), does not necessarily decrease in relation to the F value.
This observation points up the fact that a predictor variable's corre-
lation with the criterion variable is but one factor in determing its
inclusion; its correlation with the other predictor wvariables is also a
factor, Thus, if one simply inspects a correlation matrix and selects
the variables with the highest r's in decreasing order, one might be led
to choose variables which would not necessarily contribute to the most
effective reduction of the errors éf estimation.

The disposition of Major Hypothesis | is that, as a function of
the variables entered, it is rejected at steps one, two, three, and six
while it is accepted at steps four and five. Since the multiple R's do

.increase and since the standard errors of estimate do decrease to some
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extent, a prediction equation might include all six variables entered.
Application of the above regression equation to check sample data was
not made because the Level 2 grouping in social studies no longer pre-
vailed during the check sample year.

Foreign _Languages

In the junior high sample, regression equations were computed for
two levels of two foreign languages:; French |, French |1, Spanish I,
and Spanish |l. Although called levels, they are not levels as defined
for the other three subject areas under study, since, as pointed out
in Chapter |11, METHOD, page 46 , students enrolled in the second
level of French or Spanish were those who had taken the first level
(year) while in the junior high.

In predicting GPA within the two levels of French and Spanish,
attention was focused on the contribution variables derived from differ-
ent data sources might make to the prediction of the criterion
variable when they were present in the data pool in different combina-
tions. Of particular interest was the contribution variables in the
MLAT data source might make to the reduction of the errors of prediction,
Following the presentation of the results in which the ITBS and Lorge
were the data source will be the results produced by additional data
sources. Application to check sample data of the regression equations
derived from the ITBS and Lorge data source will then be displayed.

Erepch I: 1In Table XX1l, the multiple R's and beta weights along
with related statistics, are tabulated for the predictor variables
derived from the ITBS and Lorge data sources. It is interesting to
observe that three of the six variables included in the regression equa-

tion are heavily concentrated in verbal abilities (ITBS Vocabulary,



TABLE XXt

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Foreign Language (French 1)

GPA

N = 27
Predictor _ . Beta Multiple| S.E. of

Step Variable X 5.D. Weight R Estimate F
1 ITBS Vocab 47.48 8.92 -.116 .66 .72 18.91%%
2 ITBS L 50.33 i.43 .056 .70 .70 2.69
3 ITBS Ly 47.07 8.41 -.039 .74 .67 2.87
4 Lorge Verbal 117.22 12.64 -.033 77 .65 2.57
5 Lorge N.V. 118.15 11.07 .028 .79 .63 2°]3.
6 ITBS Rdg 47.04 9.40 -.036 .81 .63 1.43

constant -].684
Source of Predictor Variables: lowa Tests of Basic Skills
Lorge Thorndike Intelligence Test.
**p<, 01

df=1,(N-1)-K

el
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Lorge Verbal 1Q and ITBS Reading). This is a finding that replicates
the results reported by other investigators (Pimsfeur, et al., 1962: see
Chapter Il, REVIEW, page25 ). Of the variables entered in the step-
wise regression routine, only the first variable, ITBS Vocabulary,
contributed significantly to the reduction in the errors of prediction.

The disposition of Major Hypothesis | is that it is rejected at
step one and accepted at each of the remaining five steps., Although the
proportion of criterion variance explained. between steps one and six
increased by 20% while the standard error of estimate decreases sub-
stantially (from .72 to .63), nevertheless, the additional contribution
in the reduction of the error sums of squares made by the five variables
beyond the firgt step is not statistically significant. This suggests
that using the first variable, Vocabulary, in predicting GPA would be
as effective as using all six. >Such a finding is suggestive only,
because of limited sample size. The sample size also placed constraints
on the use of additional sources of data.

rench 11: The results of the regression analysis for this level

are presented in Table XXI1l. A greater variety in the kinds of vari-
ables comprising the sixth step of the equation is apparent. Again, as
in French |, the first variable entered was the only one of the six that
contributed significantly to the reduction of the error sums of squares.
Of some interest is a comparison.in the predictor variable means of
French I and 11, the larger mean values being associated with French I[1.
This finding suggests the possibility that the students comprising the
French | group may have received suggestions as seventh graders from a
variety of sources to defer taking French until they were in high

school; the assumption may have been that such deferment was desirable



TABLE XX111

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Foreign Language (French I1)

N =52
Predictor ’ _ Beta  |[Multiple]S.E. of | r with
Step Variable X S.D. Weights R Estimate|Criterion F
1 iTBS Ly 57.21 8.85 .073 .53 .78 .53 19.95%%*
2 ITBS Vocab 59.60 9.15 .015 .55 .78 .27 1.39
3 Lorge N.V. 129.16 11.89 .015 .56 .78 .38 .92
4 ITBS w3 58.13 8.11 -.016 .57 .78 .26 .80
5 ITBS L, 56 .46 8.50 -.014 .58 .78 .34 .50
6 ITBS L, 56.73 9.17 -.016 .58 .79 42 .39
constant -.793
Source of Predictor Variab]és:; lowa Tests of Basic Skills
Lorge Thorndikevlntelligence Test
*%pg.0]

df=1, (N-1)-K -
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because the students might not succeed in the French | course as given
in the junior high school.

Inspection of the F values indicates that Major Hypothesis | is
again rejected at step one only while it is accepted at each of the last
five steps. The increment in the proportion of criterion variance
explained between steps one and six, 6%, is less than was the case for
French 1; the standérd error of estimate reflects no decrease. Thus,
it is readily concluded that an optimally efficient prediction equation
using the ITBS and Lorge batteries as the data source would include
the first variable entered, ITBS Language Total.

When the predictor variables for French Il were derived from
data sources additional to ITBS and Lorge (ITED, Co-op Reading, MLAT
and junior high subject GPA's), the resulting regression equation.
and associated statistics are as reported in Table XXIV. It is
apparent from the multiple R's and the standard errors of estimate that,
with. .the additional data sources, more of the criterion variance is
accounted for. Not surprisingly, the variable contributing most to the
reduction of the errors of estimation is the junior high French |
junior high GPA which, by itself, accounts for nearly half of the
criterion variance (R2 = .45). A heavy concentration of verbal abili-
ties is represented by four of the six variables. While not as signi-
ficant in its reduction of the errors of estimation, the presence of
the MLAT Total score demonstrates its contribution to the prediction
of the criterion variable. It is noted that the Lorge Verbal 1Q score
appears again, although its contribution is not significant,
statistically.

Inspection of the F values indicates that Major Hypothesis I is



TABLE XX1V

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Foreign Language (French I1)

N = 52
Predictor _ Beta Multiple|S.E. of | r with

Step Variable X S.D Weights R EstimatejCriterion F

] Jr Hi Lang GPA 3.29 1.27 .509 .61 .73 .61 20.91%=*
2 MLAT Total 104,36 16.92 .011 .68 .68 .58 8.23%x
3 Jr Hi Eng GPA 4.33 .88 -.304 .72 .65 .25 5.67%
4 Co-op Rdg Vocab 59.06 6.81 .071 .75 .64 43 3.62

5 ITBS Vocab 59.60 9.15 -.026 .76 .62 .27 3.27

6 Lorge Verbal 129.85 9.46 -.017 .77 .62 .20 1.68

Constant 1.570

Source of Predictor Variables:

*P<~05
7'::':p<.0]
df=1, (N-1)-K

lowa Tests of Basic Skills
lowa Tests of Educational Development
Lorge Thorndike Intelligence Test

Modern Language Aptitude Test .

Co-operative Reading Test
Junior High Subject GPA

Lil



rejected at each of the first three steps and is accepted at each of the
last three steps. Therefore, an optimally efficient prediction equation
would include the first three variables entered, Caution in generaliz-
ing beyond the present population.is particularly necessary because the
multiple R is probably quite inflated due to the large number of vari-
ables in the data pool in relation to the sample size. The multiple R
at step three, corrected for bias (Guilford, 1965, p. 401), reduces to
zero. Such statistical shrinkage may be too severe as will be indicated
later (p. 149) where the ratio of the number of variables to sample size
(Level 1 Eng]ish and mathematics) led to a zero value for the multiple

R but, wEen the regression equation was applied to a new sample, the
check sample multiple R held up well. The equation reported here was
not evaluated on a check sample owing to the fact that the MLAT and Co-
op Reading test batteries were discontinued during the second year of
the study.

Spanish |: The independent variables and related statistics
derived from the iTBS and Lorge data sources for predicting Spanish |
GPA are listed in Table XXV. The predictor variabies entered in this
equation tap skills in three areas: language, mathematics and ability
to define words. The appearance of the two arithmetic subtests in the
regression equation is similar to Dunn's finding (1959) cited earlier
in Chapter 1l, REVIEW, page 38 based on a college sample.

The null hypothesis of no significant reduction in the error sums
of squares due to the variable entering is rejected at steps one, two,
and four and. is accepted at steps three, five, and six. An efficient
prediction equation would therefore include the first four variables

entered.



TABLE XXV

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Foreign Language (Spanish I)

N =62
Predictor _ Beta |Multiple|S.E. of | r with
Step Variable X S.D. Weights R Estimate|Criterion F
1 ITBS L¢ L46.61 8.23 .098 .57 .93 .57 28.87%%
2 - 1TBS Lj L6 .47 7.94 -.090 .64 .87 .31 9,19%x
3 ITBS A4 L6.8L 7.92 .039 .67 .86 .25 3.35
L ITBS Ay 48.97 8.34 -.042 .70 .82 .10 5.37*%
5 ITBS L, 47.98 9.57 .039 .72 .81 .56 2.55
6 ITBS Vocab 47.66 8.66 .027 .73 .80 .49 2.31
constant -0.559

Source of Predictor Variables:

*p<.05
i:;‘:p<° 01
df=1, (N-1)-K

lowa Tests of Basic Skills
Lorge Thorndike Intelligence Test

6Ll
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In Table XXVI are reported the results when additional variables
are included in the data pool. A noticeable increase in the multiple
R's can be pbserved. At step one, in which the junior high English GPA
entered the regression equation, 46% of the criterion variance is
already accounted for. The early appearance of the English GPA pre-
dictor variable supports the finding by Hascal] (1959) cited in
Chapter 11, REVIEW, page 26.

Variety Q% content in the variables entered in the regression
equatfon is agaiﬁ obse}vable. An arithmetic subtest appears again. The
MLAT variabfe,iSide Av(total of Parts | and ||, Number Learning and
Phonetic:SCript; respecfively), enters at the fifth step but its con-.
tribution is not stéfigtically‘significant.

The,dispositién‘of Major‘Hypothesis | is that it is rejected at
five of the six Steps; it is accepted at the fifth step. Nearly as
much of the cri£eribnvvari§nce is explained by'fhe first four variables
as by all»sixé-tﬁé increment in the proportion of the criterion variance
explained is oﬁly 6%; therefo}é, since. the standard error of estimate
decreases very little with the-additioh of fhe last th variables, a
user may wish‘tO‘lfmft the prediction“equafion to the first four vari-
ables entered, espeéially if cost is a factor.

Spanish 11: As can Be nofed in Table XXVIi, in predicting GPA in
the second year bf Spanish, three variables are statistically signi-
ficant in the contribution they make to the reduction of errors of
estimation: the two arithmetic subtests and the Language total, all
from the ITBS. The other three varfables, Maps (w,), Reading, and

Vocabulary, represent, essentially, two content areas, reading and map

reading skills. : Thus, among all six variables entered, half of them

(Language total, Reading, Vocabulary) are measuring skills that, on the



TABLE XXVI

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTI{NE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Foreigh Language (Spanish 1)

N =62
Predictor _ Beta Multiple{S.E. of | r with
Step Variable X S.D. Weights R Estimate [Criterion F
1 Jr Hi Eng GPA 3.17 .82 .627 .68 .83 .68 51.71%%
2 ITBS L, 47.98 9.57 .04k .76 .74 .56 15.81%x
3 ITED Rdg NS 12.73 4,82 .063 .79 .71 | .54 6.29%
4 ITBS A, 48.97 8.34 -.021 81 | .68 .10 6.51%
5 MLAT Side A,To'l 9.11 4.69 .042 .82 .67 b2 3.43
6 Co-op Rdg Compr 48,77 7.90 -.026 .84 .65 .20 L. L6
constant -.320
Source of Predictor Variables: lowa Tests of Basic Skills
lowa Tests of Educational Development
Lorge Thorndike [ntelligence Test
Modern Language Aptitude Test
Co-operative Reading Test
, Junior High Subject GPA
*p<e 05
**p<.01

df=1, (N-1)-K

lz1



TABLE XXV11

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Foreign Language (Spanish II)

N = L4j
Predictor _ : Beta Multiple|S.E. of | r with
Step Variable X S.D. Weights R Estimate|Criterion F
1 ITBS A] 55.89 9.21 .066 .65 .68 .65 31.16%%*
2 1TBS Lt 56.48 " 7.16 .033 .70 .65 .56 5.20%
3 ITBS A, 56.61 9.30 -.026 | .75 .61 .19 5.91%
L ITBS Rdg 54.18 8.42 .015 .76 .60 .56 2.68
5 ITBS w] 55.59 8.53 -.025 77 .60 .44 1.10
6 ITBS Vocab 54,95 7.97 .020 .78 .60 .49 1.06
constant - =-.799
Source of Predictor Variables: lowa Tests of Basic Skills
Lorge Thorndike Intelligence Test.
f:p(n 05
:':7':p<a 01
df=1, (N-1)-K

¢cl
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~surface at least, seem to have a relationship to the skills involved in
a fofeign language study.

The disposition of Major Hypothesis Il is as follows: it is
rejected at each of the first three steps and is accepted at each of
the last tHree. Therefore,ban optimally efficient prediction equation
would include the first three variables entered. Supportive evidence
for this statement can also be found by an inspection of the standard
errors of estimate‘at.steps four through six--no further dgcrease
occurs. | |

Interestingly, when the variables arendrawn from the six data
sources listed at the bottom of Table XXV, two variables that con-
tribute most to the reduction of the error sums of squares are_the ITBS
Arithmetic Concepts subtest and the junior high mathematics GPA.
Together they account for 52% of the criterion variance7 The next three
variables entered, ITED Correctness of Expression, |TBS Arithmetit
Problem Solving and Junior high English GPA, éll represent skill areas
that have frequently been among‘the predictor variables in the other
foreign languages. .

It is again of interest to observe for the Spanish | and Il groups
the differences_invthe mean values of the same predictor variables.
Again, as was qbsérved'in the case of French | and French Il (Tables
XXi, Xxiit, Pp,ll3,‘]]5), the Iargef mean values are associated with
the second year course. ‘The possible explanation offered for this
difference for French | and Il is probably relevént,hereL

The dispositibn of Major Hypothesis I is as follows: it is
re jected at each of thétéix steps. No inference is made here concern-
ing an optimally efficient prediction equation since the ratio of

sample size to number of variables in the data source is such as to lead



TABLE XXVit!

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Foreign Language (Level 1l, Spanish)
N = Li
Predictor ' _ Beta Multiple|S.E. of | r with
Step Variable X S.D. Weights R EstimatejCriterion F
1 ITBS A4 55.89 9.21 .OhkL .65 .68 .65 31.16%%*
2 Jr Hi Math GPA 3.68 1.05 .496 .72 .63 .62 7. ho**
3 ITED Corr Expr 17.52 3.47 .066 .75 .60 .56 L, 86%
4 ITBS Ay 56.61 9.30 -.030 .79 .57 .19 5.49%
5 Jr Hi Eng GPA 3.91 1.01 -.314 .81 .55 .34 L, hox
6 Co-op Rdg Speed 54,89 8.33 .022 .83 .53 .34 L, 38%
constant. .076
Source of Predictor Variab1e§z lowa Tests of Basic Skills
" lowa Tests of Educational Development
Modern Language Aptitude Test .
Co-operative Reading Test
Junior High Subject GPA
%p<. 05 Lorge Thorndike Intelligence Test
*%p<.0 ]
df=1, (N-1)-K

“hel
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to a zero.value for the multiple R corrected for bias. The results
are suggestive of what might be expected were a larger sample size
available.

Tests of Two Additional Regression Model Assumptions, Homoscedasticity
and Linearity

Earlier in .this study (page 105) the normality of distribution
assumption underlying'the use ot multiple correlation/regression model
was tested for the ITBS and Lorge test score distributions for the total
junior high group sample. A review of the results of that test (Table
XIX) indicates that of the eighteen distributions, fourteen were found
to be normally distributed, based on the chi squared goodness-of-fit
test. It was pointed oﬁt in that section that a test of two other
assumptions underlying the use of the multiple correlation/regression
model would be limited to the English and méthematicttsubsampies.

These assumptions are presented at this point before examining the
regression equations within achievement levels for the English and
mathematics subject areas.

1. The null hypothesis under test is: the array of the criterion
scores associated with each of the six predictor variables within each
level of two subject areas does not depart significantly from the mean
of . the array.

The rest of this assumption is accomplished by applying the Welch-
Nayer L, test, a procedure described by Johnson (1949, pp. 240-246).

In Tables XXIX and XXX are presented summaries of the results of the
application of the Welch-Nayer L, test of homoscedasticity to each of

the eighteen criterion arrays for the English and mathematics subject.



TABLE XXIX

SUMMARY OF THE RESULTS OF THE APPLICATION OF THE WELCH-NAYER'
Ly TEST OF THE ASSUMPTION OF HOMOSCEDASTICITY OF THE
GPA CRITERION VARIABLES ABOUT THE REGRESSION
LINE IN THE MULTIPLE REGRESSION ANALYSIS

Junior High Group Validation Sample, English.
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3

Calculated Table " |Disposition
Distribution Ly f K Value L, of Hg
Basic Comp 1
Lorge Total 1.35 1.8 10 .374 Accepted
Wo .99 3.0 9 .527 Accepted
Ly 1.12 2.5 8 - .520 Accepted
Reading 1.30" 3.4 9 .527 Accepted
Ly 1.35 4.8 10 .696 Accepted
Wy 1.01 1.9 9 ©.367 Accepted
Composition 2
W3 1.089 8.8 9 912 Accepted
A .860 7.9 -8 . 795 Accepted
Lo .982 2.8 11 .540 Accepted
Ly .922 4.2 15 .652 Accepted
Ay 1.19 6.9 9 772 Accepted
Ly .924 3.9 10 .631 Accepted
Composition (Honors v
Ly 1.37 4.2 10 631 | Accepted
L3 1.10 2.7 10 .534 Accepted
L] 1.25 2.6 9 .527 Accepted
Ly 1.54 2.7 9 .527 Accepted
W) 1.44 2.4 9 .367 Accepted
1.74 3.7 10 .631 Accepted




TABLE XXX

SUMMARY OF THE RESULTS OF THE APPLICATION OF THE WELCH-NAYER
Ly TEST OF THE ASSUMPTION OF HOMOSCEDASTICITY OF THE GPA
CRITERION VARIABLES ABOUT THE REGRESSION LINE IN
THE MULTIPLE REGRESSION ANALYSIS

Junior High Group Validation Sample, Mathematics
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Calculated Table |Disposition
Distribution Ly L K Value L, of Hy
General Math 1
Reading 1.07 4.2 10 631 Accepted
Wo +99 3.7 11 .636 Accepted
Lorge Total .82 3.9 9 .626 Accepted
Ay | 3.8 8 .620 Accepted
L¢ .80 3.0 8 .520 Accepted
Wy .83 3.8 9 .626 Accepted
Algebra 2
At .93 9.6 7 .828 Accepted
Ly .97 8.6 12 .818 Accepted
A, .94 5:1 10 .696 Accepted
Lorge N.V. 1.02 9.7 11 . 840 Accepted
Wy .96 3.6 9 .626 Accepted
Wo .97 4.6 9 .691 Accepted
Algebra (Honors)
We 1.39 4,2 9 .626 Accepted
Wy 1.05 2.7 8 .520 Accepted
Lt 1.60 4.1 11 .635 Accepted
Lorge N.V. 1.09 4.8 9 .691 Accepted
Wy 1.01 3.5 11 .635 Accepted
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areas, respectively. Shown in these tables are the calculated L, values.

The listed values for the harmonic mean, f_, and the number of arrays,

s
K, are used as degrees of freedom for entrance to Nayer's tables
(Johnson, 1949, p. 366) to locate the critical L, values used for
accepting or rejecting the null hypothesis. In Nayer's tables the null
hypothesis is accepted when the calculated Ly value is larger than the
tabled value. It can be noted in Tables XXIX, XXX that the null
hypothesis is accepted in each application.. It is concluded that the
assumption of homoscedasticity of the different arrays is fully met
for these criterion distributions under study.

2, The null hypothesis under test is: the mean of the arrays of
criterion scores does not depart signi%icantly from the regression line.

The statistical procedure for testing this assumption is thé ana-
lysis of variance for the linearity of regression. This procedure is
outlined in detail by Johnson (1949, pp. 240-246). The test was applied
to each of fhe six arrays of Lredictok and criterion variabies that com-
prﬁsed.the sixtﬁ step of the ﬁtep-wise regression equation. A summary
of the application of the analysis of variance test to the thirty-six
di;tributions of criterion variables is given in Table XXXI. Tabulated
in this table are the observed or calculated‘F Qalues, fhe degrees of
freedom for enfry into the F table,.the probability level (o{.05) for
rejection and the disposition of thé hypothesis. |

The nuli hypothesis is sustained for all thirty-six criterion vari-
able distributions but éne, algebra;, Levei 2, where the mean of.thé
criterion variable, GPA, departs.signifiéantly from the predictor
variable, ITBS Arithmétfcal Concepts (A;), regression line. These find-

ings indicate that the linearity of regression assumption is fulfilled
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in thirty-five out of the thirty-six applications of the analysis of
variance test, a finding which demonstrates that this assumption has

been substantially met.

Basic Composition: |In Table XXXII it can be observed that the best

predictor, and the only one of the six entered into the regression equa-
tion for Level | English that contributes at a statistically significant
level to a reduction in the errors of estimation is the Total score from
the Lorge Thorndike Intelligence test. Thirty-seven percent of the
criterion variance is explained by this variable.

The disposition of Major Hypothesis | is as follows: it is
rejected af step one and is accepted at steps two through six. No
.inference is made concerning an optimally efficient regression equation
because the equation is based on such a limited sample size. However,
stability of the equation as applied to a new sample is reported later
(see p. 149). The finding reported there offers support for the
suggestion that with a larger sample it is quite likely that the results
reported here will be replicated.

Composition: Three subtests from the ITBS battery, Knowledge and
Use of Reference Materials (W3), Capitalization (L,) and Usage (Lh) are
listed. in Table XXXI111l in the order of their inclusion in the step-wise
regression equation. Together, at a statistically significant level,
they explain 4b% of the criterion variance. The appearnce at step one
of the W3 subtest is analagous to the counterpart of this variable in |
the ITED battery, Use of Sources of Information, which was also entered
at step one in the estimate of the combined sample Level 2 composition
GPA (Table XI ). It can be noted that after step three, élthough the

multiple R. increases slightly, no further decrease in the standard



TABLE XXXI1

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA

WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

English (Level 1, Basic Composition)

N = 25
Predictor — Beta |Muitiple]S.E. of | r with

Step Variable X S.D. Weights R Estimate|Criterion F

] Lorge Total 111.00 11.38 .045 .61 .56 .61 13.99%%*
2 ITBS W, 43.92 7.49 -.045 .67 .54 .23 2.55

3 ITBS L, 43.00 6.4k .035 .70 .52 .51 2.21

4 ITBS L, 45.80 8.40 .026 .73 .51 ;39 1.87

5 ITBS Rdg 42.08 7.66 -.026 .75 .51 .3k 1.08

6 ITBS W, 42.92 7.49 .009 .76 .52 .21 0.29

constant -2.303

Source of Predictor Variables:

' :':p<°05
7'\‘:'<p<a 01
df=1,(N-1)-K

lowa Tests of Basic Skills
Lorge Thorndike Intelligence Test

L€l



TABLE XXXI11

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

English (Level 2, Composition)

N =293
Predictor _ Beta - |Multiple]S.E. of | r with
Step Variable X S.D. Weights R Estimate{Criterion F
1 ITBS W3 51.71 7.83 .038 .60 .70 .59 53.38%%
2 ITBS Ly 51.92 8.63 .021 6L .68 L6 8. Lok
3 ITBS Ly 50.95 8.82 .013 .66 .66 .35 L, 62%
4 ITBS A 50.90 7.91 - .029 .68 .66 .50 3.26
5 ITBS A, 51.71 8.12 -.015 .68 .66 .34 1.39
6 ITBS L, 51.37 8.39 011 .69 .66 .36 1.24
constant -1.741
Source of Predictor Variables: 1{owa Tests of Basic Skills
Lorge Thorndike Intelligence Test
*p<.05
**pg. 01

df=1, (N-1)-K

A%
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error of estimate occﬁrs.

The disposition of the Major Hypothesis | is as follows: it is
rejected at each of the first three steps and. is accepted at each of
the last three.. Therefore, it is concluded that an optimally efficient
prediction equation would include the first three variables entered.

Composition (Honors): Evidence for the predictive validity of the

ITBS Language Totaj variable for this level of English can be observed
(with caution because of sample size) by the data presented in Table
XXXIV. This variable alone, at a statistically significant level,
accounts for 32% of the criterion variance. A subtest within the ITBS
Language area, Punctuation (L3), which was the second variable included
in the regression equation, is the only other variabje among the six.
entered that significantly contributes to a reduction in the errors of
estimation.

The disposition of Major Hypothesis | is as f&]lows: it is
rejected at steps one and two and is accepted at steps three through
six. It is therefore suggested that an optimum prediction equation
would include the first two variables entered. If the sample size were
larger and the results were the same as reported here, a conclusion
could be reached relative to an optimum prediction equation for
estimating the criterion variable.

When another set of predictor variables, the first semester eighth
grade GPA's within four subject areas (English, mathematics, science,
social studies), were added to the data source along with the 1TBS and
Lorge data for e§t7mating the instructional level criterion variables,
none of the jun}or high GPA's were included in the regression equation

.by the step-wise procedure. Therefore, it is concluded that for the



TABLE XXX1V

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT-LEVELS

Junior High Group Validation Sample

English (Level 3, Composition Honors)

N =35 :
- Predictor ' _ Beta Multiple|S.E. of | r with
Step - Variable X S.D. Weights R Estimate|Criterion F
1 ITBS L, 62.26 7.88 .119 .57 . ho .57 15.87%%
2 ITBS L3 60.69 8.40 f.049 .63 .38 .32 - 4 18%
3 ITBS W 60.66 8.68 -.022 .67 .37 -.03 2,61
L ITBS Ly 61.49 7.47 ~-.022 .68 .37 .34 ~1.05-
5 ITBS L, 59.89 7.83 -.028 71 .37 .51 - 1.77
6 ITBS A 63.86 8.43 L0101 .72 .37 .13 1.04
constant 3.308
Source of Predictor Variables: lowa Tests of Basic Skills
Lorge Thorndike Intelligence Test
7':p<.05
*%p .01 _
df=1, (N-1)-K N
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instructional levels within English, previous grades made no contribu-
tion to a reduction in the errors of estimating the criterion variables.

Mathematics

General Mathematics: |In Table XXXV are displayed a tabulation of

the six variables entered in the regression equation by the step-wise
procedure. |t is clearly evident that the estimation of the ;riterion
variable through use of predictor variables derived from the ITBS and
Lorge data sources is of limited success. The first variable entered,
Reading Graphs and Tables (WZ)’ the only variable of the six entered
which contributes significantly to a reduction ofvthe error sums of
squares (only 8% of the variance is explained, however), bears a
}elationship, by test title, to presumed aspects of the content of this
course. The very limited success reported here in estimating the
criterion variable with the ITBS and Lorge as data sources is similar
to the limited success reported earlier (Table XI1i, p.93) for the com-
bined general mathematiqs instructional level in which the ITED battery
served as the predictor variable data source.

No conclusions‘are tenable concerning an optimum set of predictor
variables for estimating the criterion variable. However, despite the
inadequate explanation of the criterion variance provided by the
regression equation listed in Table XXXV the six-variable regression
equation was applied to. a check sample, the results of which are
presented in Table XLIIl, page 15L.

Junior high GPA's in the four subject areas were added to the
ITBS and Lorge data sources but none of the GPA's were entered at any
of the six steps of the step-wise regression routine. Therefore, the

conclusion. is apparent--the junior high grades were even less effective



TABLE XXXV

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Mathematics (Level 1, General Math)

N =53
‘ Predictor | ' _ | Beta Multiple{S.E. of | r with
Step Variable X S.D. Weights R Estimate{Criterion’ R
] 1TBS Wy 43,08 7.61 | .045 .29 .89 .29 L, 82%
2 Lorge Total 109.31 8.19 .027 .33 .88 | .27 1.36
3 ITBS Rdg 42,26 7.32 ~-.048 .40 .87 .06 2.76
4 ITBS L¢ 42.77 7.03 .023 .43 .87 .19 1.42
5 ITBS W, 43.53 8.13 -.020 o bh .87 .002 .67
6 ITBS Aj 40.87 6.30 .025 .46 .87 .18 1.16
constant -.025
Source of Predictor Variables: lowa Tests of Basic Skills
Lorge Thorndike Intelligence Test
7'<p<‘,>05
df=1,(N-1)-K

9¢l



than the six variables listed in Table XXXV for contributing to an
explanation of the criterion variance.

"Algebra: More encouraging results of the estimation of criterion
variance in junior high group first semester algebra, using variables
derived from the [TBS and Lorge data sources, can be observed. in
Table XXXVI. The first four variables entered, Capitalization (Lz),
Arithmetic Concepts (A]), Problem Solving (Az) and the Lorge Non-

Verbal subtest, all significantly contribute to a reduction in the
errors of estimation and together explain 35% of the criterion variance.

The disposition of Major Hypothesis | is as follows: it is
rejected at steps one through four and is accepted at.steps five and
six. Therefore, it is concluded that an optimally efficient prediction
equation would include the first four variables entered.

With the addition of junior high GPA's to the predictor variable
data source, it can be observed in Table XXXVII that the best single
predictor of Level 2 mathematics (algebra) is the junior high first
semester mathematics GPA which alone accounts for 31% of the criterion
variance; the five additional variables together account for 15% more
(all six account for 46%). It is interesting to note the new order
in which the variables are entered in Table XXXVIiI as well as to observe
which variables now contribute at a statistically significant level to
a reduction in the error sums of squares. With the junior high GPA's
in the datasource, only the ITBS L, subtest, of the four significant
predictor variables in Table XXXVi, enters at a significant level in the
second equation (it entered first in the previous regression equation).

Thus, with ITBS W there are now only three variables that make a

'| ’

significant contribution to an explanation of the criterion variance,
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TABLE XXXVI

SUMMARY STATISTICS AT STEP SIX OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE
PREDICTING GPA WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

Mathematics {(Level 2, Algebra)

N =171
Predictor _ Beta Multiple|S.E. of | r with
Step Variable X S.D. Weights R Estimate|Criterion F
1 ITBS L, 51.21 8.36 .032 46 .80 .46 L 37%%
2 ITBS A, 51.33 6.69 .038 .55 .75 bl 23.58%%
3 ITBS A, 51.84 8.18 -.019 .57 <7k .09 L, 51%
L Lorge N.V. 123.68 10.54 011 .59 .73 .36 5.26%
5 ITBS W, 51.18 7.84 011 .60 .73 .32 2.77 
6 ITBS W, 51.27 8.11 .009 .60 .73 .38 1.05
constant -1.717

Source of Predictor Variables:

%pg.05
n:§p<°0]
df=1, (N-1)-K

lowa Tests of Basic Skills
Lorge Thorndike Intelligence Test

8¢l



TABLE XXXVI1

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTING GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample.

Mathematics (Level 2, Algebra)

N =171
Predictor ’ _ Befa Multiple{S.E. of | r with
Step Variable X S.D. Weights R Estimate|Criterion F
1 Jr Hi Math GPA 3.30 .90 .373 .56 .74 .56 79.16%%
2 ITBS Lo 51.70 8.73 .025 .63 .70 k6 23.70%%
3 ITBS W 51.18 7.8k .015 .66 .68 .32 8.27%x
4 ITBS Aj 51.33 6.69 .022 .67 .68 b4 3.89
5 ITBS Ay 51.84 8.18 -.013 .67 .67 .09 2.73
6 Lorge N.V. 123.68 10. 54 .008 .68 .67 .36 | 2.17
constant ~ =1.490
Source of Predictor Variables: lowa Tests of Basic Skills
Lorge Thorndike Intelligence Test
Junior High Subject GPA
7':7':p<_0'|
df=1,(N-1)-K
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but these three make a greater contribution (44%) than the four vari-
ables of the first equation (35%).]

The disposition of Major Hypothesis I. is that it is rejected at
each of the first three steps:and is accepted over the last three.
Therefore, for this population, an optimally efficient prediction equa-

tion that included ITBS, Lorge and first semester eighth grade GPA's

junior high in the data source would consist of the first three variables

entered,

Algebra (Honors): The multiple R's, beta weights and related

statistics for estimating the criterion variable in this Level 3 ninth

grade mathematics course are presented in Table XXXVIIIl. Of the six

variables entered in theequation,.only the first two entered, Language

Total and Arithmetic Total, contribute significantly to a reduction in
the error sums of squares. These two explain 36% of the criterion vari-
ance. Further evidence for the predictive validity of the ITBS

Arithmetic subtest is demonstrated by. its statistically significant

Accounting for a portion of the criterion variance. Although not statis-
tically significant, the other four variables included by the step-wise
procedure together explain 50% of the criterion variance. It is to be

noted that, if the F values associated with the last four variables had
been significant, the 15% increase in the amount of';riterion variance
explained could be regarded as a reliable increase.

The disposition of Major Hypothesis | is that it is rejected at
steps one and two and is accepted at steps three through six. The
tentative conclusion reached is that an optimally efficient prediction
equation would include the first two variables entered.

As can be observed in Table XXXI1X, when junior high GPA's are added

]See page 146 for a presentation of a test of the significance of
the differences. ’



TABLE XXXVIII

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREBICTING GPA

WITHIN SUBJECT AREA ACHIEVEMENT LEVEL

Junior High Group Validation Sample

Mathematics (Level 3, Algebra Honors)

N = 39
Predictor B Beta  [Multiple|S.E. of | r with

Step | Variable X S.D. Weights %R Estimate{Criterion F

] ITBS Ly 59.74 8.83 .033 .50 .48 .50 - 12.64%*
2 ITBS A, 6.6k 6.61 024 60 | k5 42 5.66%
3 Lorge N.V. 136.18 8. 44 .013 .63 v 47 2.19

" ITBS W, 63.13 8.65 | -.003 66 | b .22 2.5

5 ITBS W, 63.92 7.93 .042 .69 .42 V) 2.77
6- ITBS Wy 64,26 7-19 -.047 71 b2 .33 1.92

constant -.040

Source of Predictor Variables:

*p<.05
‘k?‘(p(g 0 ]
df=1,(N-1)-K

lowa Tests of Basic Skills

Lorge Thorndike Intelligence Test

il



TABLE XXX1X

SUMMARY STATISTICS OF THE STEP-WISE MULTIPLE REGRESSION ROUTINE PREDICTINF GPA
WITHIN SUBJECT AREA ACHIEVEMENT LEVELS

Junior High Group Validation Sample

(Level 3, Algebra Honors)

N = 39
Predictor _ Beta Multiple|S.E. of | r with
Step Variable X S.D. Weights R Estimate Criterion F
1 Jr Hi Eng GPA L Ly .68 .40l .70 .40 .70 36.21%%
2 Jr Hi Math GPA 4 .69 .52 431 .81 .33 .65 18.06%*
3 ITBS A 65.62 6.07 .020 .84 .31 .43 L, 58%
4 ITBS Wt 64.26 7.19 -.025 .85 .31 .33 2.08
5 ITBS V 62.15 9.60 .008 .86 .31 .18 1.43
6 ITBS R 61.36 7.49 014 .86 .30 .28 1.41
constant . -.919
Source of Predictor Variables: lowa Tests of Basic Skills
Lorge Thorndike Intelligence Test
Junior High Subject GPA
*p<.05
:’:7':p<° 01
df=1, (N-1)-K

[4id!
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to the data source, new variables are entered in the regfession equation,
Interestingly, the single best predictor of the criterion variable is

the junior high English GPA which alone accounts for 49% of the criterion
variance. Entered second by the step-wise procedure is the junior high
mathematics GPA which explains 17% of the crition variance. The third
variable to enter at.a significant level is the 1TBS A] subtest
(Arithmetic Concepts).

The disposition of Major Hypothesis | is that it is rejected.at
steps one through three while it is accepted at steps four through six.
Conclusions concerning an optimally efficient prediction equation are
very tentative in view of the ratio of the number of variables in. the
data source to the éample size. |t would appear that an efficient pre-
diction equation for this population utilizing the listed data sources

would be comprised of the first three variables entered.

Summary of Major Hypothesis |, Junior High Sample

A review of the results preéented over four subject areas of the
junior high group subesample is provided in Table XL. The variables
selectea by the step-wise regression procedﬁre for each instructional
level which signficantly account. for a portion of the criterion vari=-
ance are listed in this table. The following trends appear to emerge
from the tabulated results:

1. When the social studies and foreign languages cfitérion vari-
ables are being estiﬁated by predictor variables drawn from the |TBS
and Lorge data sources, the significantvvariables tend to be those
entered at one of the first four steps.

2. When other variables are added to the data pool for predicting

foreign language GPA, all six variables selected by the step-wise



TABLE XL

14l

SUMMARY OF STATISTICALLY SIGNIFICANT VARIABLES INCLUDED IN THE

STEP-WISE REGRESSIQON EQUATION FOR EACH INSTRUCTIONAL
LEVEL OF FOUR SUBJECT AREAS

Junior High Group Validation-Sample.

Significant Predictor Variables at Steps:

Subject Data
Area & Source .
Level ] 2 3 4 5 6
Social Stu
World Geog | TBS ITBS I TBS
Lorge Vocab W3
West Civ [TBS ITBS 1TBS ITBS ITBS
Lorge Compos L3 Ao Lo
For Lang
French | ITBS ITBS
Lorge Vocab
French 11 1TBS ITBS
Lorge L
French 11 ITBS Fr 1 MLAT Eng
Lorge GPA Total | GPA
ITED
MLAT
Co-opRdg
JrHi GPA
Spanish | ITBS ITBS ITBS ITBS
Lorge L¢ L3 Ar
Spanish | ITBS Eng 1TBS ITED [TBS Co-opRdg
Lorge GPA L Rdg NS Ay Compre
ITED
MLAT
Co-opRdg
JrHi GPA
Spanish I1] 1TBS ITBS 1TBS 1TBS
Lorge A Ly Ar




TABLE XL (Continued)
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Subject Data Significant Predictor Variables at Steps:
Area & Source N _
Level 1 2 3 4 5 6
Spanish 11 1TBS ITBS Math ITED ITBS | Eng |Co~-opRdg
Lorge A GPA Corrkx A2 GPA . {Speed
ITED
MLAT
Co-opRdg
JrHi GPA
English
Basic Comp ITBS Lorge
Lorge* Total
Comp I TBS ITBS ITBS ITBS
Lorge* w3 L2_ L4
Comp (Hon) ITBS ITBS ITBS
Lorge* Lt L3
Mathematics
Gen Math ITBS ITBS
Lorge#* W2
Algebra ITBS ITBS ITBS ITBS Lorge
Lorge L2 A] A2 N.V.
Algebra ITBS Math ITBS ITBS
Lorge GPA L2 w]
JrHi GPA
Alg(Hon) ITBS ITBS ITBS
Lorge Lt At
Alg(Hon) 1TBS Eng Math ITBS
Lorge GPA GPA A]
JrHi GPA

*When junior high subject GPA's were added to the data source, none
were chosen by the step-wise routine.
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procedure were significant in two out of three foreign language areas.

3. In the estimation of the criterion variable in the English‘and
mathematics subjeﬁt areas (Table XL continued, page 14L4), it is clearly
evident that by the third or fourth steps, all of the significant vari-
ables have been eﬁtered.

L, An examiﬁation of the ITBS and Lorge Variables entered over
all four subject areas indicates fhat, of all the significant variables
.(Arithmetic Problem Solving) was the most

2

frequently selected variable.

entered, the ITBS subtest A

5. The 1TBS subtest, Reading, is conspicuously absent from the
listing of significant variables,

6. Variables from the Lorge-Thorndike battery enter significantly
only twice (Total and Non-Verbal, once each).

7. The junior high English GPA entered as a significant variable
in eacH foreign language equation when it was include in the data
pool!

Minor Hypothesis |

A report has already been given of ~the contributiqn to a reduction
in the errors of estimation in the criterion variable within instruc-
tional levels of selected subject areas made by jﬁnior high GPA's
(pages 116 ff, ). The question ariéeS»whether the reported increments
in the amount of variance accounted for by the addition of the junior
high grade point averages to the ITBS and Lorge data pool is signifi-
cant. Minor Hypothesis | is concerned with this‘question. This
hypothesis states that there are no significant differences within the
junior high validation sample in the proportion of variance explained

(Rz) in the dependent vafiable (GPA) within levels of selected subject
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areas as a function of the addition of non-test variables (junior high
GPA's within subject areas) to the ITBS and Lorge data pool.

To evaluate this hypothesis, Hotelling's COrrélated samples F test
(Wert et al., 1954, p. 299) for the significance of differences between
the multiple R's was employed. A summary of the results of applying
this test to the pairs of multiple R's is given in Table XLI. Dis-
position of Minor Hypothesis 1 is that it is rejected at Levels 2 and
3 mathematics (algebra and algebra honors, respectively).

It is therefore concluded that when junior high subject area GPA's
were added to the ITBS and Lorge data pool and were selected by the
step-wise regression routine, as in the case of Levels 2 and 3 mathe-
matics, they accounted for a significantly greater amount of the
criterion variance. This conclusion is limited by the fact that the
junior high subject areas GPA variables were not selected by the step-
wise regression routine in Level 1 mathematics nor in the three 1evels‘
of English. However, it will be recalled (Tab]es XXV, XXVI, XXVIII,
pages 117, ]2],]24) that, in Spanish | and |1 and French 11, when junior
high GPA's were added to the data source along with other variables
(from MLAT, Co-op Reading, ITBS and Lorge), certain junior high GPA's
(among other variables) were selected by the step-wise routine, forming
equations which yielded larger multiple R's than those resulting when
ITBS and Lorge batteries provided the only data sources. 1t has been
stressed (see page 101) tHat, because of the large number of variables
in the data pool (MLAT, Co-op Reading, junior high grades, ITBS? Lorgé)
in relation to the instructional level samp]é size, the increments in
the multiple R's are biased upward. For this reason, significance tests

were not computed, as well as for the reason that the equations were not



TABLE XLI
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SUMMARY OF THE HOTELLING F TEST OF THE SIGNIFICANCE OF

DIFFERENCES BETWEEN JUNIOR HIGH GROUP VALIDATION .
SAMPLE MULTIPLE R'S RESULTING FROM DIFFERENT

SETS OF PREDICTOR VARIABLES

Data Sources
1TBS [TBS . Disposition
Subject Area Lorge Lorge df F F.05 p of
and Level JrHi Ho
. Subject
GPA
) Multiple R
Mathematics
Algebra .56 .68 1,169 7.04}| 6.81 | «.05] Rejected
Algebra (Honors)| .71 .86 1,37 5.52 | 4.11 | <.05] Rejected
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evaluated on check samples because the MLAT and Co-op Reading batteries
were dropped in the check sample year.

Major Hypothesis ||, Junior High Group Sub-Sample

Before the results of the test of Major Hypothesis |l are pre-
sented, a report is given in Tables XLII, XLIII of the validation and
check sample means and standard deviations of the criterion variables,
the multiple R's and the standard errors of estimation of the predicted
GPA. Included also.in these tables are the validation sample multiple
R's- corrected for bias (Rc; see page 101 for a discussion of the
rationale behind this statistic). THe Rc values as recorded. in
Tables XLII, XLIIl, would, by themselves, suggest that there was
little or no value in some of the validation sample multiple R's
because of the zero to near zero Re values as reported.  However,
inspection of the check sample multiple R's for all levels of all
subject areas reveals that all of the prediction equations demonstrated
stability when applied to new samples. A further check .on the effi-
ciency of these equations as applied to the check sample data can be
noted. in the standard errors of estimation (S.E.). When validation and
check sample S.E,'s are subtracted from their respective criterion
variable standard deviations, a comparison between the validation and
check samples of the resulting differences reveals that the relative
errors of estimation between samples are quite similar. The largest
differences occur in Spanishl and Il and general mathematics. |t can
be noted that larger standard deviations are associated with the
Spanish | and Il check sample criterion variables. In fact, a further
examination of the Spanish | S.E. (.80) in comparisén with the criterion

variable S.D. (.89) suggests that, despite the sizeable multiple R (.73),



TABLE XLII

MEANS AND STANDARD DEVIATIONS OF CRITERION VARIABLES, MULTIPLE CORRELATION
COEFFICIENTS AND STANDARD ERROR OF THE PREDICTED FIRST SEMESTER NINTH
GRADE SOCIAL STUDIES AND FORE!GN LANGUAGE GPA

Junior High Validation and Check Samples

Subject- Sample Criterion Variable Multiple Standard Error
Area & Size (First Semester GPA) Correlation of Estimate of
Level o Mean Std Dev Coefficient Predicted GPA
| Vali-} Sample Sample Sample Sample
dation | Check Val. | Check Val.| Check Val. Check] Val. | Check
R Rc R
SOCIAL STUDIES
World Geog 124 58 3.0 2.6 .90 .72 .65 .58 .69 .72 .62
West Civ 136 3.3 1.03 .73 .67 .72
FOREIGN LANG
French | 27 31 2.5 3.0 .94 1.2 .81 .15 .65 .63 .95
French I1 52 36 3.6 3.4 .91 1.1 .58 .10 .40 .79 .98
Spanish | 62 74 3.7 3.0 .89 | 1.1 .73 .59 .69 .80 .77
Spanish 11 Ly Lo 3.8 L.o .89 | 1.3 .78 .60 .75 .60 .83

Source of Predictor Variables:

lowa Tests of Basic Skills

Lorge Thorndike Intelligence Test

0§l



TABLE XLI1I1

CORRELATION COEFFICIENTS AND STANDARD ERROR OF THE PREDICTED
FIRST SEMESTER NINTH GRADE ENGLISH ANB MATHEMATICS GPA

Junior High Validation and Check Samples

MEANS AND STANDARD DEVIATIONS OF CRITERION VARIABLES AND THE MULTIPLE

Subject Sample Criterion Variable Multiple Standard Error
Area & Size (First Semester GPA) Correlation of Estimate of
Level - Mean Std Dev Coefficient Predicted GPA
Vali- Sample Sample Sample: Sample
" dation Check VaTl. | Check Val. [Check Val. Check Val. [ Check
R Re R
ENGLISH
Basic Comp 25 25 2.7 2.7 .69 .82 .76 .00 .66 .52 .62
Comp 93 83 3.2 1.1 .88 .92 .69 .61 .74 .66 .67
Comp (Honors) 35 4o 4 3.9 .48 .52 .72 .20 .72 .37 R
MATHEMATICS
Gen Math 53 4o 3.0 3.0 .95 .80 T .00 .78 .87 .50
Algebra 171 193 3.3 3.2 .90 .97 .56 .54 .55 .73 .68
Algebra(Hon) 39 26 4.6 4.7 .55 .56 .71 .30 .72 .42 .39

lowa Testg of Basic Skills
Lorge Thorndike Intelligence Test

Source of Predictor Variables:

1l
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the estimate of the Spanish | criterion variable was minimally success-
ful. It will be recalled (page 135) that no conclusions were reached
concerning an efficient prediction equation for general mathematics.
However, it can be noted that the regression equation held up surpris-
ingly well. Nevertheless, the validation sample multiple R cannot be
ignored and before any conclusions are made concerning an effective
prediction equation for this instructional level, application of the
prediction equation to additional samples would be necessary.

Consideration is now given to an evaluation of Major Hypothesis
Il, which states that there are no significant differences within
instructional levels in tﬁe mulfip]e R's between the validation and
check samples, foreign lanuages, English and mathematics. As noted on
page 103 for the combined sample, the appropriate statistical procedure
for testing this hypothesis is the z test for the significance of
differences between multiple R's drawn from independent samples (Wert
et al., 1954, page296). The z test was computed where the differences
between the validation and check sample multiple R's was large enough
to warrant the test (Table XLIV). Only one significant value was found
and that was between differences of the general mathematics validation
and check sample multiple R's (z = 2.53; p<.05). Thus, the disposition
of Major Hypothesis Il is that it was accepted for all comparisons made
between the validation and check sample multiple R's except one, general
mathematics, where it was rejected at the .05 probability level. It is
therefore concluded that prediction equations developed within junior
high group. instructional levels of four subject areas demonstrated

predictive stability when applied to new.samples,



TABLE XLIV
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SUMMARY OF THE z TEST OF THE SIGNIFICANCE OF THE DIFFERENCES
BETWEEN VALIDATION AND CHECK SAMPLE MULTIPLE CORRELATION

COEFFICIENTS IN SELECTED SUBJECT AREAS OF THE

JUNTOR HIGH GROUP

Source of Predictor Variables:

lowa Tests of Basic Skills

Subject Area Multiple Correla- z p Disposition
and Level tion Coefficient of
Validation Check Hypothesis
Sample Sample
Foreign Languéges
French | .81 .65 .38 .05 Accepted
English
Basic Composition .76 .66 .67 .05 Accepted
Compos i tion .69 L7k 67 | .05 Accepted
Mathematics _
General Math b6 .78 2.53 .05 Rejected
2.05 = 1.96; df =0

Lorge Thorndike Intelligence Tests
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TABLE XLV

COMPARISON WITH THE A PRIORI PROPORTIONS, THE PROPORT I ONS
OF STUDENTS PREDICTED/CLASSIFIED WITHIN INSTRUCTIONAL
LEVELS OF TWO SUBJECT AREAS BY MEANS OF MULTIPLE
REGRESSION EQUATIONS

Junior High Group Check Sample

English
Number of studéntsvassignedvby:
Level Regression Eq. _ a priori
N | Prop. N " Prop..
i
Basic Composition 27 i 0.18 25 : 0.17
Level 1 | |
' |
Composition 93 I 0.63 83 | 0.56
Level 2 : ‘ : |
I
Composition (Honors) 28 : 0.19 Lo | 0.27
Level 3 | I
' X |
|
Total 148 | 148 |
l L
Mathematics
] T
General Math Ly V0,17 ! 0.5
Level 1 | :
|
Algebra 190 ' 0,73 193 ' 0.75
Level 2 : 1 :
Algebra (Honors) 25 : 0.10 26 I 0.10
Level 3 ] |
| IR
Total 259 | 259 |
| i




TABLE XLVI

SUMMARY OF THE RESULTS OF THE APPLICATION OF THE SINGLE
CLASSIFICATION CHI SQUARED TEST OF THE SIGNIFICANCE
OF DIFFERENCES BETWEEN THE PROPORTION OF STUDENTS
PREDICTED/CLASSIFIED OVER ALL IN TWO SUBJECT
AREAS BY MEANS OF MULTIPLE REGRESSION
EQUATIONS AND THE PROPORTION
EXPECTED A PRIORI

Junior High Group Check Sample

Observed' Disposition of
Subject Areas Chi Squared p Hypothesis
English 4,96 > .05 Accepted
Mathematics 48 > .05 Accepted

Chi squared, .05, 2df = 5.99
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PHASE TWO OF -THE STUDY PROBLEM

The attention of the study now focuses on phase two of the study's
problem: to assess, against various criteria (a priori proportions,
hits/misses and chance expectations), the effectiveness of the multiple
cgrrelation/regression equations in predicting/classifying stqdents
within instructional levels of English and mathematics. This phase of
the problem will be defined by Major and Minor Hypotheses II1.

Major Hypothesis 111

Major Hypothesis 11l states that there are no significant differ-
ences in the proportion of students prédicted/classified within levels
of .English and mathemafics, by means of multiple regression equations,
and the proportion expected a priori. The Levelv2 regression equations,
developed withia the junior high group validation sample subject areas,
were then applied (see Chapter lll, pages 57-58 for procedure) to a
junior high group check sample which yielded proportions. that were
compared with the actual numbers (a priori) of students comprising the
groups at the end of the first:.semester, ninth grade..

A summary is presehted in Table XLV of the results of applying
the Level 2 regression equations to the appropriate check sample pre-
dictor test scores of students in the English and mathematics subject
areas. It is evident from these results that the proportions of
students predicted/classified within levels of English and mathematics
closely approximate the a priori proportions. To evaluate statistically
the degree to which these proportions do approximate the a priqri pro-
portions, the single classification éhi squared test was applied. A

summary is presented in Table XLVl of the results. The results indicate
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“that Major Hypothesis |11, which states that no significant differences
exist between proportions, is accepted in each. instance (p>.05). This
finding demonstrates the effectiveness of the application of the multi-
ple regression equations in predicting/classifying students proportional
to a priori expectations.

Minor Hypothesis |11

The hypothesis under test is that:

The over-all proportion of students in the junior high group check
sample correctly predictéd/claésified in each of two subject areas,
English and mathematics, by means of multiple regression equations does
not differ significantly from the proportion expected based upon the
operation of chance. The rationale for using chance as a criterion with
which to compare the hits/misses tallies was presented in Chapter I,
page 9 .

An illustration of the procedure for determining the total number
of students expected to be'ﬁlaced correctly in each subject area is
presented on page 193 of the Appendix. The proportions of correct pre-
dictions by means of multiple regression equations compared with the
proportion expected on the basis of chance are summarized and preéented
in Table XLVIil.

The phrase, correctly classify, has been defined in Chapter I,
page 15. However, it would be well to repeat the definition here: it
means that the student has been classified by the statistical procedure
(i.e., by each method) in the a priori group in which he is registered
and is also suéceeding in the tasks set for that level, i.e., his first
semester GPA is 1.5 or higher (F = 1; A =5). Thus, to take an

illustration, if a student's a priori group membership was in Level 2
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English but his first semester GPA was a grade of F and the regression
equation classified him in Level 1 while the adjusted discriminant
equation (see pp. 163ff for presentation of the results of prediction/
classification by discriminant equations)‘classified him in Level 2,

a 'hit' tally was recorded for the regression and a 'miss' for the
adjusted equation. ;‘

As another example, if a student's a priori membership was Level 2.
of mathematics where his GPA was an A (5.0) and the regression equation
predicted/classified him as being most like the students whose a priori,
membership was Level 3, this classification would be tallied as a
'miss'.

It is evident in the case of English, when the proportion of total
'hits'expected by chance is 51% (75/148) the number of ‘'hits' achieved
by the regression procedure is 71% (110/148). For mathematics, the
over-all proportion of 'hits' expected by chance is 59% (152.6/259)
while the number of 'hits' actually achieved by the regression proce-
dure is 76% (197/259). It is clear}y evident that, for both subject
areas, chance expectation of 'hits' are exceeded by the number of 'hits'
achieved by the regression procedure. An evaluation of whether the
proportion of obtained differences of actual 'hits' over chance
expectations are significant is discussed next. In Table XLVIII is pre-
sented a.summary of the application of the single classification chi
squared test to these data. In each instance, the null hypothesis is
rejected (p<.001) indicating that the over-all proportions in the
English and mathematics subject areas which were correctly predicted by
means of multiple regression equations exceed the numbers correctly

placed by a random procedure well beyond chance expectations.



TABLE XLVII

SUMMARY OF THE COMPARISON WITH TOTAL CHANCE EXPECTATIONS OF THE
TOTAL NUMBER OF STUDENTS PREDICTED/CLASSIFIED (HITS) IN TWO
SUBJECT AREAS BY THE MULTIPLE REGRESSION EQUATION

Junior High Group Check Sample

English
Actual Number of Students Total
Levels of Number |Correctly Predicted Expected
Achievement (a priori) by Multiple by Chance
Regression Equation _
Hits. | Misses Hits Misses
Basic Comp 25 19 6
Level 1
Composition 83 70 13
Level 2
Comp. (Honors) 40 21 19
Level 3
Total 148 110 38 75.097 72.903
Mathematics
General Math Lo 22 18
Level 1
Algebra 193 158 35
Level 2
Algebra (Honors) 26 17 9
Level 3 :
Total 259 197 62 152.606 106.374




TABLE XLVITI

SUMMARY OF THE RESULTS OF THE SINGLE CLASSIFICATION CHI SQUARED
TEST FOR DEPARTURE OF CORRECT PREDICTION/CLASSIFICATIONS BY
THE MULTIPLE REGRESSION EQUATIONS FROM THOSE
EXPECTED BY CHANCE

Junior High Group Check Sample

160

Disposition
Subject Observed p of .
Chi Squared ) Hypothesis
English 32.93 < .001 Re jected
Mathematics 30.40 < .001 Re jected

Chi squared, .001, 1df = 10.83.



PHASE THREE OF THE PROBLEM

At this point, the investigation of the study problem will focus on
phase three: to assess, against various criteria (a priori proportions,
hits/misses, and chance expectations) the effectiveness of two versions
of the multiple discriminant model in predicting/classifying students
within instructiona} levels of English and mathematics. This phase of
the problem will be defined by Major and Minor Hypotheses V.

Before the results of the application of the multiple discriminant
analysis procedure are given, the assumptions Qnderlying the use of
the discriminant model will be first tested. These assumptions are:

1. That the variables which:are entered as input to the discrim-
inant procedure are normally distributed.

2. That homogeneity of within-group variance prevails.

Normality of Distribution Assumption

The null hypothesis undgr test is that the observed distribution
of test score frequencies do not depart signficantly from the theoret-
ical normal distribtuion.

To test this assumption, the chi squared test of goodness-of-fit
was applied to the test score distributions of the variables used in
the multiple discriminant equations. The results of the chi squared
test as applied are reported in Table XLIX. It will be noted that, of
the ten test score distributions in the total junior high group sub-
sample (Lt and A]) were used. in both the English and mathematics dis-
criminant equations), eight yield chi squared values which lead to an
acceptance of the null hypothesis. Only two, the Lorge Non-verbal and

ITBS Lh’ used in the mathematics and English subject areas respectively,



TABLE XLIX

SUMMARY OF THE RESULTS OF THE GOODNESS-OF-FIT CHI SQUARED TEST OF
THE NORMALITY ASSUMPTION AS APPLIED TO THE DISTRIBUTIONS OF
ITBS AND LORGE-THORNDIKE SCORES USED IN THE MULTIPLE

JUNIOR HIGH GROUP VALIDATION SAMPLE

DISCRIMINANT ANALYSIS

Observed | Tabled Disposition
~Variables Chi Chi df of
Squared | Squared Hypothesis
(.05)
iTBS -
Ly Spelling k.90 {1 14.07 7 .50 .70} Accepted
Ly Usage 14,48 14.07 7 .02 .05] Rejected
Le Language Total 3.68 14.07 7 .80 .90} Accepted
W) Map Reading 9.72 14.07 7 .20 .30] Accepted
W9 Reading Graphs
and Tables 6.27 14.07 | 7 .50 .70 Accepted
W3 Knowledge and
- 7 Use Ref. Mat. 7.51 15.51. } 8 .30 .50} Accepted
A| Arithmetic Con. 3.24 14.07 7 .80 .90y Accepted
Ay Arithmetic Tot. 5.77 | 15,07 | 7 {>.50 .70] Accepted
LORGE-THORNDI KE
Non-Verbal 21.27 19.68 | 11 .02 .05] Rejected
Total 18.14 18.31 10 .05 .10| Accepted




were found to depart significantly (p<.05) from the critical chi squared
values as tabled. It is therefore concluded that the normality assump-
tion underlying the multiple discriminant model is essentially met by
the total junior high group test score distributions which were the
parent population for the variables included in the discriminant
equations.

Homogeneity of Within=Group Variance Assumption

The null hypothesis under test is that there are no significant
differences in the within-group variances across levels, within subject
areas. Bartletts test (Edwards, 1960, p. 127) is ,employed to test this
assumption. A summary of the results of applyigg Bartlett's test is
presented in Table L. These results indicate that the null hypothesis
of equal within-groups variance is accepted in every instance except
one, the Lorge Total. It is concluded therefore that the assumption of
homogeneity of within~group variance is essentially met by the variables
included in the discriminant equations.

Major Hypothesis 1tV

The two versions of the discriminant equations were developed on
the junior high group validation sample (see Chapter 111, METHOD, pages
60ff) .and were then applied to a check sample. The proportion of
students classified within levels of the validation and check sample
were then compared with the actual proportion (a priori) of students
that constituted the groups at the end of the first semester ningh grade
of the validation and check sample years. These data are presented in
Tables L1 and LI,

It is apparent from an inspection of the proportions recorded }n

this table that, in compariscn with the a priori proportions, both the
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TABLE L

SUMMARY OF THE RESULTS OF BARTLETT'S CHI SQUARED TEST OF THE
HOMOGENE!TY OF WiITHIN-GROUP VARIANCE ASSUMPTION AS
"APPLIED TO THE DISTRIBUTION OF ITBS AND LORGE
THORNDIKE SCORES USED IN THE MULTIPLE
DISCRIMINANT EQUATIONS

Junior High Group Validation Sample

Subject area Observed Disposition of

and Variables : Chi Squared p Hypothesis
'EE%ié%Eillng | , 0.17 : ’ Accepted
Ly Usage -  5.99 e Accepted
L, Lang. Total 2.4 | Accepted
Wy Kn. & Use of R - |
Ref. Mat, 1.24 Lo . Accepted
A} Arith, Con. .18 ,  Accepted
iLofge'TﬂﬁaT | 7.91 < Rejected

!
1
}
L

Mathematics

"L Lang. Total 10.50 . Accepted
W} Map Reading 0.48 ! Accepted
Wy Rdg. Graphs

& Tables 0.33 Accepted
Ay Arith. Con. 0.67 . Accepted
Ay Arith. Total 1.32 . ' Accepted
Lorge Non-Verbal 3.79 . Accepted

¢hi Squared, .05, 2df = 5.99



165

TABLE LI

COMPARISON WITH THE A PRIORI PROPORTIONS, THE PROPORTIONS OF STUDENTS
PREDICTED/CLASSIFIED WITHIN ACHIEVEMENT LEVELS OF TWO SUBJECT
AREAS BY MEANS OF TWO VERSIONS OF THE MULTIPLE~
DISCRIMINANT EQUATIONS

Junior High Validation Sample

English
Number of students assigned by:
Multiple Discriminant ) a Priori
Instructional Levels ‘Unad justed Adjus ted
N | Prop. N | Prop.. N ! Prop.
{ |
Basic Composition L : 0.28 23 1 0.15 25 1 0.16
Level 1 | ! !
| ' {
Compos ition 63 1 0.40 96 | 0.61 97 1 0.62
Level 2 ! } ;
{ 1
Composition (Honors) | 50 1 0.32 38 | 0.2k 35 1 0.22
Level 3 { i :
Totals | 157 157 157
Mathematics
T ; |
General Math 7% 1 0.28 59 , 0.22 53} 0.20
Level 1 ! 1 i
' I |
Algebra 138 | 0.53 | 162 1 0.62 171 | 0.65
Level 2 ! : ’
1 1
Algebra (Honors) 51 ¢ 0.19 k2 1 0.16 39 | 0.15
Level 3 H ! !
Totals 263 263 263
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TABLE L11

COMPARISON WITH THE A PRIORI PROPORTIONS, THE PROPORTIONS OF STUDENTS
PREDICTED/CLASSIFIED WITHIN ACHIEVEMENT LEVELS OF TWO SUBJECT
AREAS BY MEANS OF TWO VERSIONS OF THE MULTIPLE
DISCRIMINANT EQUATIONS

Junior High Check Sample

\

EHglish
Number of students assignedrby:
Multiple Discriminant a Priori
Instructional Levels Unadjusted Adjusted
N | Prop. N 1T Prop. N | Prop.
{ X 1
|
Basic Composition 55 | 0.37 4 4 0.31 25 | 0.17
Level 1 N I . : |
1 : !
Compos ition 64 | 0.43 76 1 0.51 83 | 0.56
Level 2 I : 1
I
i I
Composition (Homors) | 29 | 0.20 26 1 0.18 40 | 0.27
_Level 3 ! : |
. Totals | 148 ° 148 148
Mathematics
l ! :
|
General Math 95 | 0.37 68 | 0.26 b | 0.15
Level 1 i : :
! |
Algebra 130 | 0.50 168 | 0.65° | 193 | 0.75
Level 2 I i :
! |
: 1
Algebra (Honors) 35 1 0.13 23 ' 0.09 26 1 0.10
Level 3 L i \
Totals | 259 259 259
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unadjusted and adjusted discriminant equations over-classified students
in instructional Level 1 of both subject areas. The proportion classi-
fied by the unadjusted equation in Basic Composition and General
Mathematics exceeded a two to one ratio over the a priori proportion
while the proportion classified by the adjusted equation is approxi-
mately a three to two ratio over the a priori proportion for these same
levels. Examination of the proportions classified in Level 3 by the
two versions of the discriminant equations reveals that they tend to
underclassify students in this level in relation to the a priori
proportions--the smallest proportion being associated with the adjusted
equation.

The question which arises is whether or not the discrepant propor-
tions are statistically significant. This question. is examined next as
defined by Major Hypothesis IV which states that there are no signi-
ficant differences in the proportion of students predicted/classified
within levels of English and mathematics by means of the basic (or
unadjusted) and the adjusted versions of the multiple discriminant equa-
tions and the proportions expected a priori. (Region for rejection:
<= .05).

Presented in Table Lill is a summary of the results of the appli-
cation of the single classification chi squared test to the observed
proportions within levels yielded by each version of the discriminant
equation. The validation sample data is included for comparison pur-
poses; the hypothesis relates specifically to the check sample.

It can be noted that for the unadjusted equation, the null hypo-
thesis is rejected at all but one instructional level (Algebra Honors)

of the validation sample and at all but two levels (Composition Honors
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SUMMARY OF THE SINGLE CLASSIFICATION CHI SQUARED TEST OF SIGNIFICANCE
OF DIFFERENCES BETWEEN PROPORTION OF STUDENTS CLASSIFIED BY MEANS
OF DISCRIMINANT EQUATIONS AND THE EXPECTED A PRIORI
PROPORTIONS, AT EACH INSTRUCTIONAL LEVEL

Junior High Group Validation :and Check Samples

Observed Chi Squared

Subject Area and Level Validation Check
Sample Sample
UNADJUSTED EQUATIONS
English
Basic Composition 14, Lisdex : 36.00%%%
Composition 11.92%%% 4, 35%
Composition (Honors) 6.43% 3.00
Mathematics '
General Mathematics 8.32%% 75.63%%%
Algebra 6.37% 20, 56wk
Algebra (Honors) 3.69 2.46
ADJUSTED EQUATIONS
English
Basic Composition .16 17.60%%%
Composition 0] .59
Composition (Honors) .26 L, 90%*
Mathematics ‘
General Mathematics .68 19.60%%%*
Algebra 47 3.23
B Algebra (Honors) .23 .35
XAset at .05; df = 1 * <,05
Chi squared, .05 = 3.84; Chi squared, .01 = 6.64; % <. 01
Chi squared, .001 = 10.83 *kk <,001



‘and Algebra Honors) in the check sample; it is accepted at Level 3
mathematics in the validation sample and at Level 3 mathematics and
English in the.check sample. A summation of the check sample chi
squared values in both subject areas leads to an over-all rejection of
the null hypothesis for the unadjusted equation (English: .chi squared =
43,35, df = 2, p<.001; Mathematics: chi squared = 98.65, df = p<.001).

A review of the observed chi squared values for the adjusted
equations listed in Table Lill indicates that, in the validation
sample, the null hypothesis is accepted at all instructional levels
in both subject areas while, in the check sample, it is rejected at
Levels 1 and 3 in English and Level 1 in mathematics. The size of the
check sample chi squared values at the levels in which the hypothesis
is rejected (particularly at Levels 1) leads to an over-all rejection
of the null hypothesis in each subject area when all three chi squared
values are summed in each subject area (English: chi squared = 23.09,
df = 2, p<.001; Mathematics: chi squared = 23.18, df = 2, p<.001).

The findings just reported are not unexpected in the case of the
unadjusted equations since students were classified into homogeneous
groups without regard to a priori proportions.

However, in the case of the adjusted equations, the findings are
surprising as it is apparent that in the validation sample the adjusted
equations were functioning effectively against a priori proportions.

It is not clear why, when applied to check sample data, these equations
did not function asvwell, It is evident that homogeneous grouping by
means of the adjusted discriminant equations in this particular check
sample would place a larger number of students in the lowest level of

both subject areas.
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Neventheless; a priori:prOportiens.are cn]y.one_criterron seurce
for the djscriminantvequationS'and‘by:themselyes'prcy}de.onfykpart of
the picture;d_The other element is the success tactor as_defined'by's
observed_achjeuements(i.e.;_grades):and this,factbr is‘evaluated_rnvthe
next SectiOn;' | | | |

Testnng Mlnor HypOtheSIS -

The mlnor hypothesns to be focused on here lsﬂcencerned W|th
rwhether Qr”th, in-the check-sample,'the two- versions of the'multlple
discriminant eduatfon“correctlyvclassrfy (groub)HStudents into three
:instruCtional Jevels ot Enélishband»mathematics as_weIIIOr.better than
a randdmdprocedure; | | |

‘The procedure for,arrivfng'atbtheveXpected*number cfvchance_lhits'
ditfered‘fer each yersion of the.djscriminant_equation. For. the |
'unadiusted equation;,the Underiying'assumption is-that.equal numbers
(dens1t|es) occur in each of the groups, therefore, since there~are
three crlterlon groups' the number of. Ih|ts ylelded by a. random pro—‘
cedure would be one- th|rd of the tota] number of students in a subJect
aron, . : :

In the case of the ad|uste equatlons {as also for the regressnon
‘equatlon) the procedure for determ|n|ng the total number of . students
eXpected'to be'placed correctly |n_each subJect area by»chance was based
lbn-the'a briori densities. Since the a prlorl denS|t|es within each
'instruCtiena1h1evel in each subJect area vary, the total number of
“'hits' by chance was'arrrved at by Weighted values;(seevAppendix, page
]98 for an'iJIustraticn:of.the computatidnal'pr0cedures for arriving
at these chance expectatlons)

A summary of the h|ts/m|sses tallles by levels and over-all Tevels
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in English and mathematics recorded for both versions of the discrimin=~
ant equations together with the total numbers of hits/misses expected

by chance in the check sample is presented in Table LIV. It is evident
that in both subject areas for both versions of the discriminant equa-
tions, the over-all number of 'hits' yielded by these equations
surpasses the total number of 'hits' expected if a random classification
procedure were employed.

To determine whether the over-all hit/misses tallies for each dis-
criminant equation in both subject areas depart significantly from the
numbers expected by chance, the single classification chi squared test
was applied, the results of which are summarized. in Table LV. Examina-
tion of the probability levels listed indicates that the total number
of correct predictions/classifications yielded by bofh versions of the
multiple discriminant equation exceeds chance expectations at a highly
significant level.

The next question of concern in this investigation is a comparison
among actuarial methods (multiple regression and two versions of the
multiple discriminant equations) of the over-all number of 'hits'
achieved, This question is defined by Major Hypotheses V, VI and VI
which are presented in the following section.

Following is PHASE FOUR of the problem: Comparison between Methods
in Predicting/Classifying Students Within Levels,

Major Hypothesis V

This hypothesis states that there are no significant differences
between the number of successful a priori check sample students and the
number correctly predicted/classified in two subject areas by each

statistical method.



TABLE LIV

SUMMARY OF THE COMPARISON WITH TOTAL CHANCE EXPECTATIONS OF THE
TOTAL NUMBER OF STUDENTS CORRECTLY PREDICTED/CLASSIFIED
(HITS) IN TWO SUBJECT AREAS BY TWO VERSIONS
OF THE MULTIPLE DISCRIMiINANT EQUATION

Junior High Group Check Sample

English

Number of _ Number of
Students ' o _ - Students
_ Correctly : R Correctly
Actual Predicted by - Predicted by
Levels of Number Unadjusted Expected Adjusted Expected
Achievement (a priori)| Discr. Eg. by Chance ' Discr. Eq. by Chance
Hits | Misses] Hits | Misses Hits | Misses| Hits Misses
Basic Composition 25 25 i 0 . ’ I 25 10 .
Level 1 : | ; | ' i
Compos i tion 83 47 | 36 ; 58 | 25 I
Level 2 { i 1 |
Composition (Honors) Lo 21 ¢ 19 i 200 1 20 | -
Level 3 - ' | -] ' - .
Total 148 93 "I 55 49.33 | 98.67 103 {7 L5 75.097 Tﬁ 72.903
: ! | i
- ~ Mathematics
General Math Lo 35 b5 ! 27 113 [
Level 1 . b : ' !
Algebra 193 . 125 | 68 | 149 | by L
Level 2 | i ! !
Algebra (Honors) 26 19 | 7 l 18 | 8 !
Level 3 | ‘ 1 { .
Total 259 179 : 80 86.33 : 172.67 194 |, 65 152.606 i 106.374
! 1 | '

2Ll



TABLE LV

SUMMARY OF THE RESULTS OF THE SINGLE CLASSIFICATION CHI SQUARED
TEST FOR DEPARTURE OF CORRECT PREDICTIONS/CLASSIFICATIONS
BY THE MULTIPLE REGRESSION AND BY TWO VERSIQNS OF
THE MULTIPLE DISCRIMINANT EQUATIONS FROM
THOSE EXPECTED BY CHANCE

Junior High Group Check Sample

English
Observed Disposition of
Type of Equation Chi Squared p Hypothesis
Multiple Regression 32.93 < 001 Rejected
Multiple Discriminant
Unadjusted - 57.99 < .001 Rejected
Adjusted 21.05 < -001 Rejected

Mathematics

Multiple Regression 30.40 L« .001 Rejected
Multiple Discriminant
Unadjusted 104,45 < -001 Rejected
Adjusted 26,91 < 001 Rejected

Chi Squared, .001, 1df = 10.83



174

The data from Table LVI, page 175, that are being compared are the
total numbers of students,torrectly predicted by each statistical method
and the total number of students succeeding in each a priori subject
area group. Thus, the total a priori number succeeding in Engljsh, 146
(two students registered in Level 2 had first semester GPA's of F; two
'miss' tallies were therefore recorded for the a priori group), is com-
pared with the 93 'hits' tallied for the unadjusted equation. For
mathematics, the total a priori number succeeding, 251 (eight students,
registered in Lével 2 had GPA's of F; therefore eight 'misses' were
tallied), is compared with the 179 ‘hits' tallied for the unadjusted
equation. . Differences between each pair of total 'hits' (a priori
versus each method) are evaluated for statistical significance by the
application of McNemar's chi squared test for correlated samples
(Siegel, 1956, pp. 63-67).

[t can be readily noted in Table LVII that, as might well be
expected from the differences in the total number of 'hits' for each
statistical methéd compared with a priori 'hits', significant departures
are recorded for all comparisons. It would appear from the probability
1eve[§ rgpqrtedvthat, since the regression equation yields a 'hits!'
to£a1‘f;}.;acgwgggj;¢f:thét is the least significantly different of
the three models (p<.05) from the a priori 'hits!, it is the most
effective of the three equations in approximating the a priori ‘'hits'
criterion while the adjusted equation ranks next and the unadjusted
equations are the least effective. The question is then posed: Are
there significant differences between the methods themselves fn the
number of 'hits' achieved? Before this question is considered (under

Hypothesis VIil) attention is first given to a further question to be



SUMMARY OF THE

COMPAR!SON OF THREE METHODS OF CORRECTLY
PREDICTiING/CLASSIFYING STUDENTS WITHIN THREE LEVELS OF

TABLE

LY1

TWO SUBJECT AREAS, ENGLISH AND MATHEMATICS

(Junior High Group Check.Sample}

English

Level

Actual
N

Numbers and Progortfon of Hits/Misses by:

Multiple Discriminant

Unadjusted Eqg.

Adjusted Eg.

Multiple

Regression Eq.

(a priori) Hits ! Prop [Misses Prop | Hits | PropIMisses] Prop | Hits T Prop Micecemc ' Prop
i * I 1 I !
Basic Composition 25 25 1 .17 o -- 4 25 1 .7 0 | -- 19 | 13 6 | .04
Level 1 ! I | |
Compos i tion 83 47 1 .32 | 36 1 .24 58 (.39 ) 25 | .17 70 | .48 1 13 ! .08
Level 2 ! i | ! o ?
Compos i t ion (Hon) 40 21 ; b 19 | .13 20 | .14 20 | .14 21 Lo 19 ' .13
Level 3 X , ! AJ |
Sub Total 148 93 ; .63 55 , .37 103 |, .70 ks 7 .31 110 { .75 38 .25
Total 143 148 1548 - 148
Mathematics
x l s T t 1
General Math 4o 35 ¢ .14 5 , .02 27 | .10 13 ¢ .05 22 | .08 18 | .07
Level 1 | i i i { ’ |
Algebra 193. 125 | .48 68 | .26 t49 | .58 44 17 158 | .61 35 b
Level 2 i ! ! !
Algebra (Honors) 26 19 .10 7 , .03 18 1 .07 8 ! .03 17 1 .07 9 !.03
“Level 3 f ' ) ] ! I { Ai :
Sub Total 259 179 1 .69 80 | .31 9k T .75 65 | .25 197 1 .76 62 | .24
Total 259 259 ' 259 259

Sl
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TABLE LVII

SUMMARY OF THE'McNEMAR CHI SQUARED TEST OF THE SIGNIFICANCE OF THE
DIFFERENCES BETWEEN THE A PRIORI NUMBER OF STUDENTS SUCCEEDING '
AND THE OVER ALL NUMBER CORRECTLY PREDICTED/CLASSIFIED IN
TWO SUBJECT AREAS BY EACH STATISTICAL METHOD

Junior High Group Check Sample

Observed Chi Squared
Regression Unadjusted Adjusted
Subject Areas Equations Discriminant Discriminant
Equation Equation
English L 79% 11.31%%% 7.08%*
Mathematics ; 6.27% 11,72%%% 7.05%%
A= .05
Chi squared, .05 = 3.84; Chi squared, .01 = 6.64; Chi squared, .001 =
10.83; df =1
* «,05
*% <, 01
RN <, 001
TABLE LVIII

SUMMARY OF THE z TEST OF THE SIGNIFICANCE OF DIFFERENCES
BETWEEN ENGLISH AND MATHEMATICS IN THE NUMBER OF
STUDENTS CORRECTLY PREDICTED/CLASSIFIED BY
THE MULTIPLE REGRESSION AND TWO VERSIONS
OF THE MULTIPLE DISCRIMINANT METHODS

Junior High Group Check Sample

. Disposition of
Statistical Method z Hypothesis

Multiple Regression 1.24 Accepted
Multiple Discriminant
Unadjusted Equations 1.16 Accepted
Adjusted Equations 1.29 Accepted

o= .08; z .05 = 1.96; df =
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raised concerning whether each actuarial method is equally effective
between subject areas in the prediction/classification task. This
question is defined by Major Hypothesis VI, considered next,

Major Hypothesis VI

This hypothesis is concerned with the question whether each statis-
tical method is more successful in correctly predicting/classifying
students in English or in mathematics.

To test this hypothesis, the z test of the significance of
difference between uncorrelated proportions (Walker and Lev, 1953,

p. 78) is applied to the over-all hits/misses data presented in

Table LVI, page17 . A summary of the results of the z test is
presented in Table LVIIlI. No significant differences wefe found.

This is not a surprising result in view of the relatively small observed
differences in the hits/misses proportion between subject areas for each
method. The conclusion therefore is that each statistical method demon-
strated the same degree of effectiveness in both English and mathematics
in the over-all number of students correctly predicted/classified.

Attention.now is given to the question on which this investigation
is concluded, a comparison between the statistical methods of their
prediction/classification effectiveness.

Testing Major Hypothesis VII

This hypothesis states that there are no signficant differences
between statistical prediction procedures in the over-all number of
students correctly predicted/classified.

The hit/misses ratio recorded in Table LVI provided the data for
the test of this hypothesis. A summary of the results of the applica-
tion of McNemar's chi squared test for correlated samples is presented

in Table LIX. It is evident from the observed chi squared values, all

"



TABLE LIX

SUMMARY OF THE RESULTS OF THE  APPLICATION OF THE McNEMAR
CHI SQUARED TEST FOR THE SIGNIFICANCE OF DIFFERENCES
BETWEEN METHODS OF CORRECTLY PREDICTING/
CLASSIFYING STUDENTS OVER ALL LEVELS
OF TWO SUBJECT AREAS

Junior High Group Check Sample

Observed Chi Squared

Regression Eq. Adjusted Eq.
’ Versus

Subject Area

Regression Eq.
Versus

Versus
Adjusted Eq. Unadjusted Eq.| Unadjusted Eq.
English 0.21 1.42 0.51
Mathematics 0.02 0.86 0.60

A set at .05
Chi squared, .05 = 3.84, 1df
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of which are smaller than the tabled values for rejection (p>.05), that
the three statistical prediction methods are equally effective in the
over-all number of correct classifications yielded. Thus, while it

was found under Major Hypothesis V that, when the criterion against
wb?ch each method was compared in correctly classifying students was the
a/priori success pattern, the prediction methods yielded significantly
Fewer correct classifications, the differences between methods are not

significant.



~ CHAPTER.V
'SUMMARY - - -

Overview.-

This lnvestigathH was,designedjtolstudy; Qlthln‘the.tramework'ot
a COmPUtéF-based'measuremént system thejeffeetiueness-of the multlé
ple correlatlon/regress10n and two versnons of the mult|ple dlscrlmlnant v
models for predxct|ng/cla551fy1ng students ulthln |nstruct|onal levels
of four first semester nlnth grade subJect areas, Engllsh mathematrcs,k
social stud|es and forelgn languages |

A valldatlon sample of 5Lk students (desngnated the comblned group)
representlng 82% of ‘the total first semester ntnth grade class of 1966
(year of h|gh school graduatlonl~of a suburban~h|gh school in “the
metropol|tan Chlcago area’ and a sub sample of the comb|ned group con-idv
dS|st1ng of 272 students (de5|gnated the Junlor hngh group) comprlsed ‘the
l populatlon on wh|ch the statlstlcal predlctlon/class:flcatlon procedures
were developed . | |

' A»check-sample'of 6043tlrstnsemester»nlnth:gradenstudentsv(agaln‘
_referred to as the eombinedtgroub) representin9.9l% Of:the'total'nlnth‘
grade class of l967 (1 e. ’the»new lneoming ninth grade class)-and'a
'sub-sample of the comblned'group consnstlng of 259 students (agaln
_ called the JUn|or hlgh group) were |dent1f|ed -as - the populatlons on

WhICh the statlstlcal methods developed on: the valldatlon sample wouldf.

be evaluated for>predlctlve/class1f|eatory stablltty.

180
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Phase One of the Study Problem

The first phase of the study problem was to map out the predictive
validity domain of a rather large number of test and certain non-test
variables. With the domain of the predictive validity of the data pool
thus developed, the other fhree phases of the study problem would then
be explored. With this objective in view, the first task was to
develop a set of prediction equations within each-instructional level
of four subject areas, using the step-wise regression routine. A
variety of independent variables from a data pool (primarily the ITED
battery for the combined sample and the ITBS and Lorge batteries for
the junior high sample, with the addition of other test and non-test
variables in selected instances) were entered as input to the step-
wise multiple regression routine for estimating the criterion variable,
end-of-first-semester-ninth-grade grade point average. (GPA) within
instructional levels of four subject areas: English, mathematics,
socié] studies and foreign language. As each variable was selected by
the step-wise regression routine it was tested by the analysis of
multiple regression procedure for its statistical significance in
reducing theerror sums of squares, yielding information concerning its
possible inclusion.in an optimally effective prediction equation. - In
general, it was found that seldom were six variables needed for an
efficient prediction equation for estimating the criterion variable. A
more usual number was three; however, the recommended number of vari-
ables for estimating the criterion GPA varied with each instructional
level of each subject area. Certain predictor variables were found to
appear more frequently in the equations~--for example, Correctness of

Expression and Use of Sources of Information, subtests from the ITED
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battery. Certain variables appeared seldomly, if at all, as for
instance the ITBS Reading subtest and the Lorge Verbal, Non-verbal and
Total scores.

When five junior high subject area GPA's were added as independent
variables to the data pool along with the variables from the ITBS and
Lorge batteries for estimating the GPA's within the junior high group
instructional levels of two subject areas, English and mathematics,
no junior high GPA's were entered into the:equations except in the cases
of algebra and algebra (honors) where they then produced a significantly
larger multiple correlation coefficient than was yielded by the
equation which iconsisted. of variables drawn only from ITBS and
Lorge data pool.

Each validation sample prediction equation yielded a multiple
correlation coefficient (the range for all equations: .44 to .81) which
was then corrected fo;ybias,a procedure taking into account the number
of independent variables in the data pool in relatioﬁ to sample size.

It was found that the attenuated values displayed a shrinkage ranging
from.a change in the second decima} place to R values that diminished to
zero, This finding emphasizes the importance of applying prediction
equations to new samples to check out their stability. The value of
this application to check samples was especially demonstrated, for exam-
ple, in the case of the impressive-looking multiple R's yielded by
predictor variables drawn from a pool of independent variables that
nearly approached the sample size. When corrected for bias, these
multiple R's were reduced to zero. In this investigation, when the
regression equations were applied to new samples in selected subject
areas, the resulting multiple R's did not differ significantly from the

validation sample multiple R's (except at one instructional level,



183

general mathematics, where the check sample multiple R was significantly
larger than its validation sample counterpart). It was concluded that
the predictive stability of the regression equations, when applied to
new samples, was demonstrated.

Phase Two of the Study Problem

Phase two of this investigation was concerned with studying the
effectiveness of the multiple correlation/regression model in predicting
classifying students within instructional levels of two subject areas,
English and mathematics. To accomplish this evaluation, validation and
check samples of the junior high group were identified. In this phase
of the study, the regression model was asked to function within the
adjusted discriminant model's framework, that is, to classify theindivi-
duals according to the a priori groups. To accomplish this, an esﬂmafed
GPA for each student in the check sample was computed by using the
Level 2 regression equations. The mean and standard deviation of each
estimated GPA distribution was determined; each standard deviation was
then adjusted to the Level 1 and 3 a priori proportions, Students were
then classified in Level 1 or 3 according to whether their estimated
GPA was lower or higher than the adjusted standard deviation. The
remaining students in each subject area were then placed in Level 2.

When the regression model's predictions were compared against a
priori proportions, the regression equations yielded proportions that
did not depart significantly from a priori proportions. When these pre-
dictions were evaluated against a correct predictions criteria, they
performed significantly better than chance expectations at the .00]

probability level.
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Phase Three of the Study Problem

In phase three of the study, the prediction/classification capa-
bilities of the multiple discriminant model were studied. The first
task was to develop two sets of multiple discriminant equations, using
the a priori validation groups as the criterion and a specified set
of test scores as the independent variables. The purpose of this
method was to separate students with similar test score characteris-
tics into groups, thereby increasing the differences between groups,
The equations thus derived (one set for each instructional level of
English and mathematics, six in all) were applied to a check sample in
two versions: 1) in their basic or unadjusted form and 2) in an
adjusted form to conform to a priori proportions, according to a formula
devised by Simpson (1957).

The evaluation proceeded simiiar]y to that of the regression
equations; first, a comparison was made with.a priori check sample pro-
portions. Here, both versions of the discriminant equations classified
students within levels in proportions that were significantly different,
over-all, from a priori proportions; however, the adjusted equations
performed much better than the unadjusted, succeeding in three out of
six levels, failing most conspicuously in the lower levels of both
subject areas. When the correctness of the predictions were considered
against chance, -both versions performed significantly better than
chance (pg.001).

.Phase Four of the Study Problem

The fourth phase of the problem was a comparison between models

(multiple regression and two versions of the multiple discriminant

model) against various criteria. To accomplish this task, a hits/misses
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criterion was used, employing observed GPA's as the criterion., The
actuarial methods achieved 'hits' which ranged from 63% (for the
unadjusted discrimininant equation) to 75% (for the regression equation)
correct classifications in English and from 69% (unadjusted equation)

to 76% (regression) in mathematics. The findings were: 1) An over-all
comparison of hits/misses with a priori successes (i.e., the student

was registered and succeeding in the level at the end of first semester,
ninth grade) yielded ;ignificant differences. 2) No differences were
found in the prediction/classification effectiveness of the three
methods between the two subject areas, English and mathematics. 3)

When the numbers of hits/misses were compared on a between-pairs-of-
methods basis, the differences were found to be non-significant,
demonstrating that the three models correctly predicted/classified
students with equal effectiveness.

The evidence presented in phases two, three and four of this study
problem, i.e, the parts concerned with the statistical prediction
models' grouping abilities in check sample data,suggest the following
conclusions:

1. The regression model, with associated adjustments, predicted/
classified students within instructional levels in proportions
which did not differ significantly from:.a priori expectancies,

2. In performance of the same task, the umadjusted and adjusted
discriminant models did not predict/classify students in
accordance with a priori proportions, i.e., their allocations
departed significantly from the expected proportions. In the
development of the equations on a validation sample the

unadjusted version departed significantly from. a priori
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expectation in allocating students while the adjusted version
did not.

3. When the task was that of correctly predicting/classifying
students within a priori groups against chance expectancies,
each method exceeded random assignment well beyond chance
probabilities.

L. The total number of students correctly predicted/classified

.in the two junior high group subject areas, English and mathe-
matics, by each statistical method departed significantly
from the total a priori number succeeding in these groups.

5. No significant differences occurred in the total number of
students each statistical method correctly predicted across
two subject areas.

6. When each statistical prediction method was compared in turn
with the other two against the criterion of the total number
of students correctly predicted/classified, there were no
statistically significant differences between them.

The evidence presented in this summation suggests that other factors
for selecting one method over the other need to be considered. |t would
appear that the trend of the findings here would tend to favor the multi=-
ple regression model (e.g., the degree to which it approximated the
a priori proportions). However, it is possible that some of the success
associated with the regression model may be attributable to an artifact
of the adjustment procedure employed in conjunction with this model
(See Chapter itl, page 57). VYet, the very simplicity of the 'adjust-
ment' procedure is in line with the recommendation made by Laushe and

Shuckler (1959) as a result of their investigation of a number of
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prediction methods (see Chapter Il, page 36) that less sophisticated
methods have much to recommend them because of their simplicity and
because they may function as effectively as the more sophisticated ones,
There is, in this assessment against a priokl grouping criteria,
an implicit acceptance of the quasi-clinical method as the basis for
comparison. Nevertheless, this is the only possible basis outside of
an experimentally controlled situation; i.e., if one cannot experiment-
ally assign a sample of students by actuafial methods while another
sample is assigned in the quasi~-clinical manner and still‘another
sample in a rigorously defined clinical way, one must work with the
groups as constituted. It would seem that the primary value of this
study lies in the demonstration for other investigators and, through
them, for educational administrators, that it would be safe to embark
on an experimental comparison of these two methods (multiple correlation/
regression and adjusted multiple discriminant) since they both
functioned at considerably better than chance levels in correctly pre-
dicting/classifying students while at the same time they closely
approximated (albeit to a lesser degree in the case of the adjusted
discriminant) required proportions., Assurance of this kind is an abso-
lute necessity, in the writer's opinion, before real *'flesh and blood'
children are used as guinea pigs, as it were. |In other words, before
students' lives within the grouping process of the educational system
are affected by a computer-based measurement system, there must be a
validation-and-check-sample-based statistical exploration. This, in
essence, is what the writer hopes to have accomplished--to have con-

tributed to this exploration.
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Implications for Research

The present study suggests, it seems, a number of avenues for

further investigative effort. These might be:

1.

To replicate the methodology guiding the present study but

with a larger sample. The writer feels that Simpson's (1957)
procedure for adjusting the discrminant equation merits further
investigative effort.

To modify certain features of the methodology of this study.

A beginning point here would be to consider designing one's

own study by removing as many as possible of the limitations
that were described in Chapter 1, pp. 11-14. Other entry
points for design modification might be:

a. Employ the step-wise discri%inant routine (see
Chapter 111, page 60, footnote 4) as a way of
selecting the variables.

b. Consider different approaches to effecting
comparability of the criterion variable, GPA,
across instructional levels., Whatever the
approach that is used, it should be objective
and capable of being replicated.

To extend the present investigation into areas suggested by
the methodology as described and/or by the ideas that may be
gleaned from Chapter Il, Review of the Literature. One area
that might well be considered is an incorporation of Simpson's
(1957) formula for adjusting the discriminant equation as an
element in Tatsouka's joint probability model (1957; see also

Rulon et al., 1967).
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To apply the methodology of the present investigation by
employing a 'True' or quasi-experimental design approach
(Campbell and Stanley, 1963), and incorporate a quasi-
clinical and/or clinical model as comparative element(s) in
the design. Meehl's discussion (1954) is obviously

relevant here as is also a more recent one by Sawyer (1966).
Before embarking on such a strategy, however, one would do
well to establish the validity of the statistical methodology
and predictor variable domain in one's own situation.
Intriguing lines of investigative effort would seem to

lie in this area.
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MEANS AND STANDARD DEVIATIONS OF THE PREDICTOR VARIABLES,

TABLE LX

DATA SOURCE FOR THE MULTIPLE REGRESSION AND

MULTIPLE DISCRIMINANT ANALYSIS

Junior High Group Validation Sample

196

N = 272
Standard
No. Predictor Variable Mean Deviation
1 RESE Vocab 50.8h 1. 11
2 ‘Tes | Rdg ' 50.45 10.31
3 ITBS i Ly 50.06 10.37
l 1Ts ! L, 50.65 10.71
5 ITBS ; L3 50.46 10.35
6 ITBS | Ly, 50.51 10.52
7 i8S | Le 50.12 10.30
8 I TBS : Wy 50.88 10.50
9 ITBS | Wy 50.99 10.61
10 1TBS | W3 50.42 10.56
X \TBS : Wy 50.54 10.45
12 ITBS | Al 50.66 10.48
13 ITBS | Ay 51.12 . 10.34
14 1T8S | A 50.47 10.37
15 I TBS | Compos 50.50 10.39
16 Lorge Verbal 121.32 10.86
17 Lorge : N.V. 123.67 10.54
18 Lorge ' Total 122.75 9.02
|
|
]




197

ILLUSTRATION OF COMPUTATIONAL PROCEDURES FOR PREDICTING/CLASSIFYING
STUDENTS INTO GROUPS USING REGRESSION EQUATIONS

1. Each Junior high English and mathematics subject area regression
equation was applied to the six Level 2 predictor variables of
all students within each subject area.

2. The means and standard deviations of the distributions of the
estimat%g GPA were calculated for each subject areg: (Level 2
E%glish Y, = 3.2, &= 0.956; Level 2 Mathematics Y, = 3.1,

h= 0.616). ‘

3. The a priori proportions in Levels land 3 in each subject area

are: English Level 1 = 17, Level 3 = .27; Math Level 1 = .15,
Level 3 = .10, based on N's of 148 and 259, respectively.

L. The standard deviations of the estimated GH&Zﬁwere adjusted as
follows: wusing Level 1 English as an illustration:
English
Level 1

.1700 = a priori proporRion

.1587 = area beyond — I~
.0113 = adjustment needed in -10"
A A
.956 = Level 2 T .. (.0113)%(956) = .94k4 = adjusted 7z
@
3.200 = mean of Y of Level 2

=94k = ady. & "
2.256 or 2.3 .. students with Y,<2.3 were assigned to Level 1

A PaY
Level 3, adjusted 9z = .84 .". Y, =3.2+ .84 = 4.0,

A\
Thus, students with an estimated GPA,Y of 4.1 or, larger were assigned
to Level 3. The remainder of the students with Y,sfrom 2.4 to 3.9 were
assigned to Level 2,

Mathematics: for Level 1, adjustedd, = .621
o
2¥. = 3.1 - .621 = 2.5; therefore, students

wi%h‘?z { 2.5 were assigned to Level 1

for Level 3, adjusted 9= = ,819

Y, =.3.1 + .819 = 3.9; therefore, students
with Yo > 3.9 were assigned to Leve] 3.

The remainder of the students with’Y2 of 2.6 .
to 3.9 were assigned to Level 2.



iLLUSTRATION OF THE PROCEDURE FOR CALCULATING THE CHANCE
EXPECTANCIES OF THE NUMBERS OF STUDENTS EXPECTED TO BE

PLACED CORRECTLY BY CHANCE I[N THE
ENGLISH AND MATHEMATICS

Junior High Check Sample

The a priori densities, English subject area:

Level 1
Level 2
Level 3

The formula used:

thus:

It

25
83 Total N = 148

Lo
.92+_92
N N
= chance expectation
b, ¢, = actual densities
= a+b+c
_ 2 2 2
148 148 148

= 75.097 (number of hits by chance)
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148-75.097 = 72.903 {number of misses by chance)



TABLE LXi

MEANS AND STANDARD DEVIATIONS OF THE SIX VARIABLES COMPRISING THE MULTIPLE DISCRIMINANT
EQUATIONS FOR PREDICTING/CLASSIFYING STUDENTS INTO ACHIEVEMENT LEVELS
WITHIN TWO SUBJECT AREAS ‘

Junior High Validation Sample

Subject Area N Statistic Predictor/Classification Variables
and Level - lowa Tests or Basic Skills Lorge Aptitude
| L, W, W, Al A, Non-Verbal
Mathematics v : '
T General Math 53 Mean ' 42.77 - k3.53 | 43.08 Lo .87 41.30 | 109.96
Level 1 ' ‘
Std.Dev. 7.03 | 8.13 - 7.61 6.3 6.03 11.35
Algebra . 171 Mean - 51.20 ‘51,18 - 51.27 51.33 '51.22 123.68
Level 2 : .
Std.Dev. 8.56 7.8k 8.11 6.69 | 6.87 10.54
Algebra 39 Mean 59.74 63.13 | 63.92 ' 65.62 64.64 136.18
(Honors) ' '
Level 3 Std.Dev. 8.83 - .8.65 7.94 6.07 6.61 8.44
v Li L W A L Total
English ! 4 t 3 ' orge Tore
Basic Comp. 25 Mean . 45,50 4y 12 43,44 42 .04 43, 24 111.00
Level 1 '
Std.Dev. 8.40 7.46 5.90 9.34 8.83 11.38
Composition 97 Mean 5].28 51.07 51.22 51.87 | 50.93 122.49
Level 2
Std.Dev. B.24 - 8.99 5.27 | 7.86 7.89 8.55
Eompi §Honors) 135 Mean 59.89 61.49 62.26 62.40 63.86 137.06
eve ,
' Std. Dev. 7.84 7.47 7.88 8.31 8.43 6.76

661



TABLE LX1I
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THE BASIC DISCRIMINANT EQUATIONS FOR THE MULTIPLE

DISCRIMINANT ANALYSIS

Junior High Validation Sample

English
Basic Composition Composition Coﬁposit?on (Honors)
Level 1 Level 2 Level 3
N = 25 N.= 97 N = 35
L] + . 15453 L] + 11743 L] + 11442
Ly, + .3343] Ly, * .35386 L, t+ .38921
Lt - 04383 Lt + .03705 Lt + .03705
W3 - .55885 W3 - .50973 W3 - .50973
Ay - 29771 Ay - 29729 Ay - .29729
Lorge T + 1.83500 Lorge T - 1.93755 Lorge T + 2.04531
constant-93.62059 -110.87670 -137.05474

Mathematics

General Math Algebra Algebra (Honors)
Level 1 Level 2 Level 3
N = 53 N=111 N = 39
L, * . 14547 Lt + . 18437 Lt + ,18865
Wy o+ L1736k W, + .18760 W, + 24287
Wz - ,04838 WZ - 04749 WZ + .01582
A, * .07559 A] + .19756 A] + .37936
At + ,27651 At + 34956 At + .45202.
Lorge NV 4+ .86102 Lorge NV + ,92628 Lorge NV + ,93806
constant -60,4429] -79.61181 -104,73488




201

SIMPSON'S (1957) FORMULA FOR ADJUSTING THE MULTIPLE DISCRIMINANT
EQUATIONS FOR PREDICTING/CLASSIFYING STUDENTS INTO GROUPS
Simpson's formula for modifying the basic discriminant equation
so as to take into account the unequal sizes of the groups (i.e., the
a priori proportions) upon which the basic discriminant equations were
developed involves, in essence, adding a constant, K, to the discrimin-

ant equation's constant. The formula is:

where the tems .62, 1, and .45 are constants and
D = the intergroup distance of the discriminant
analysis

and
Loge = the natural or Naperian logarithms of the
a priori proportions of groups 1 and 2 respectively;
i; this study these are the proportion of students in
Levels 1 and 2 within the English and mathematics
subject areas of the validation sample. In the

following illustration,”, = 0.159; 772 = 0.618.

Continued



The inter-group distances, Dy-2s between Levels 1 and 2 of the
English and mathematics areas of the junior high validation sample are
calculated first. Use is made of the junior high English validation
sample as an illustration:

For convenience in following the computational procedufes, the
means of the variables from Table LX) and the unadjusted basic dis-
criminant equation for £he junior high English subject area are
extracted from Table LX1| and reproduced here:

Means of the English subject area discriminant variables

Basic Composition Composition Composition (Honors)
Level 1 Level 2 Level 3
N = 25 N =97 N =35
= 0.159 7,20.618 T;= 0.223
Variable il X Xs
L 45.50000 51,27835 59.88571
Ly 44, 12000 51.07216 61.48571
Ly 43, 44000 51.21649 62.25714
W3 42.04000 51.86598 62.40000
Ay 43.24000 50.92784 63.85714
Lorge
Total 111.00000 122. 49485 137.05714

Unadjusted discriminant equations of English subject area

Basic Composition Composition Composition (Honors)
Level 1 Level 2 Level 3
L 0.15453 0.11743 0.11442
L 0.33431 0.35386 0.38921
L -0.04383 0.03705 0.14892
W -0.55885 -0.50973 -0.54810
A -0.29771 -0.29729 -0.18899
Lorge
Total 1.835 1.93755 2.04531

Unadjusted or Basic Characteristic Score {constant)

-93.62059 -110.87670 -137.05474

Continued
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I. Steps in evaluating D]_2

1. (Y21d11)+ (Xzzdlz) + . . .+ (§\26d]6) = C’g

) o - o = U -where: ]
° 2 27 %o Cy,Cy = respectively, the
o unadjusted characteristic
3. Gy - Clp = 2Dy scores for Levels | and Z
b e - Cy = " _ discriminant equations
: 2 1 = X921 = mean of the first variable
o2 (ie.Ly) in level 2
5. Cp = Clhy =23D dl] = discriminant coefficient
, 2 ; 2 of the first variable
6. Dj-p :}ED” +2D4 (L1) in level 1
Co = unadjusted character-

isticc score of the
) level 2 discriminant
equation (110.87670)

C = unadjusted characteristic
score of the level 1 dis-
criminant equation
(93.62059)

Thus

1. ¢, = [(51.27835)x (0. 15453)] + [[51.07216)%(0.33431)] + {(51.21649)x
(—ogoh383)j + @51 086598)x(—o°55885ﬂ + E5o°92784)x(-o°2977lj+
(122 59485)%(1.8350]] = 203.38417

2. 203.38417 - 110.8767 = 92.50747= ¢,

3. 93.62059 - 92.50747 = 1.11312 = 3D,°

4, 203.38417 - 93.62059

109.76358 = CT

2
2

6. D= 4f1.11312 + 1.11312 = |2.22624 = 1,49205

I

5. 110.8767 - 109.76358 1.11312 = 4D

The inter-group distance, D2_3, was calculated in the same manner
but with the Level 3 X's substituted in discriminant equation for level 2
yielding a D2_3 value of 2:3694. Its K value = 0067]370‘ When the
computationa!l procedure giscribed under Il and 1! below was appliéd
to the Level 2 unadjusted (Basic) discriminant equation, the adjusted
characteristic score, C'2, for Level 2 was computed to begunadjusted

characteristic score Ly, + K= C'2 or -110.87670+0.67137 = -110.20533.
Continued
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Similarly, the inter-group distance, Dﬁ_3, was calculated by
multiplying the Level 3 X's by the Level 1 discriminant coefficients
which yielded a Dﬂ;3 vaﬂue‘of 4.13066. its K value =~’0;2228‘E°
Its Cé = C3 + K ==-137.05474 + (-0002228R) = -137.27755.

TI. Computational procedure for obtaining K, the constant by which

the characteristic score of the discriminant equation for the Level |

group (Basic Composition) is to be adjusted: -

K= {D I = .62 L .1 - L 0.618
0 - ous)x(uol@zos)( °de 0-159 = Loge :

= %%m (-1.83885 - 0.48127)

= .62 i

-0.50559

~
I

(-0.50359)¢ (1.49205)

-0.75137

IIT. Computational procedure for applying the constanf, K,

(-0.75137) to the Level 1 (Basic Composition) equation:
Level | unadjusted discriminant equation = 0.15453 Ly, +

0.33431 LA - 0.04383 Lt - 0.55885 W3 - .29771 Aﬂ + 1.835 Lorge T

- 93.62059
= 1
1. € + K=¢Cly
2. C"] - C“2 = final adjusted constant)cﬂ adj .
where C, = unadjusted characteristic score, Level 1

discriminate equation
K = as defined above

C“2 = adjusted characteristic score, Level 2
discriminant equation

Continued



Thus,

1. =93.62059 - 0.75137 = -94,37196 C"]

2. 110.20533 - 94.37196 = 15.83337

Final adjusted constant,
Cy adj.

Therefore, the adjustment of. the Level 1 discriminant equation
was accomplished by replacing its characteristic score, -93.62059,
with the adjusted value, 15.83337.

An illustration of the application of the computational
procedures described above to the scores of three students, one
from each level in English,is presented in Table LXIil,

The summary of the results of the computation and application
of the adjustment factor to the basic unadjusted multiple

discriminant equation is presented in Table LXIV,
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TABLE LXIII
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ILLUSTRATION OF THE COMPUTATIONS INVOLVED IN THE APPLICATION OF THE
UNADJUSTED AND ADJUSTED MULTIPLE DISCRIMINANT EQUATIONS
TO THE TEST SCORES OF THREE STUDENTS,

ONE FROM EACH LEVEL

English Subject Area

Junior High Validation Sample

Discriminant Student #19 Student #100 | Student #191"
Level 1 ~ Equations Test Scores Test Scores Test Scores
L, 0.15k53%%* 61 59 Ly
Ly 0.33431 47 43 47
Ly -0.04383 45 53 48
W3 -0.55885 51 57 51
Aj -0.29771 34 k9 69
Lorge T 1.83500 117 129 130
of products 199.23806 211.45237 209.91471
Unadj. Charac. Score {?‘93.62059 -93.62059 . -93.62059
Unadj. Discriminant Score 105.63277%* 117.82178 116.29412
Adjusted Charac. Score 15.83337 . 15.83337 15.83337
Adjusted Discr. Score 215.07143 227,2757% 225. 74808
‘Discriminant
Level 2 Equations
L] 0.11743 61 59 Ly
Ly 0.35386 47 43 b7
Lt 0.03705 L5 53 48
W3 -0.50973 51 57 51
A} -0.29729 34 kg 69
Lorge T 1.93755 117 129 : 130
of products 216.05116 230.43013 '228.94900
Unadj. Charac. Score -110.87670 -110.87670 -110.87670
Unadj. Discriminant Score - 105, 17446 119.55343% 118.07230
Adjusted Charac. Score se== | mm—- ——=
Adjusted Discr. Score 216,05116%* 230.43013%* 228.94900%*
Discriminant
Level 3 Equations
Ly O.11442 61 59 Ly
Ly 0.38921 47 43 Ly
L, 0.14892 ks 53 L8
W3 -0.54810 51 57 51
A} -0.18899 34 49 69
Lorge T  2.04531 117 129 130
& of products 236.89640 255.72235 255.37240
Unadj. CGharac. Score . -137.05474 -137.05474 ~137.05474
Unadj. Discriminant Score 99. 70666 117.66761 118.31766%
Adjusted Charac. Score ~27.07222 -27.07222 -27.07222
Adjusted Discr. Score 209.82418 227.65013 228.30018
Level assigned by #19 #100 #191
Unadj. Discr. Equat. ] 2 3
Adjusted Discr. Equat. 2 2 2
Level in which Student Enr'ld ] 2 3

KN
X

- highest unadjusted discriminant score-student assigned to that level

%% - highest adjusted discriminant score-student assigned to that level
%%%x- Multiply the test scores of each student, 19, 100, 191 by
the products; thus, for student #19,
(0.15453)x(61)~. . .-(1.835003x(117) = 199.23806

each coefficient and sum
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TABLE LXIV
SUMMARY OF THE RESULTS OF THE COMPUTATION AND APPLICATION OF
THE ADJUSTMENT FACTOR TO THE BASIC MULTIPLE
DISCRIMINANT EQUATION

Junior High Group Validation SampTe

Final Adj.
Basic Discr, Adjusted Discr. Char-
Subject Area| Adjustment] Characteris- | Discr. Char- | acteristic
and Level Factor tic Score acteristic Score
K C Score ¢! =C' =Cadj.
C+K=CI ])2,3 2
English
Basic Comp. -0.75137 (= -93.62059Ci= -94.37196 +110.20533
(Level 1) - 94,37196
15.83337
Composition | 0.67137 [Cy= -110.87670fc = -110.20533]  -110.20533
(Level 2) 2 +110.20533
0
Composition
(Honors) -0.22281 C3= —137°05474m§= -137.27755 -137.27755
(Level 3) +110.20533
- 27.07222

Mathematics

General Math | -0.72663 Cy= —6o,hhzglci= -61.16594 +78 55975

(Level 1) -61,16594

17.3838]

Algebra 1.05206 |C,= -79.61181c =-78.55975 |  -78.55975

(Level 2) 2 +78.55975
0

Algebra .

(Honors) 0.27865 C3= -104.73484¢c'= -104.45623 -104.45623

(Level 3) 3 : + 78.55975

-25.896L438
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