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PREFACE 

This thesis is a stuqy of polytopes in finite dimensional Euclid~ 

ean space, E. Some of the results obtained, especially those in the 
n 

first part of Chapter I, are also valid in a more general setting. ~ow-

ever, a polytope is always a finite dimensional set and hence a finite 

dimensional setting is appropriate. 

It should be pointed out that in some mathematical writing the term 

11polytope 11 may have a different or more general meaning than the one 

used here. Possibly the terminology "convex polytope" should be used 

for precision. However, to avoid a large number of repetitions of tqe 

word "convex", the shorter term "polytope'' is used. This practice is 

also followed by Grunbaum, [ 2 ] • 

The terminology and symbolism used is either defined or is the same 

as that used in Grunbaum, [ 2 J, and Valentine, [ 7 ] • The end of a proof 

is marked by the symbol I . 
Chapter I concerns itself with the support functional and the 

facial cones of a polytope. In Chapter II, more information is obtain~ 

ed about the facial cones which in turn are used to characterize local 

similarity of polytopes. The third chapter is a study of indecomposable 

and decomposable polytopes. 

I would like to express my deep appreciation to Professor E. K. 

McLachlan for the inspiration he has provided over the past three years 

and his assistance in the preparati9n of this thesis. My thanks go to 
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Professors Hiroshi Uehara, Joll.n Jobe, and John Stone for their assist­

ance while serving as members of my committee. Also, I want to thank 

my parents and my wife Esther for their encouragement and moral sup­

port during my graduate studies, 

Finally, I am indebted to the Department of Health, Ed~cation and 

Welfare for providing an NDEA fellowship this p~st year. 
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CHAPTER I 

FACIAL CONES OF POLYTOPES 

Let C be the collection of all compact convex sets in Euclidean 

n-space E . 
n 

Then C can be given an algobraic structure by making 

the following definitions: 

A+ B = {a+ b: a EA, b EB }, 

a.A = { ex.a: a E A } for any real a. 

The collection C with these two operations has all of the de-

fining properties of a real linear space except for the existence of 

additive inverses and the property (a+ ~)A= a.A+ ~A for a and ~ 

arbitrary real numbers. It is easy to see that an element of C has 

an additive inverse if and only if it is a singleton. The property 

(a+ ~)A= a.A+ ~A holds provided that a~~ O. Proofs of these facts 

about the collection C can be found in Grunbaum, [ 2], p. 317. Al-

though in general elements of C do not possess additive inverses, it 

can be shown that the cancellation law for addition holds, that is 

A+ C = B + C implies that A= B. For the proof of this fact, see 

Radstrom, [ 4], Po 167. 

Associated with each convex set K is a certain subset of K 

called the set of extreme points of K. The extreme points of a con-

vex set will be very useful in the sequel and they are defined as 
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follows: 

Definition 1-1. Let K be a convex subset of En and let x0 EK. 

Then x0 is an extreme point of K, written x0 E ext(K), if and op.ly 

if there do not exist two.distinct points x1 and x2 of K and a 

r~al number t, 0 < t < 1, such that x0 = t~ + (1 - t)x2 • 

A fundamental result about the extreme points of a set in C is 

t~~ Krein - Milman theorem which is as follows: 

Tneorem 1-1, Let K .EC, Then K = conv[ext(K)]. 

The proof of this tp.eorem appears in many places 1 for example by 

Grftnbaum, [ 2 ] , p. 18. 

The set of extreme points of any scalar multiple of a convex set 

K is det~rmined by the set o! extreme points of K and the scalar as 

f~llows: 

Theorem 1-2. Let K be a convex s,t in En and let a. be any real 

n~mber. Then ext(aK) = a. ext(K). 

Proof: First note that in the case a.= O, ext(a.K) = {O} = a. ext(K). 

Suppose then that a. -/= 0 and let a.x G:i ext(a.K), x E K and assume 

that x ~. ext(K). Then by Definition 1-1, there exists two distinct 

elements xl and x2 of K and a real t, O<t<l, such that 

x = tx1 + (1 - t)x2• Then a.x = t(a.xl) + (1 - t) ( a.x2 )_ , which cont:i:-a-

diets the supposition that q.x E £;?xt( a.K). Therefore x E; ext(K) arid 
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hence ax~ a. ext(K) and so ext(a.K) c: a. ext(K). This inclusion im-

plies the reverse inclusion, for 

ext(K) = ext[(l/a.)•a. K] c:: (1/a.)ext(a.K) 

which is equivalent to a. ext(K) c: ext(a.K).I 

In view of Theorem 1-2, one might expect that 

ext(A + B) = ext(A) + ext(B). 

However in general this is not the case and it can only be conclude~ 

that ext(A + B) c:: ext(A) + ext(B). Later on, in Theorem 1-18, it is 

determined exactly which elements of ext(A) + ext(B) are in 

ext(A + B) in the case where A and B are polytopes. 

Theorem 1-3. For convex sets A and B in E, 
n 

ext(A + B) c:: ext(A) + ext(B). 

Moreover, if z E ext(A + B), z = ::l!'. + y where x EA and y E. B, 

then x E ext(A) and y E ext(B). 

Proof: Suppose that x ~ ext(A). Then by Definition 1-1, there exist 

elements x1 

0 < t < 1, 

and x2 

such that 

in A, x1 ft x2 , and area+ number 

x = tx1 + (1 - t)x2. Then 

z = x + y 

= tx1 + (1 - t)x2 + y 

= t(x1 + y) + (1 ~ t)(x2 + y), 

3 

which contradicts the fact that z E ext(A + B). Therefore, x E ext(A) 

and similarly, y E ext(B).I 

The following result is an easy consequence of Theorems 1-1 and 

1-3, and will be used later to show that the sum of two polytopes is 



again a polytope. It also provides a practical method of obtaining 

A+ B from ext(A) and ext(B) (cf. Figure 1-1). 

T~eorem 1-4. If A and B EC, then A + B = conv[ext(A) + ext(B)]. 

Proof: By Theorem 1-3, ext(A + B) c: ext(A) + ext(B), and therefore, 

using Theorem 1-1, A+ Be: conv[ext(A) + ext(B)]. Also, since 

ext(A) + ext(B) c:: A + B and A + B is convex, 

conv[ext(A) + ext(B)] c:: A + B.I 

A very important concept to be used in the sequel is that of a 

face of a polytope. . However, this concept can also be defined for any 

convex set as follows: 

Definition 1-2. Let K be a convex subset of E. 
n 

A set F is a 

face of Kif and only if F = K, F = ¢, or F = H n K where H is 

some supporting hyperplane of K. The faces K and ¢ are called im-

proper faces of K. All other faces of K are called proper faces. 

If dim(F) = j, then F is called a j-face of K, The 0-faces of 

K are also called exposed poi~ts of K, and the totality of such 

pgints is denoted by exp(K). 
,, 

Later in the development many results will depend upon the concept 

of the support functional of a polytope. As in the case of Defipition 

1-2, this functional can be defined for any compact convex set as 

follows: 

Definition 1 .... 3. Let KE C. For a,ny x EE , n 
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The functional tK is called the support functional of K. 

Theorem 1 ... 5. Support functionals have the following properties: 

(a) real valued, 

(b) sublinear, 

( c ) f A + f B = f A+ B' 

(d) faA = afA for a~ O, 

(e) fA = fB implies that A= B, 

(f) A= {x: X•Y S fA(y) for all y}. 

For the proof see Valentine, [7],pp. 58-59and p, 153, 
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If A and B are two compact convex sets in E, then so are the 
n 

sets An B and conv(A U B), (cf. Valentine, [ ?], p. 30, Th, ,3.10). 

By defining A /\ B = A n B and A VB = conv(A U B), the collection C 

with the operations /\ and v form a lattice with respect to the order 

relation set inclusion. ~4e next theorem considers the support func-

tionals of AV B and A/\ B in terms of fA and fB~ 

Theorem 1-6. Let A and BE C. Then fAVB = max(fA,fB). If also 

AU BE C, then fA/\B == min(fA,fB). 

Proof: Let x E E • 
n 

Since AC AV B, 

fA(x) = sup{x•y: y EA} S sup{x,y: y E AVB} = fAVB(x). 

Similarly, fB(x) S fAVB(x) and hence max[fA(x),fB(x)] S fAVB(x). 

Now let y E conv(AUB). Then there exists y1 EA, y2 EB and a real 

t, 0 St S 1, such that y == ty1 + (l - t)y2 (cf. Valentine, [7], 



p; 16, Tli,. l~) •. 'l?h!Lis, 

x.y = x•[ty1 + (l - t)y2J 

= t(x.yl) + (l - t)(x·r2) 

S tfA(x) + (l - t)fB(x) 

S t max[fA (x), :f'B(x)J + (l - t)max[f ix), fB(x)] 

= max[fA(x), fB(x)], 

and therefore fA\S(x) S max[fA(x), fB(x)J. 

Now assume that AU B is convex and again let x EE. Then 
n 

fAN3(x) == sup _x•Y S sup X•Y = fA(x) and similarly, f A/'J!,(x) S fB(x) 
;r,,'E"~ y~A 

and hence f MB.(x) S min[fA (x), fB(x)]. 

Now suppose that fAAB(x) < min[fA(x), fB(x)]. Then 

fAAB(x) < fA(x) and fMB(x) < fB(x). There exists y1 EA and 

y2 €B such that fA(x) ~ x,y1 and fB(x) = x 0 y2 (cf. Valentine, 

7 

[7 ], p. 58, Th, 5.2). tet t = inf{ ex: 0 Sa.,:::: land a.y1+(1-a)y2 EA} 

and define yt = ty1 + (l - t)y2 • Then Yt e A since A is closed. 

If t = O, then yt ::=.y2 .B. If t > o, then a.y1 + (l-a.)y2 ('B 

for O,:::: a< t since AU B is convex and hence yt EB since B is 

closed. Thus in any case, yt EA n B, Therefore, x•yt ~ fAAB(x). 

However, 

X~Yt = X•[ty1 + (1 - t)y2] 

a contradiction.I 

= t(x·y1) + (l - tHx·y2 ) 

> tf.AAB(~) + (1 - t)fAAB(x) 

= f'A/'J?,(x)' 

Now suppose that K (!j,' C and x0 E En, x0 I= O. 

venient to use the not~tipn H(K,x0) to represent 

It will be con-
1 

{x: X•X = fK(x )}. 
0 0 



is a hyperplane in E. The following theorem gives 
n 

more information about H(K,x0) and also shows the reason for calling 

fK a support functional. 

8 

Theorem 1-7. The set H(K,x0) is a hyperplane of support for K. Con­

versely, if H is any hyperplane of support for K, then there exists 

an x0 ,/= o for which H = H(K,x0). 

Proof: By Definition 1-3, Y•Xo .:S fK(x0 ) for every y E K, so that 

H(K,x0) bounds K. That H(K,x0 ) supports K follows from Valentine, 

[7], (cf. p. 58, Th. 5.2). 

Now suppose that H = { x: f(x) =a.} is any hyperplane of sup-

port for K. Suppose~ without loss of generality, that f(y) < a. for 

all y EK. There exists some x0 I, 0 

x EE (cf. Taylor, [6], pp. 44-45). 
n 

for which f(x) 

Thus y•x < a. o-

:::: X•X for all 
0 

for all y EK, 

which implies that fK(x0) < a.. A:lso, if y O is any element of H n K, 

then fK(x0) ?_ y0 ,x0 = a.. Therefore, fix0) = a. and so H=H(K,x:0).I 

The remainder of this study will be concerned primarily with the 

concept of a polytope. Polytoves are defined as follows: 

Definition 1-4. Let P be a subset of E • n 
Then P is a polytope if 

and only if there exists a finite set A such that P = conv(A). 

There are several different characterizations of a polytope (for 

example, see Grunbaum, [2], pp. 31~32). The following characteriza-
' 

tion will be sufficient for the results to be obtained here. 



Theorem.1-8. Let P be a subset of E. 
n 

~!i only if P E C and ext(P) · is finite. 

9 

Th~n P is a polytope if 

Proof: Suppose first that P = conv(A) where A is finite. Clearly, 

P is convex and al~o P is compact (cf. Valentine, [ 7], p. 40, Th. 

3.10). To show that ext(P) is finite, it is sufficient to show that 

ext(P) is contained in A. Suppose there exists some x0 E ext(P) \ A. 

Then AcP \ {xo} and it is easy to see that p \ {xo} is convex 

since x0 E ext(P). This contradicts the fact that P, being the con-

vex hull of A, is the smallest convex set containing A. 

Now suppose that P E C and that ext(P) is finite. Then Theo~ 

rem 1-1 implies that P = conv[ext(P)] and hence P is a polytope.l 

Let P denote the collection of all polytopes in E • Theorem 
n 

1-8 implies that P c: C • Moreover, Theorem 1-2 implies that P is 

closed under scalar multiples and Theorem 1-4 shows that P is closed 

under sums. Therefore, P is an algebraic sub-structure of C • 

The next result shows that any face F of a polytope P is aga~n 

a polytope and characterizes the extreme points of F in terms of the 

extreme points of P and the hyperplane of support for P which deter-

mines F. 

Theorem 1-9. Let F be a face of a polytope P. Then F is a poly-

tope. In fact, if F = H n P where H is a hyperplane of support for 

P, then ext(F) = H n ext(P). 

The proof i~ given by Grti.nbaum, [ 2], (cf. p. 18, Th. 2). Frolli 

Theorem 1-9, it i~ clear that a polytope has only a finite number of 
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faces., 

It can be shown that for any convex set K in En' exp(K)c:;:ext(K) 

(cf. GrUnbaum, [ 2), p. 18). In general; this containment is proper, 

even for qornpact convex sets. An example of this in E2 is given by 

Figure 1-2 in which K is the set obtain~d by taking the convex hull 

of a disk and a point not in the disk. The point x0 in the figure is 

in ext(K) but not in exp(K). 

Figure 1-2. 

The following theore, shows that for .polytopes, extreme points and 

exposed points coincide. 

TJ:;ieorem 1-10. · Let P E p. Then ext(P) = exp(P), 

The proof of this theorem follows easily from twq theorems of 

GrUmbaum, [2], (cf. Th. 3, p. 18 and Th. 9, p. 19). 

The µ,xt two theorems ¥haracterize the support functional of a 

polytope. 
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Theorem 1-11. Let P E P and x E E • 
n 

Then fp(x) = max{x 0 v: v E ext(P)}. 

Proof: Clearly, fp(x) ~ max{x•v: v E ext(P)}. Let y E P. By Theorem 
m 

1-1, P = conv[ext(P)] and therefore y =ta.v. where for each i, 
l 1 1 

vi E ext(P), a. > O, 
1 -

1)1 
and r:a. = 1. Then 

1 l. 

m m 
x,y = Ea.(x,v.) < r:cx..[max{x.v: v E ext(P)}] = max{x,v: v E ext(P)}. 

1i 1 -1i 

Therefore, fp(x) ~ max{x,v: v E ext(P)}.I 

Theorem 1-11 shows that the support functional of a polytope is 

the maximum of a finite number of linear functionals. The next result 

establishes the converse of this statement. 

Theorem 1-12, Suppose that f is a functional such that for all x E E , 
n 

f(x) = max{x,v: v EA} where A is a finite set. Then f = fp, where 

P = conv(.A). Also, A= ext(P) if and only if there does not exist a 

proper subset A0 of A such that f(x) = max{x·v: v E A0} for all x. 

Proof: Recall that in the proof of Theorem l-8, it was shown that 

ext(P) c:: A. Therefore, using Theorem 1-11, 

fp(x) = max{x•v: v E ext(P)} ~ max{x•v: v E: A}= f(x). 

Bl.it also, f(x) = max(x•v: v E AJ ~ sup(x•y: y E P} = f1/x), and there­

fore f(x) = fp(x). 

To prove the second part of the theorem, first suppose that 

A= ext(P) and assume there exists a proper subset A0 of A such 



12 

that f(x) = max X•V. Then, as noted above, ext(P) C:: A0, a contradiction. 
vEA0 

Now suppose that A I ext(P). Then ext(P) is properly contained 

in A and therefore, in view of Theorem 1-11, 

f(x) = max(x.v: v E ext(P)}, a contradiction.I 

Theorem 1-11 prqmpts tne following definition: 

Definition 1-5. For PEP and v E ext(P), let 

C(P,v) = {x: fp(x) = X•V}o 

Also, if F is a face of P, let C(P,F) = n(C(P,v): v E ext(F)}. 

When no confusion arises, the notations Cv and CF will be used 

instead of C(P,v) and C(P,F). 

Theorems 1-13 and 1-14 give some usef'l,11 information about the sets 

of Definition 1-5. 

Theorem 1-13. For P E P and any face F of P, CF is a closed 

convex cone with vertex at the origin. 

Proof: Let v E ext(P). From Theorem 1-11, it is clear that the 

functional fp is continuous and hence the functional defined by 

h(x) = fp(x) - X•V is also continuous. 

closed set. 

Thus h-1(0) = C is a 
v 

Also, 

Now if x E Cv and a is any nonnegative real number, then 

Now suppose that 

which implies that ax EC. 
v 

x and y EC. 
v 

Then 

fp(x + y) ~ (x + y)•v by Defihition 1-3. Therefore, x + y E C • v 

Thus C is a closed convex cone with vertex at O and therefore 
v 
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so is n{c : y E ext(F)} .I . v . 

The cone CF will be called the facial cone of P corresponding 

to F. 

Theorem 1-14. Let P E P. Then U(C : v E ext(P)} = E • 
v n 

Proof: By Theorem 1-11, if x EE , there exists some v E ext(P) 
n 

such that fp(x) =·x.v, Therefore, x E Cv c: U{Cv: v E ext(P)},I 

The next two theorems give a simple geometric description of the 

facial cone CF (see Figure 1-3 for an example in E2). 

Theorem 1-15. Let P E P and suppose that F is a face of P. Let 

Proof: First suppose that x0 E CF and let v E ext(F). Then x0 E Cv 

which means that fp(x0) = x0.v. This says then that v E H(P,x0). 

Therefore ext(F), c::: H(P ,x0) and so F c::: H(P ,x0). 

Now suppose that F c::: H(P,x0) and let v E ext(F). Then ... 

v E H(P,x0), which implies that x0.v = fp(x0). This means that 

x0 E Cv and hence x0 E CF. I 
Let K be a convex set in E . 

n 
In the sequel, the notation fh(K) 

will be used to denote the minimal flat which contains K. Also, 

relint(K) and relbd(K) will denote respectively the interior and 

boundary of K, using the topology of K relative to fh(K). 
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Theorem 1-16. Let P ,E P and suppose that F is a face of P. Let 

x0 E En, x 0 ,j O. Then x0 E relint(CF) if and only if F = P n H(P,x0). 

Proof: Suppose first that x0 E relint(CF). Then there exists some 

e:; > 0 such that if II x .. x0 11 < e:; and x .E <~>, the linear span of 

CF, then x E CF' 

By Theorem 1-15, F c:: P n H(P ,x0 ). Thus the proof will be com­

plete if it can be shown that P n H(P,x0) c;: F. Suppose that this is 

not the case. Then there exists some v 0 E ext(P) \ ext(F) such that 

v O E H(P,x0 ). Choose x1 f O such that F = H(P,x1 ) n P. Then 

x1 •VO < fp(x1 ) = x1 ,v for each v E ext(F). Also, x1 E CF by Theo­

rem 1-15. Let :x:2 = e:;(2 llx0 - x1 ll)-1 (x1 - x0) and let x3 = x0 - x2 • 

Then x3 E <CF> and II x3 - x0 II = e/2 < e. The desired contradiction 

will be reached by showing that x3 f CF. To do this, let v E ext(F). 

It is clearly sufficient to show that x3 i Cv. This fact will be es­

tablished by the following sequence of inequalities in which the first 

inequality implies that x3 ~Cv' each inequality is true if and only 

if the succeeding one is, and the last inequality is known to be true: 

V•X3 < v0 °x3 , 

x3 . ( v O - v) > 0 , 

[xo + e(2 llxo ... :x:1 ll)-1 (xo - xl)J.(vo - v) > o, 

x 0 .(v0 - v) + e::(2 llx0 - x1 ll)-1 (x0 - x1 ).(v0 - v) > o, 

x 0 .(v0 - v) + x1 .(v - v0 ) > 0, 

x1 • ( v - v 0 ) > 0 , 

x1 °v0 < x1 .v. 

Now for the proof of the converse implication, suppose that 



F = H(P,x0) n P. Given MY v E ext(F) and v E ext(P) \ ext(F), 

Xo•(v .. v) > o. Therefore, there exists an e;(v,v) > 0 such that if 

II x - XO II < e;(v,v)' then X•(V - v) > o. Choose e: = min e;(v,v) 

where the minimum is taken over all choices of v E ext(F) and 

16 

v E ext(P) \ ext(F). Then for II x - x0 II < e;, X•V > x,v holds when­

ever v E ext(F) and v E ext(P) \ ext(F). Now suppose that x E <CF> 

and II x - x0 11 < e;. The proof will be complete if it can be shown 

that x E CF. Since x E<CF> = CF - CF, . x = x1 - x2 where x1 , 

x2 E CF. Also, since II x - x0 11 < e; and by use of Theorem l-11, 

there exists some v E ext(F) for which fp(x) = x•v. Now let v be 
0 0 

any element of ext(F). Then 

Therefore, x E CF.I 

= X1•Vo - X2·Vo 

= X•VQ 

= fp(x). 

Corollary l-l6a. With the hypothesis of Theorem 1-16, x0 E relbd(CF) 

if and only if F is a proper subset of P n H(P,x0). 

Proof: This is true because relbd(CF) = CF \ relint(CF) .I 

Corollary l-16b, If F and G are two faces of P and if F is 

not a subset of G, then. CF n relint(CG) = ¢. 

Proof: Suppose there exists some x0 E CF n relint(CG). Then using 



Theorems 1-15 and 1-16, F c ~(P,x) n P ~ G, 
. 0 

17 

a contradiction.I 

It will be shown later that for a polytope P in E, dim(C) = n n v 

for each v E ext(P), so that in view of Theorems 1-10 and 1-16, 

int(C) ~ ¢. Hence there exists a finite number of the sets C with v v 

non-empty interiors for which E = u C and fp 10 is linear. The 
n · v v 

next theorem shows that all sublinear functionals of this type are sup~ 

port functionals for some polytope. 

Theorem 1-17. Let f be a sublinear functional and suppose that there 

exists sets cl, c2, .... ' c· and vectors vl' v2, . '0' v such that m m 
m 

int(C.) Jf ¢ { x: f(x) E = ~Ci' for each i, and c. = = X•V. n . 1 1 1 

Then f = fp where P = conv{ v1 , v2 , o••t V } 0 m 

Proof: Let x EE • n There exists i;;ome i such that x E c.' that 
1 

f(x) ::: X•V. • The proof will be oomplete if it can be shown that 
1 

X•V. > X•V,, j = 1, 2, ... ' m by Theorem 1-11. Suppose 
+ - J 

that x•vi < x•vj. Choose y E int(C/· For O < t < 1, 

f[ty + (l - t)x] ~ tf(y) + (l - t)f(x) 

= t(y.v.) + (1 
J 

< t(y·vj) + (l 

.. t)(x 0 V.) 
1 

.., t)(x•v .) 
J 

= [ty + (l - t)x]•v .• 
J 

This contradicts the fact that y E int(C.). I 
J 

for some 

}. 

is, 

j 

The next theorem shows how the facial cones of Definition 1-5 can 

be used to characterize the faces of the sum of two polytopes. The 

following lemma simplifies the proof: 



Lemma 1-18. Let A and B E C and x0 E En, x0 ,f. O. Then 

H(A+B,x0) n (A + B) = H(A,x0) n A + H(B,x0) n B. 
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Proof: First let a+b E H(ArB,x0 ) n (A+ B) where a EA and b EB 

and suppose that a~ H(A,x0). Then a·x0 < fA(x0 ), which implies that 

f A+B(x0 ) = f/x0 ) + fB(x0) > a·x0 + b·x0 = (a+ b) .x0 i a contradiction. 

Thus a E H(A,x0) and similarly, b E H(B,x0). 

Now let x + y E H(A,x0) n A+ H(B,x0) n B where x E H(A,x0) n A 

and y E H(B,x0 ) n B. Then x + y EA+ B and 

(x + y)•Xo = X•Xo + Y·Xo = f/xo) + fB(xo) = fA+B<xo) 

shows that x + y E H(A+B,x0).I 

Theorem 1-18. Let P and Q E P and let F and G be faces of P 

and Q, respectively. Then F + G is a face of P + Q if and only if 

relint[C(P,F)] n relint[C(Q,G)] ,j. ¢. 

Proof: First suppose that F + G is a face of P + Q. Then by Theo-

rem 1-7, there exists some x0 ,f. 0 such that F + G = H(P+Q,x0) n (P+Q). 

By Lemma 1-18, F + G == H(P,x0) Fi P + H(Q,x0) n Q. It will now be es­

tablished that F == H(P,x0) n P and G = H(Q,x0) n Q. Let y E F and 

suppose y ~ H(P,x0), Then fp(~0 ) > y·x0• · Choose any y E G. Then 

y + y E F + G and thus (y + y)·x0 = fP+Q(x0) since F+G c H(P+Q 1 x0). 

But since fp(x0 ) > y 0 x0 and fQ(x0) ~ y•x0, 

(y + y)·x0 == y·x0 + y,x0 < fp(x0) + fQ(x0) == fP+Q(x0 ), 

a contradiction. Therefore, F c H(P,x0) n P and similarly, 

G C: H(Q,x0 ) n Q. Now since 

F + H(Q,x0) n QC: H(P,x0) n P + H(Q,x0) n Q = F + G, 
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it follows that H(Q,x0 ) n Q c G and similarly, H(P,x0 ) n Pc F. 

Therefore F = H(P,x0) n P and G = H(Q,x0) n Q and so by Theorem 

1-16, x0 E relint[C(P,F)] n relint[C(Q,G)]. 

Conversely, suppose that x0 E I'elint[C(P,F)] n relint[C(Q,G)]. 

By Theorem 1-16, F = H(P,x0 ) n P and G = H(Q,x0 ) n Q. Therefore, 

using Lemma 1-18, F + G = H(P,xo) n P + H(Q,xo) n Q = H(P+Q,xo)n(:P+Q).I 

As was mentioned earlier, it will be shown later that int(C) I¢ v 

for each v E ext(P). In view of this, the preceding theorem states as 

a special case that if v E ext(P) and w E ext(Q), then v+w Eext(P+Q) 

if and only if int[C(P,v)] n int[C(Q,w)] I¢ (cf. Theorem 1-3). An 

example in E2 which illustrates this result is given in Figure 1-4. 

In the figurej int(C ) n int(C ) I¢ and hence v4· + w3 E ext(P+Q)i 
v4 w3 

whereas C and C intersect only at the origin and hence 
v3 w.3 

v3 + w3 ~ ext(P + Q). 
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CHAPTER II 

RELATION OF LOCAL SIMILARITY TO FACIAL CONES 

In this chapter, two equivalence relations, positive homothety 

and local similarity, will be defined on the collection P • 

Definition 2-1. Let P and Q E P. The polytope P is said to be 

positively homothetic to Q, written P - Q, if and only if there ex-

ists some a.> 0 and x0 E En such that P = a.Q + x0 • 

Theorem 2-1. Positive homothety is an equivalence relation. 

Proof: (i) Since P = l·P + O, P - P. 

Then 

(ii) Suppose that P -Q, say P = a.Q + x0 where a.> O. 

1 1 
Q = ;P - cxx0 , which implies Q - P. 

(iii) S1,1ppose that P - Q and Q - R, 

Q = i3R,+ y0 where a.> 0 and i3 > o. Then 

p = a.Q + XO 

=;= a.Ci3R + Yo}'+ xo 

= (a.i3)R + hx;6 + xo) .. 

shows that p - R.I 

say P = a.Q + x0 and 

Suppose now that P and Q are two positively ho.mothetic poly­

topes, say P = a.Q + Xo· By Theorem 1~3, ext(P) c:: ext(a.Q)+ xo. Also, 

since C({x0},x0) = En' C({x0},~0 ) n C(a.Q,z) = C(a.Q,z) for any 
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z E ext(cx.Q) and thus ext(a.Q) + x0 c ext(P) by use of Theorem 1-18. 

Therefore, ext(P):;: ext(cx.Q) + x0 and hence by Theorem 1-2, 
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ext(P) = a. ext(Q) + x0• The next theorem shows that the facial cones of 

a polytope P remain invariant under positive homothety. 

Theorem 2-2. If l? and Q are positively h.omothetic, P = cx.Q + x0 , 

then for any w E ext(Q), C.(Q,w) ;:,:: G(P,cx.w+x0). 

Proof: Let x E C(Q,w). '!'his implies that fQ(x) = x•w. Then 

:;: f <Y.. Q+x ( x) 
. 0 

::; cx.fQf x) + f {xo} (x) 

= cx.(x 0 w) + x·x0 

= (cx.w + x0) •x 

and therefore C(Q,w) c:: C(P,cx.w+x0). By symmetry, C(P,cx.w+:x:0 ) c:: C(Q,w).I 

Definition 2-2. The polytope P is said to be lpcally similar to the 

polytope Q, written P;::: Q, if and only if 

dim[H(P,x0) n Pl = dim[H(Q,x0) n Q) 

for every x0 ~ O. 

Theorem 2-3. Local similarity is an equivalence relation. 

The proof of this theorem is immediate. 

Suppo~e that P and Q are locally similar polytopes.and that 

v E ext(P). Then by Theorem 1-10, there exists an x0 IO such that 

{v} = H(P,x0) n P. Corresponding to v is the face H(Q,x0) n Q of Q, 

and by the local similarity, . H(Q,x0) n Q is an extreme point, say w, 
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Figure 2-1. l?ositi vely Homothetie Polytopes in E2 • 

. Figure .2-2. Locally Similar Polytopes in E2 • 
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of Q. In general, the vextor x0 used to determine v is not unique, 

that is it may also be true that (v} = H(P,x1 ) n P where ~ I x0 , and 

there is no immediate· guarantee that {w} = H(Q,x1 ) n Q, only that 

H(Q,x1 ) n Q is some extreme point of Q. The next theorem shows that 

the relationship described above is a function defined from ext(P) to 

ext(Q). 

Theorem 2-4. Let P and Q be two locally similar polytopes and sup-

pose that v E ext(P), w E ext(Q) where {v} = H(P,x0) n P and 

{w} = H(Q,x0) n Q. If also {v} = H(P,x1 ) n P, t4en {w} = H(Q,x1 ) nQ. 

Proof: Suppose that H(Q,x1 ) n Q = { w'} and w' I w. Then by Theo­

rem 1-16, x0 E int[C(P,v)] r, int[C(Q,ii)J. By Corollary l-l6b 1 

x1 ~ int[C(Q,w)J. Choose x2 on the line segment x0x1 such that 

x2 E bd[C(Q,w)J. Then by Corollary l-16a, dim[H(Q,x2) n Q] > o. 

Therefore, by the local similarity, dim[H(P,x2) n P] > O. This contra-
. i,:~;),¥~l!~.:','~.: )L·-

dic ts the fact that since int[C(P,v)] is convex, x2 E int[C(P,v)J, 

and hence H(P,x2) n P = (v} by Theorem 1-16.I 

Although Theorem 2-4 only establishes that the relation that has 

been defined from ext(P) to ext(Q) is a function, it is actually a 
. ·,}_®I,h;,j;'""'. 

one to one correspo11,dence. This is true because local simil.ari ty is 
··~~--· 

symmetric and hence ~heorem 2-4 shows that the inverse relation from 

ext(Q) to ext(P) is also a function. 

The next two lemmas are required for the proof of Theorem 2-5 

which characterizes local similarity in terms of the facial cones of 

Definition 1-5. 
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Lemma 2-5a. · Let P be a polytope in . En · and suppose that E c:: ext(P). 

I! CE denotes n(cv: v E E1, · th,en. CE -I (O} if and only if there ex­

iets a face F of P such that dim(F) < n - 1 and conv(E) c: F. 

Proof: First suppose that :x;0 E CE' x0 IO. Define F = H(P,x0) ti P. 

Then F is a face of P whoee dimension is not greater than n - l 

and since x0 EC~, it follows that E c: F and hence conv(E) c: F. 

Now suppose that conv(E) c;: F where F is a face of P, 

dim(F) $. n - l. By Theorem ;L-7, there exists some x0 'IQ such that 

F = H(P,x0) n P. Thus for each v EE, v E conv(E) c: F c: H(P,x0) and 

therefore Xo•V :::: fp(xo) .which implies that XO E CV. Jience XO E crl 

Lemma 2-5b. Let P be a polytope in En and let F be a face of P. 

Let LF = fh(F) - y0 where y0 E F, Then LF and <Ci> are orthogo­

nal complements. 

Proof: The result will first be established for the special 'case when 

F = P. 

Case (l): Suppose d.im(P) = n. Then LP = E • . n In this case, 

CP = {O} by Lemma 2-5a. 

Case (2): Suppose dim(P) < n. By Theorem 2-2, there is no loss 

of generality jf it is assumed that OE P so that LP= <P>. It will 
..L 

now be shown that Cp = <P>. Let x0 E Cp, x0 Io. By Theorem 1-15, 

Pc: H(P,x0). Since OE Pc: H(P,x0), it follows that fp(x0) = O. Now 

let y E P. Then y E H(P,x0) and therefore y 0 x0 = fp(x0) = o. Thus 
. .L J. 

XO E p = <P> '• 
.L .L 

Now let ~ E <P> = f. This means that x1 ·y = 0 for every 
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yE P and therefore rt~) = O. Then for any v E ext(P), 

x1 °v = 0 = fp(x1 ) which means that x1 E Cv. Therefore '1. E CP. This 

completes the proof for the case F = P. 

The remainder of the proof will be established by inducting down­

ward on the dimension of F. Thus suppose that for some k :S dim(P) it 

is true that i.f G is a face of P such that dim(G) = k then LG 

and <Cc? are orthogonal complements and suppose that dim(F) = k - 1. 

Again assume that OE F so that 1r = <F>. There exists a face G of 

P such that F c:: G and dim(G) = k. By the induction hypothesis, 
i i 

<Cc?= <G> •. It must now be shown that <C,,;> = <F.>. Let x0 E CF and 

v E ext(F). Then x0.v = fp(x0) and since F c:: H(P,x0) by Theoreml~l5 

E ( ) . ( ) i i and since O F, fp x0 · = O. Therefore ext F c CF = <C,i> and 
i i 

thus <F> c: <C,i> which implies that <C,i> c:: <F>. This inclusion also 

gives dim(<C~) :Sn - k + 1. To complete the proof, it is sufficient 

to show that dim(<Cp>) ~ n - k + 1. Let ~ECG. Then using Theorem 

1-15, G c H(P,~) n P and thus F is properly contained in 

H(P,x1) n P. Therefore by Corollary l-16a, x1 E relbd(CF) and hence 

c0 C:: relbd(CF). Now this implies that dim(c0) < dim(Cr), for if not 

then dim(CG). = dim(CF), which implies that fh(C0) and fh(CF) are 

the same, say K = fh(C0) = fh(CF)~ Choose i E relint(C0), (cf. 

GrUnbaum, [ 2], P• 9, Th. ?) • Then there exists an e: > 0 such that if 

II x ... x: II < e: and x E K, then x E c0 • But since x E relbd(CF), 

there exists some x E K \ CF c: K \ CG such that II x - i H < e:, a 

contradiction. Thus dim(C0) < dim(CF) and hence 
. i 
dim(<Cp>) = dim(CF) > dim(CG) = dim(<Ca>) = dim(<G>) = n - k. There-

fore dim(CF) ~ n ~ k + 1.I· 
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Theorem 2-5. Let P and Q E P. Then P == Q if and only if there e~-

ists a one to one correspondence between ext(P) and ext(Q), say 

v ..... w, such that C(P,v) = C(Q,w). 

Proof: Suppose first that P == Q and let v ..... w be the one to one 

correspondence established by Theorem 2-4. To show that C(P,v) = C(Q,w), 

it is sufficient to show that int[C(P,v)] = int[C(Q,w)] (cf. Valentine, 

[ 7], p. 13, Th. 1.17). Let x0 E int[C(P,v)]. Then by Theorem 1-16, 

H(P,x0) n P = {v}. Then by local similarity, H(Q,x0) n Q = {w}, and 

thus x0 E int[C(Q,w)], again by Theorem 1-16. Therefore, 

int[C(P,v)] c int[C(Q,w)] and similarly, int[C(Q,w)] c::: int[C(P,v)]. 

Now suppose that v--. w is any one to one correspondence between 

ext(P) and ext(Q) for which C(P,v) = C(Q,w). Let x0 E En' x0 Io, 

and let F = H(P,x0) n P, G = H(Q,x0) n Q. Suppose that 

It will now be shown that ext(F) = {vl, v2, ••• v }. s 

ext(G) = { wl'. W2, ... w }. s Let w E ext(G). By Theorem 1-15, 

x0 E C(Q,G) c C(Q,w) = C(P,v). Thus by Theorems 1-9 and 1-15, 

v E H(P,x0) n ext(P) = ext(F) = {v, v, ••• , v} and hence 
l 2 s 

• • • ' w } • 
6 

Now let wj E {w1 , w2, ••• , ws}. Then vj E ext(F) and again 

using Theorem 1-15, x0 E C(P,F) c C(P,vj) = C(Q,wj) which implies thf;lt 

wj E H(Q,x0) n ext(Q) = ext(G). Therefore, ext(G) = {w1 , w2, .••• , w5 } 

and hence C(P,F) = O(Q,G). Using Lemma 2-5b, 

dim(F) + dim[C(P,F)] = n = dim(G) + dim[C(Q,G)], 

and therefore dim(F) = dim(G) which means that P == Q by 

Definition 2-2.I 

It was seen in Theorem 2-5 that the facial cones C(P;v) of a 
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polytope P play a fundamental role in the concept of local similarity. 
' 

In Theorem 1-16 and its corollaries, these cones and their relative i:p.-

teriors and boundaries were described. Now a further investigation of 

these cones will be made by determining their extremal elements. First, 

two definitions concerning convex cones are in order. 

Definition 2-3. Let C be a convex cone with vertex at the origin. A 

point x0 IO of C is said to be an extremal element of C, writt~n 

x0 E extr(C), if and only if x0 = x1 + x2 where x1 , x2 ~ C il'.llplies 

that there exists positive real numbers a 1 and a2 such that 

x1 = a1x0 and x2 = a2x0 . 

Definition 2-4. Let C be a convex cone with vertex at tpe origin. 

Then C is said to be salient if and only if there does not exist an 

x0 EC, x0 IO, for which also -x0 ~ C. 

A simple consequence of these definitions is the following: 

Theorem 2-6. A non~salient cone C has no extremal elements. 

Proof: If C is n6n-aalielit, then there exists some x0 E C,. x0 I O, 

for which also -x0 E.C. Since :x:0 = 2x0 + (-x0) and there does not 

exist an a> O such that -x0 = ax0 , it is clear that x0 ~ ~xJr(C) 

and similarly, [3x0 f extr(C) for all real f3. Now consider any 

"J. EC which is not a multiple of x0• Then 

xl = i("J_ + xo) + i<xl - xo) 

shows that x1 ~ extr(C) becauae i'("J_+x0) and t<"J_-x0) are in C 
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and j{x1 + x0) is not.~ positive multiple of. x0 or else x1 would 

be a multiple of x0 .I 
Since non-salient cones have no extremal elements, it is appropri-

ate to determine which of the cones CF ;for a polytope P are salient. 

Theorem 2-7. Let p be a polytope in E and suppose that F is any n 

face 9f P. If dim(P) == n, then each CF is salient. If dim(P) < n, 

then each CF is non-salient. 

Proof: Suppose that dim(P) == n and that CF is non-salient for some 

face F of P. Then there exists an x0 IO such that both x0 and 

-x0 E CF. Now since fp is linear on CF, fp(-x0 ) = -fp(x0 ). By the 

definition of fp, y.x0 :S fp(x0) for every y E P and also 

y·C-x0 ) :s; fp(-x0) = -fp(x0 ) 

1t{hich implies that y.x0 ?:::, fp(x0) for all y E P. Thus Pc H(P,x0 ) 

and so dim(P) < n, a contradiction. 

Now suppose that dim(P) < n. Then P is contained in some hyper-

plane, say Pc:: H(P,x0 ), x0 IO. By Theorem 1-15, x0 E CF. The proof 

will be complete if it can be shown that -x0 E CF. Let v E ext(F) 

and let y E P. Then since Pc:: l!(P,x0), y•x0 = fp(x0 ) = v 0 x0 and 

thus Y· (-x ) = v· (-x ) • Therefore fp(-x0 ) = v• (-x0) and hence 0 . 0 

-x0 E Cv' This implies then that -x0 E CF.I 
Now suppose that P is a polytope in E of dimension less than . n 

n. Then by Theorem 2.-7, CF · is non-salient for each face F of P. 

The next result determines which of these facial cones are subspaces. 

Theorem 2-8. If p is a polytope in E ' ·n 
dim(P) < n, and F is a 



fa,.ce of P, then CF is a subspace if and only if . F = P. 

Proof: If F = P, then it wa~ a~own in the proof of Lemma 2-5b that 

.L 
CF = [fh(P) - Yo? ·. where 'Y'o e P. 
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Suppose that. CF is·a sµbspace. Since F ia a face of P, there 

exists some x0 IO. such that F =. H(l?,x0 ) n P. By Th~orem 1-15, 

x0 E CF and therefore, since CF is a subspace, -x0 E CF. Now since . 

f P is linear on CF' fp(-x0) = -fp(x0 ). Let y ~ P. Then 

y•x0 S fp(x0 ) arid y• (-'l'.0 ) S fp(-x0 ) = .,.fp(x0 ). Therefore · y•x0 = ~(~) 

which implies that P c E:(P,x0 ) . and so . P = F .I 
The next result characterizes the extremal elements of the facial 

cone C(P,F). Theorems 2-6 and 2-7 justify the requirement that 

dim(P) = n in the hyp,othesis. 

· Theorem 2 ... 9. Let P be an .n-dimensional polytope in E and let F 
.· . n 

be a face of P. A point x0 ,} 0 of CF is in extI'(CF) if and only if 

dim[H(P,x0 ) n PJ = n - 1. 

Proof: Suppose first that x0 E extr(CF.) and ],et .G = H(P,x0 ) n P. ;By 

Theorems 1-15 and 1-16, F c G and x0 E relint(CG). Since CG c: CF, 

it is clear from Definition 2 ... 3 that x0 E extr(CG). Thus 

x0 E relint(CG) n extr(CG), 

and it will now be shown that this implies that dim(C0 ) = 1, Let 

x1 E CG' x1 I O. · Since x0 E relint(CG), there e:ldsts an e: > 0 such 

that if n x - XO II < e: and. x e <Cc?, then x E CG. Define 

x2 = XO - (e:/2) II"]_ n-1xl. Then flx2 - Xo II < s and x2 E <Cc? so 

that x2 E CG. Thus x0 ~ x2 + (e/2) ii"]_ fl-1x1 and therefore 
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(e;/2) f:x1 lfll~ and hence x1 is a positive multiple of x0 since 

x0 E extr(C0). ·This shows that dim(C0) = l and so dim(G) = n - 1 by 

Lemma 2-5b. 

Now suppose tha.t dim(G) = n - 1. Then -u,sing Theorem 1-16, Lemma 

2-5b, and Theorem 2-7, it follows that x0 E relint(CG) and that CG 

is a ray. Suppose that x0 = x1 + x2 , x1 , x2 E CF' and suppose that 

x1 i c0 • Then there exists some v ~ ext(G) such that Xi•V < fp(x1 ). 

Now since fp is linear on CF' 

x0 •v = x1 ~v + :x:2 ·v < fp(~) + fp(x2) = fp(x0), 

a contradiction. Therefore ·• ~·· E c0 · and similarly x2 E CG which im­

plies that· x0 E extr(CF).I 



CHAPTER III 

INDECOMPOS:ABILITY OF POLYTOPES 

In this chapter, the problem of expressing a given polytope P as 

a sum of other polytopes will be considered. This problem is motivated 

by the well-known fact that in E2, every polytope can be written as a 

finite sum of simplices, i.e. points, line segments and triangles (cf. 

Yaglom and Boltyanski, [8 ], p.177). With this in mind, it is reason,-

able to make the following conjecture: In E, 
n 

every polytope can be 

written as a finite sum of simplices. However, it has recently been 

shown that this conjecture i~ fal~e for n > 2 (cf. Shephard, [ 5] ). 

The next theorem gives a necessary condition for a polytope to be ex-

p:r;-essable as a finite sum of simplices, 

Theorem 3-1. Let P be a polytope in En. If P can be expressed as 

a finite sum of simplices then all of its faces can be also. 

t 
Proof: Suppose that P = !:S where each S. 

1 i 1 
is a simplex. Let F b~ 

a face of P, say F == H(P,x0 ) n. P, x0 "I o. Then by an easy generali­

zation of Lemma 1-18, 

F = H(P,x0) n P 

and each H(S.,x0) n S. 
1 · 1 

t t t 
= H(ES. , x0 } n !:S. = !:[H(S. , x0 ) 

1 1 . 1 1 1 1 

is a $implex.l 

n s .J, 
1. 

If all of the proper faces of a polytope P are expressable as a 

finite sum of simplices, it does not follow that P has this property. 
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This is true because·as mentioned above, there exist polytopes in E3 

which cannot be decomposed into a finite sum of simplices, but every 
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polytope in i 3 has the property that its proper faces all have such a 

decomposition. 

Theorem 3-4 will provide a useful characterization of when one 

polytope is a Summand of a:r,other. First, some preliminary definitions 

and results will be needed • . ,· 

Definition 3-1. Let P and Q be polytopes in E • n Then P?: Q if 

ap.d only if dim[H(P,xo) n pJ ?: dim[H(Q,xo) n QJ for all XO I o. 

Comparing this definition with Definition 2-2, the following result 

is immediate. 

Theorem 3-2, Let P and Q bepolytopes in E. n 

only if P ?: Q and Q ?:. P. 

Then P:::::: Q if ~nd 

The following theorem is the analogue of. Theorem 2.:. .5. and character­

izes the relation P >'Q ih terms of'. the facial cones. .... ·: 

Theorem 3-3. Let P and Q be polytopes in En. Then P?: Q ;if and 

only if there exists a fU'nctidn defined from ·ext(P) to ext(Q), say 

v - w, such that C(P,~)·c.C(Q,w). 

Proof: Suppose first thatP?: Q. If v E ext(P), tllen for some 

XO 'F o, {v} = H(P,xo') n :i?. S:i.nce p ?: Q, H(Q,xo) n Q is some extreme 

point, say w, of Q. The ,same proof as that of Theoriem 2-4 shows that 
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the correspondence v - w is a function from ext(P) to ext(Q). That 

is, if also (v} = H(P,x1 ) n P, then {w} = H(Q,x1 ) n Q. Now to show 

that C(P,v) c:: C(Q,w), it is sufficient to show that 

int[C(P,v)) c:: int[C(Q,w)). Let ~ E int[C(P,v)). Then by Theorem l-t6, 

H(P,x1 ) n P = {v}. Therefore H(Q,x1 ) n Q = {w} and so again by Theo­

rem 1-16, ~ E int[C(Q,w)J. 
,, 

Now suppose that v - w is any function from ext(P) to ext(Q) 

for which C(P,v) c:: C(Q,w). For any XO F o, let F = H(P,xo) n p and 

G = H(Q,x0) n Q. Suppose that ext(F) = (v1 , v2 , •••, vm}. It will now 

be shown that ext(G) = {w1 , w2, •••, wm}. Let w E ext(G). Using Th~­

orem 1-16, x0 €relint[C(Q,G)] c:: int[C(Q,w)). Now by Theorem 1 ... 14, there 

exists some v E ext(P) such that x0 E C(P,v). Tnen since 

C(P,v) n int[C(Q,w)J f ¢, it follows that C(P,v) c:: C(Q,w) and hence 

v ... w. Now since x0 E C(P,v), v E ext(P) n H(P,x0) = ext(F) =(v1 ,."",vm} 

and therefore w E {w1 , •••, wm}. 

Now let w. E {w.1 , •••, w }. Then v. E ext(F) and using Theorem 
J m J . 

1-15, x0 E C(P, F) c:: C(P,v.) c: C(Q,w.), which implies that 
J J 

wj E ext(Q) n H(Q,x0) = ext(G). This completes the proof th~t 

ext(G) = {w1 , w, •••, w }. From this fact it follows that 
2 m 

m m 
C(P,F) = nc(P,v.) c:: nc(Q,w,) = C(Q,G). 

l J 1 J 

Therefore, using Lemma 2-5b, 

dim(F) + dim[C(P,F)] = n = dim(G) + dim[C(Q,G)], 

and hence, dim(F) - dim(G) = dim[C(Q,G)] - dim[C(P,F)) ~.o, which im­

plies that dim(F) ~ dim(G).I 

Now suppose that P ~ Q and suppose that vv' is an edge of P • 
. , 

Let v ... wand v'- w'. If w I w', then ww' is an edge of Q par-

allel to vv'. Thus w - w' = a(v - v') for some a> O. If for every 
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edge of P, the ex. so described satisfies the propert;y ex. s;_ l, then 

t:qe notation P ~ Q (rather than P ~ Q) will be used. 

Theorem 3-4, Let P and Q be polytopes in 

mand of P if and only if P ~ Q. 

E • n 
Then Q is a sum-

The proof of t}lis result i~ ~iven by Shephard, [ 5 J. See Figures 

1- 1 and 1- 4 for examples in E2 • 

It is easy to see that any polytope P alwa.ys possesse1;:1 eummands, fqr 

if O < t < 1 and x0 is any fixed vector, then 

P = [tP + x0J + ((1-t)P - x0J. 

However, in this type of decomposition, the summands are positively 

homothetic to P. This prompts the following definition: 

Definition 3-2. Let P be a poiytope in E. n 
Then P is said to be 

decomposable if and only if P has a non-degenerate summand which is 

not positively homothetiG to P. If P is not decomposable, then P 

i~ called indecomposable. 

Examples of decomposable polytopes are abUlldant. Some examples of 

indecomposable polytopes will be given later. The follow;j.ng theorem 

c~acterizes indecomposability in terms of loc~l similarity. 

Theorem 3-5. Let P be a polytope in E • n 

if and only if P:;;: Q implies that P - Q. 

Then P is in4ecomposable 

Proof: Suppose first that P is indecomposable and let P ::::: Q. Choos.e 
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a real ex.> 0 small enough so that cx.Q ~ P. Then by T4eorem 3-4, cx.Q 

is a summand of P, and hence by Definition 3-2, cx.Q ...... P which implies 

Q .... P. 

Now suppose th~t P =:::: Q implies P - Q and suppose that A is a 

non-qegenerate summand of P. Then by Theorem 3-4, A~ P. Let v - a 

denote the correspondence defined by Theorem 3-3. Since A~ P, for 

each edge v.v. 
1 J 

of P, a. - a.= ex. .. (v. - v.), 
1 J J.J 1 J 

0 <ex. .. < 1. 
- 1J 

Choose 

an ex.> 0 such that ex.ex. .. < 1 for each edge of P and let A0. = ex.A. 
1J 

Then A0 ~ P and so by Theorem 3-4, there exists a polytope B0 for 

Let x. = ex.a 
:'.!- i 

which P = A0 + B0• Now also by Theorem 3-4, 

for each a. E ext(A) and let the variable y 
1 

(with subscripts) de-

note extreme points of B0 where v - y is the correspondence from 

ext(P) defined by Theorem 3-3. Now for any edge v.v. 
1 J 

of P, x. - x. = l'>, .( v. - v.)' 0 < o .. < 1 ( 0 .. = ex.ex. • • ) ' 
1 J 1J 1 J 1J 1J 1J 

and Yi - yj = 13i/vi - v.)' O < 13.. < 1. 
J - J.J 

Now using Lemma 1-18, x. + y. = v. and x. + y. = v. and thus 
1 1 1 J J J 

o .. + 13 .. == 1 which implies that e~ch 13 .. > O. This means that 
1J. 1J 1J 

B0 ::::: P. Thus by assumption, B0 -,. P, say B0 = pP + y0 where p > o. 

Note that p ~ 1 since B0 ~ P. T4us, 

pP + (1-p)P = P =Ao+ Bo= Ao+ pP + Yo' 

which implies that A0 = (1-p)P - y0, i.e. A0 - P and hence A ...... P.I 
Theorem 3-5 will now be used to show that all simplices are inde-

composable. 

Theorem 3-6. Let P be a simplex in En~ Then P is indecomposable. 

Proof: Suppose that P::;::; Q, where ext(P) = {v1 , v2, •••, vm}' 
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and v.-..w. is the correspondence between 
l. l. 

ext(P) and ext(Q) of Theorem 2-4. Now since P is a simplex, v1v2, 

v2v3, •••, vm-lvm and vmvl are all edges of P. Since p ~ Q, 

w -2 wl = ~1 (v2 - vl)' a.l > o, 

w3 - W = a. (v -2 2 3 v2)' a.2 > o, 
• • 

w - w = a. ( v - v ) ' a. l> o, m m-1 m-1 m m-1 rn-, · 

wl - wm = a.m(vl - vm)' a.m > o. 

Adding corresponding sides of these equalities yields 

O = (a.m-a.l )vl+(a.l-a.2)v 2+(cx.3-a.2)v3+ • 0 0 +(a.m-2-a.m-l )vm-l+(cxm-1-a.m)vm 

and (a.m-a.l)+(a.1-a.2)+(a.3-a.2)+ .... +(a.m-2-!1m-l)+(a.m-l-cxm) = o. 

Therefore since ext(P) is affinely independent, 

a. = a. = a. = ••• =a. = a. 0 

m l .2 m-2 m-1 

Letting a. denote this common value, it follows that 

w2 = a.v2 + (wl - a.vl), 

w3 = a.v3 + (w2 - a.v2) = uv3 + (w1 - a.v1 ), 

' 0 

• 
0 

' 
w = av + ( w 1- a.v 1 ) = a.v + ( w1 - «~1· ) , m m m- m- m · 

wl = a.vl + (wm - a.vm) = a.vl + (wl :.. ~vl). 

Therefore, Q - P. I 
The following definition and theorem together with Theorem .}o6 will 

provide numerous examples of indecomposable polytopes which are not 

simplices and hence cannot be written as a sum of finitely many~iees. 

Definition 3-3. Let P be a polytope in En and letK=Oi'1 ,F2, eoo,Fin} 

be a collection of r-faces of P, 2 Sr S n-1, such that 



dim(Fi n Fi+l) > O for i = 1 1 2, ···, m-1. Then K is called a chain 

of faces of P. The chain K is called an indecomposable chain if e~oh 

Fi is inq.ecomposable. Any extreme point or edge of F1 is said to be 

connect~d by K to any extreme point or edge of F • 
m 

Theorem 3-7. Let P be a polytope in E. 
n 

If there exists an edge of 

P to whiep each extreme point of P can be joined by an indecomposable 

chain of faces of P, then P is indecomposable. 

The proof of this theorem is given by Shephard, [ 5]. 

In view of Theorems 3-6 and 3-7, it is clear that any pyramid in 

E3 formed by taking the convex hull of a 2-polytope F and a point 

XO ~ fh(F) is indecomposable (see Figure 3-1). For such a pyramid P, 

let ~ be a point above one facet of p and below all the other fac-

ets of P. Then the polytope P1 = conv(P U (~}) is indecomposable. 

This process can be repeated on one of the newly created facets of P1 , 

or one of the other facets of P, each time resulting in an indecompos-

able polytope (see Figure 3-1). 

Theorems 3-6 and 3-7 also show that any simplicial polytope, i.e. 

one whose facets are all simplices, is> indecomposable. The next result 

gives a necessary condition for indecomposability. 

Theorem 3-8. Let p be an indecomposable polytope in E, 
. n 

dim(P) ~ 2. 

Then for ea.ch edge E of P, tMre exists some . x0 E <C(P,E)>, xr/0, 

such that H(P,x0) n PE ext(P). 

Proof: S~ppose that th~re exists an edge E of P such that for all 
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x0 E <C(P,E)>, x0 'f O, ciim[H(P,x0) n P] ~ 1. 

that Jjy1 - y 2 iJ :S IIY - y' JI for every edge 

Choose y1 , y2 EE such 

yy 1 of P. Let Q =~_Y2 

and it will now be shown that Q is a summand of P. Let x0 E En' 

x0 'f 0. It will be shown first that dim[H(P,x0) n P] ~ dim[H(Q,x0) n Q]$ 

If dim[H(Q,x0 ) n Q] = O, this is true. Otherwise, H(Q,x0) n Q = Q. 

Withbut loss of generality, assume that OE Q. Then using Theorem 1-15 

and Lemma 2-5b, 
J. J. 

x0 E C(Q,Q) = Q = E = <C(P,E)>. Therefore, by as-

sumption, dim[HQ,x0) n Q] = dim(Q) = 1 :S dim[H(P,x0 ) l"l P]. 

So far, it has been established that Q :SP. By choosing y1 a~d 

Y2 such that IIY1 - Y2 rJ :S lly - y' jJ for all edges yy' of P, it 

is clear that Q ~ P and so by Theorem 3-,4, Q is a summand of P 

which contradicts the assumption that P is indeco~posable.l 

It will now be shown that certain types of transformations from E .. ·. n 

to E preserve indecomposability and decomposability. 
n 

Theorem 3-9. If f is a non-singular linear transformation from E 
n 

to E and P is a polytope in E, then P is indecomposable if n n 

and only if f(P) is indecomposable. 

Proof: First of all, f(P) is a polytope since 

f(P) = f(conv[ext(P)]) = conv(f[ext(P)]), 

(cf. Grunbaum, [ 2 ] , p. 21, Th. 10). Suppose now that P is indecom-, 

posable and that f(P) = A + B. Then P = f-1 (A + B) = r 1 (A) + f-l(B) o 

Thus f-1 (A) = a.P + x0 and f-1(B) =PP+ y0 where a.> 0 and P > o. 

Therefore, A = f(a.P + x0) = a.f(P) + f(x0), and similarly 

B = Pf(P) + f(y0), which means that f(P) is indecomposable. 

Now if f(P) is indecomposable, then P is i~decomposable by 
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applying the preceding argument to f-1 .I 
Another type of transformation which pre$erves indecomposability 

~~d decomposability is the affine transformation defined as follows: 

Definition 3-4. Let g, be a transformation from En to E • n Then g 

is called affine if and only if g[ax + (i~d)y] = ag(x) + (l-a.)g(y) for 

a:t.l real a. and x and y EE. 
n 

, The next result characterizes the affine transformations in terms 

of linear transformations. 

Theorem ~10. Let g be a transformatioh from En to En. Then ~ 

is affine if and only if g has the form g(x) = f(x) + x0 where f 

i$ linear and x0 is fixed. 

Proof: Suppose first that ~ can be expressed as g(x) = f(x) + x0 

where f is linear. Then, 

g[a.x + (1-a.)y] = f[a.x + (1-a.)y] + x0 

= a.f(x).+ (l-a.)f(y) + x0 

= a.[f(x) + x0] + (l~a.[f(y) + x0] 

= a.g(x) + (l-~)g(y). 

Now suppose that g is affine and define f as follows: 

f(x) = g(x) - g(O). The proof will be completed by showing that f is 

linear. 

(i) Homogeneity: f(a.x) = f[a.x + (1-a.)O] 

= g[a.x + (1-a.)O] - g(O) 

= a.g(x) + (1-a.)g(O) - g(O) 

"" a[g(x) - g(O)J 

= a.f(x). 



(ii) Additivity: f(x + y) = f[2(ix + 1y)] 

= 2f(!x + iy) 

= 2[g(~x + !Y) - g(O)J 

= 2[i! g(x) + i g(y) - g( o)J 

= [g(x) - g(O)] + [g(y) - g(O)] 

== f(x> + f(y) .I 
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Now if g is an affine transformation, say g(x) = f(x) + x0 

where f is linear, then g is called non-singular if and only if f 

is non-singular. As in the case of linear transformations, an affine 

t~ansformation is non-singular if and only if it is one to one and onto. 

Theorem 3-11. Let g be a non-singular affine transformation from E 
n 

to E and let 
n 

P be a polytope in 

and only if g(P) is indecomposable. 

E • ·n Then P is indecomposable if 

Proof: By Theorem 3-10, g has the form g(x) = f(x) + x0 where f 

is a non-singular linear transformation. By Theorem 3-9, P is ind~-

composable if and only if f(P) is indecomposable. 
,,~,. 

Therefore, the ~he-

orem follows since g(P) = f(P) + x0.I 
The remainder of this chapter will be concerned with characterizing 

the indecomposable polytopes in terms of their support functionals. To 

dq this, it is necessary to consider the Steiner point of a polytope. 

Definition 3-5. Let P be a. polytope in En and let Sn-.l~ {J<:•r:llx)lf!kt}. 

The Steiner point of P, 1' S(P) ,f is defined as follows: 



w~ere ... ' v }. m· 

From this definitio~, and in view of Theorem 1-14 and Corollary l-

16b, it follows that S(f) is a strictly positive convex combination of 

ext(P) and hence S(P) E relint(P). Sorne other properties of the 

Steiner point are given in the following theorem. 

Theorem 3-1?. The Steiner point has the following ~roperties: 

(a) S(P + Q) = it(P) + S(Q), 

(b) S(aP) = aS(P), 

(c) S({x}.) = x. 

For the proof of these facts, see Grttnbaum, [ 2 ] , p. 308. 

From this point on, only polytopes P for which S(P) = 0 will 

be cdnsidered. In this setting, indecomposability has the following 

form: 

Theor.erh 3-13. Let P be a polytope in E, 
n 

S(P) = O. Then P is in-

decomposable if and only if P = Q + R where S(Q) = S(R) = 0 implies 

that Q = aP and R = ~p where a> 0 and ~ > O. 

Proof: First suppose that P is ~ndecomposable and t4at P = Q + R 

where S(Q) = S(R) = O. Then by D~finition 3-2, 
I 

Q = aP + x0 and 

R' = ~P + x1 where a> O and ~ > O. Then 

0 = S(Q): S(aP + xo) = aS(P) + S({xo}) = XO' 

and similarly, x1 = O. 

Now suppose that P = Q + R ~here S(Q) = S(R) = 0 implies that 
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Q and R are positive multiples of P. Let P =A+ B. Then 

0 = S(P) = S(A + B) = S(A) + S(B), 

and hence P = [A - S(A)] + [B - S(B)] and S[A .. S(A)] = S[B - S(B)1¢to~ 

Therefore, A - S(A) = a.P and B ~ S(B) = ~p where a.> 0 and ~ > O 

which implies that A - P and B - P ahd hence P is indecomposable 

by Definition 3-2.I 
Now let S = (fp: P E P and. S(P)·= O}. The next result shows that 

S is a convex cone in the space of functionals on 

Theorem 3-14. The aet S is a convex cone. 

E • n 

Proof: (1) If fp and fQ E $, then fp + fQ = fP+Q and 

S(P + Q) = S(P) + S(Q) = 0 impli~s that. · f'P +· fQ E $ • 

(2) If fp E S and a. ~ O, then a.fp = fa.P and 

S(a.P) = a.S(P) = 0 implies that a.fp ES • I 
The next theorem characterizes the indecomposable polytopes as 

those whose support functionals are extremal elements of S. 

'· ··. ; 

Theorem 3-15. Let P be a polytope ~n En, S(P) = O. Then P is 

indecomposable if and only if fp E extr(S). 

Proof: Suppose first that P ia indecomposable and that fp = fQ + fR 

where S(Q) = S(R) = o. Then fp = fQ+m and thus P = Q + R by Theo­

rem 1-5, part (e). Therefore, by Theorem 3-13, Q = a.P and R = ~p 

where a.> 0 and P > Q. Therefore fQ = fa.P = a.fp and fR = f~p = ~fp 

which implies that fp E extr(S) by Definition 2-3. 

Now suppose that fp E extr(S) and let P = Q + R where 
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S(Q) = S(R) = O, Then fp = fQ+R = fQ + fR' which implies that 

fQ = a:.fp and fR = 13fp where ex.> 0 and 13 > O. Thus fQ = fa.P and 

fR = fj3P which implies that Q = cx.P and R = l3P? and hence P is in­

decomposable by Theorem 3-13.I 



CHAPTER IV 

SUMMARY AND CONCLUSIONS 

Chapter I began with some elementary faqts about convex sets whicn 

apply in particular to polytopes. Two characterizations of the support 

functional of a polytope were obtained~ One of these characterizations 

estaQlished that fp(x) = max(x•v: v E ext(P)}. This prompted the defi­

nition of facial cones, the sets C(P,F) = {x: X•V = fp(x) V v E ext(F)} 

where F is any face of P. 

It was shown that these facial cones were all convex cones with 

vertices at the origin. Also, useful characterizations of C(P,F), 

relint[C(P,F)], and relbd[C(P,F)] were given using support hyper-

planes for P. These facial cones were also used to characterize the 

faces of the sum of two polytopes. 

In Chapter II, the facial cones were used to characterize local 

similarity of polytopes. The most important result needed was the fact 

that for any faqe F of a polytope P, such that OE F, <F> and 

<C(P,F)> are orthogonal complements. 

It was then established that for n-dimensional polytopes in E, 
n 

each facial cone C(P,F) is salient whereas ·for lower dimensional poly-

topes in E ' n 
all of the facial cones are non-salient. This informa-

tion was used to characterize the extremal elements of the facial cones. 

In Chapte~ III, the concepts of indecomposability and decomposa­

bility of polytopes were defined. Shephard, [ 5], characterized when 
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one polytope is a summand of another. This result was used to prove 

that a polytope P is indecomposable if and only if every polytope 

locally similar to P must be positively homothetic to P. 

It was then shown that every simplex is indecomposable. In E, 
n 

n > 2, this result together with a sufficient condition for indecom-
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posability due to Shephard yields many examples of indecomposable poly-

topes that are not simplices. Another result provided a necessary con-

dition for a polytope to be indecomposable in terms of its edges and 

extreme points, 

In E2, every polytope can be expressed as a finite sum of sim­

plices, however this result does not generalize to higher dimensions. 

It was shown that a necessary condition for a polytope to be expressable 

as a finite sum of simplices is that each of its faces be expressable 

as a finite sum of simplices. An interesting problem which remains un-

solved is that of characterizing the polytopes which can be expressed 

as a finite sum of simplices in E 
n 

for n > 2. 

It was established that non-singular linear and affine transforma-

tions preserve indecomposability and decomposability. 

Finally, it was shown that the extremal elements of the convex 

cone of support functionals of polytopes with Steiner point at the 

origin are precisely those of the indecomposable polytopes. An unsolv-

ed problem concerning this result would be to characterize this cone of 

functionals and its extremal elements in such a way as to shed new light 

on indecomposability of polytopes. 
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