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## PREFACE

This dissertation is concerned with minimizing the total cost of allocating resources in the activities or stages of a project. A serial activity project is considered and treated as a finite state Markov Process. Three time estimates for each activity are used to define a triangular probability density function of completion time for the activity; the most likely time estimate is resource level modified. There is an allowable range in which the level of resource must lie for each activity. In addition, the over-all mean project duration is specified.

The resulting set of equations are linear in the case where the periodic review time interval is less than the most likely activity duration; this case is solved by linear programming techniques. The case where the review time interval is greater than the most lịkely activity duration yields nonlinear equations and is solved by Lagrange multiplier techniques.
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## CHAPTER I

## INTRODUCTION

A problem old to management is one of allocating resources among the various stages of a given project. Project in this context is a singular effort rather than a repetitive one completed on a production basis. Management must continually plan and schedule largely on the basis of experience with similar projects. This experience is varied and not always applicable; management needs more quantitative approaches that reduce value judgments and decision errors. It is this problem that shall be considered in this paper.

Historically, the first approach considered is that of Capital Budgeting where selection of projects to which time and money are allocated is well treated in the literature. For example, William Karush (l) has developed an algorithm for maximizing the payoff from activities using piecewise linear return functions subject to the allowable resource range of each activity. H. Martin Weingartner (2) considers the problem of project interrelationships such as mutual exclusion and interdependencies; the model he develops also includes non-linear utility functions. To anyone primarily concerned with Capital Budgeting,
these papers provide a good approach to the problem and can yield further developments, However, this thesis is concerned with resource allocation in the stages of a selected project and the following references were found to be more relevant.

Critical Path Methods (CPM) were developed in the late 1950's and involve a graphical portrayal of the elements or stages and their interrelationships as a network; they include an arithmetic procedure which identifies the relative importance of each element in the over-all project. The budgeting of time and money within the stages or activities of a given project is treated in the literature by means of a cost versus activity time relationship for each project stage. For example, D. R. Fulkerson (3) considers a linear (with time) cost function defined by a normal activity time cost and a crash or expedited activity time cost as shown by the following Figure 1.

Activity direct costs


Figure 1. Linear Activity Cost Time Function
J. E. Kelley (4) develops a parametric linear programming model, using linear activity cost functions, by means of a computer search. All feasible solutions (including the minimum cost) are found for a given overall project duration. E. B. Berman (5) treats the case of a non-linear concave upward time-cost relationship of the following form:

$$
C(t)=a+b t+\frac{c}{t-d}
$$

where $a, b, c$, and $d$ are positive constants and $t$ is the activity time duration. It is seen that cost will increase for both short and long times in this type of expression. Berman has developed an iterative algorithm in which the resources are allocated so that the time-cost functions have equal slopes along a serial path. Berman considers uncertainty in one acțivity at a time along a serial path with the activity time duration distribution as pontrayed in Figure 2.


Figure 2. Activity Time Duration Probability Distribution

Berman finds the effect on the system is to shift the uncertain event and its predecessors to shorter duration times, thus maintaining the same over-all project time. This thesis, in contrast, considers the activity or project stage to have a probabiłistic time duration whose most likely completion time is a function of the resource level applied to the activity as illustrated in Figure 3. The shortest and longest time durations are assumed unaffected by the stage resource level.
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Figure 3. Distribution of Activity Completion Times

The type of system studied in this work is a project made up of a series of stages that are carried out consecutively with each stage being completed before the next one is permitted to begin. The nature of each stage dictates the allowable range of resource applied to it.

For example, there is a minimum as well as a maximum amount of money which must be spent in order to complete a stage. Spending less than the minimum money, the stage will not be completed and spending over the maximum will result in excessive waste. Furthermore, there is a defined length of time in which a project can be undertaken and completed. The optimization of the sequential stage project in this paper is based on constraining the expected duration of the over-all project to some specified time and adjusting the resource level at each stage to meet this constraint at minimum resource cost. This over-all time constraint is in addition to the individual stage resource constraints.

The approach used in analyzing this problem is to consider each stage of the project as having a certain probability of being completed during a given review time interval. Assuming the stages are independent and the probabilities of completion do not change with time or the project's progress, the state of the system can be described as a first order finite state Markov Process. Because the system is reviewed at constant time intervals, it can be treated as a discrete time Markov Chain. This treatment is possible since a finite Markov Chain is a stochastic or time varying process which moves through a finite number of states; the probability of entering a certain state only depending on the last state occupied. (For examples of Markov Processes, see Reference (6)).

MARKOV CHAIN FORMULATION

The project is considered as a series of sequential steps, or stages, each of which must be completed before the subsequent stage is started. The probability of completion of each stage during a given time interval can be represented as a Markov process probability transition matrix.

Considering the probabilities to be independent of time and history of the system the transition matrix takes the following form for a five stage project.

Future Stage

| S1 | S2 | S3 | S4 | S5 |
| :--- | :--- | :--- | :--- | :--- |

Present Stage


Here, $P_{i j}$ is the conditional probability of the project going from stage $i$ to stage $j$ during one review time interval.

Assuming that completed stages of the project cannot become undone, the $P_{i j}$ terms equal zero where $i>j$. If it
is assumed that the probabilities are essentially zero for completion of more than one stage during a review period, then $P_{i j}$ terms equal zero where $j>i+1$. With these assumptions, $\underset{\text { P becomes: }}{ }$

Present Stage

## Future Stage S 2 S 3 S 4 <br> S1 S2 <br> S3 S4 <br> S5



The only steps allowed are to stay or advance one stage; no more than one activity can be completed during a review time period. This can be insured by making the review time interval sufficiently small. The probability of two steps, which is desired to be negligible, is the following:

$$
P_{i}, i+2=\int_{0}^{T} \operatorname{Pdf}_{i}\left(t_{i}\right)\left[\int_{0}^{T-t_{i}} P d f_{i+1}\left(t_{i+1}\right) d t_{i+1}\right] d t_{i}
$$

where $T=$ time duration of review period and the Pdf(t)'s are the completion probability density functions of stages $i$ and $i+1$.

Since the row probabilities sum to unity in a transition matrix (the future states are completely described), $\underline{P}$ can be rewritten as

Future Stage
$51 \quad$ S2 $\quad 53 \quad \$ 4 \quad \$ 5$
Present Stage

| S1 |
| :--- |
| S2 |
| $S 3$ |
| $S 4$ |
| $S 5$ |\(\left[\begin{array}{lllll}1-P_{12} \& P_{18} \& 0 \& 0 \& 0 <br>

0 \& 1-P_{33} \& P_{23} \& 0 \& 0 <br>
0 \& 0 \& 1-P_{34} \& P_{34} \& 0 <br>
0 \& 0 \& 0 \& 1-P_{45} \& P_{46} <br>
0 \& 0 \& 0 \& 0 \& 1\end{array}\right]=P\).

Stage 5 is an absorbing stage and may be considered as completion of the project.

The matrix $\underline{P}$ is rearranged and partitioned as follows ușing the notation of Reference (6), Chapter III, for absorbing finite Markov Chains where the submatrix Q represents the process in transient states, submatrix $\underline{R}$ concerns the transition from transient to absorbing states, and submatrix I represents the absorbing states. Submatrix O consists of zeros.

where:

I is a unit matrix representing the absorbing stage or project completion.

O is a zero matrix representing the absorbing to non-absorbing stage. Once the project is completed it cannot become undone, hence $P_{i j}=0$ here.
R is the non-absorbing to absorbing stage which is the probability of reaching completion.

Q is the non-absorbing to non-absorbing stage which represents the stage transition probabilities before completion.

The following is obtained from the $Q$ matrix:

$$
I-Q=\begin{gathered}
S 1 \\
S 2 \\
S 3 \\
S 4
\end{gathered}\left[\begin{array}{cccc}
S 1 & S 2 & S 3 & S 4 \\
P_{13} & -P_{32} & 0 & 0 \\
0 & P_{83} & -P_{26} & 0 \\
0 & 0 & P_{84} & -P_{34} \\
0 & 0 & 0 & P_{45}
\end{array}\right]
$$

By computing the fundamental matrix, $\underline{N}=[\underline{I}-Q]^{-1}$ from the transient stages as below:

$$
\underline{N}=[\underline{I}-Q]^{-1}=\begin{gathered}
\mathrm{S} \\
\mathrm{~S} 1 \\
\mathrm{~S} 2 \\
\mathrm{~S} 3 \\
\mathrm{~S} 4
\end{gathered}\left[\begin{array}{llll}
\mathrm{S} 1 & \mathrm{~S} 2 & \mathrm{~S} 3 & \mathrm{~S} 4 \\
1 / \mathrm{P}_{13} & 1 / \mathrm{P}_{36} & 1 / \mathrm{P}_{34} & 1 / \mathrm{P}_{45} \\
0 & 1 / \mathrm{P}_{\mathbf{3 6}} & 1 / \mathrm{P}_{34} & 1 / \mathrm{P}_{46} \\
0 & 0 & 1 / \mathrm{P}_{\mathbf{3 4}} & 1 / \mathrm{P}_{45} \\
0 & 0 & 0 & 1 / \mathrm{P}_{45}
\end{array}\right] .
$$

The fundamental matrix $\mathbb{N}$ yields the mean number of times the system is in the transient states (see page 46 , Reference (6)) from which the time per stage is found as:

$$
\begin{aligned}
& \text { Time in stage } j=n_{i j}=1 / P_{j, j+1} \quad j=1,2,3, \text { or } 4 \\
& \quad \text { and } i \leq j .
\end{aligned}
$$

The total time then for the project becomes:

$$
\begin{aligned}
N=n_{11} & +n_{12}+n_{13}+n_{14}=1 / P_{12}+1 / P_{23}+1 / P_{34} \\
& +1 / P_{45}=n_{1}+n_{2}+n_{3}+n_{4}
\end{aligned}
$$

When the i subscript is dropped. This is used as one of the constraint equations in the model being developed.

Note that the initial probability vector describing the system initially would always start the system at the first stage. The next chapter presents the method of computing individual probability terms.

## CHAPTER III

TIME ESTIMATES AND PROBABILITY DENSITY FUNCTIONS

In place of having actual distributions of completion times for each of the project stages, it was decided to use an assumed distribution fitted to three time estimates as in the PERT System. The activity estimates, $a, m, b$, are defined as: $a=$ the shortest time, $m=$ the most likely time, and $\mathrm{b}=$ the longest time the stage is possible to take.

The reference "An Analytical Study of PERT Assumptions" by K. R. MacCrimmon and C. A. Rayavec (7) proposes the use of a triangular distribution as one alternative for the assumed distribution of completion times. They have found that the PERT model. would have yielded approximately the same results using a triangular distribution instead of a beta distribution. The triangular distribution is completely defined by the three time estimates.

The resource application level is assumed to affect the most likely completion time only. The assumption that the shortest and longest times remain unchanged is justified since they are the results of unusual circumstances having taken place in the activity which are often beyond control.

The probability of transition to the next stage in one review time period denoted by $P_{i q i+1}$ is given by

$$
\begin{equation*}
P_{i g i+1}=\int_{0}^{M_{f}(t) d t} \tag{3-1}
\end{equation*}
$$

where $T$ is the length of the review time interval. For the triangular distribution (Figure 4),

$$
\begin{equation*}
P_{i, i+1}=\int_{a}^{b} f(t) d t=1 \tag{3-2}
\end{equation*}
$$



Figure 4. Triangular Distribution for Probable Activity Completion Times

$$
\begin{align*}
& \int_{0}^{T} f(t) d t=0  \tag{3-3}\\
& 0 \leq T \leq a \\
& =\int_{a}^{T} K_{1}(t-a) d t  \tag{3-4}\\
& a \leq T \leq m \\
& =\int_{a}^{m} K_{1}(t-a) d t+\int_{m}^{T}\left[K_{2}(t-m)\right.  \tag{3-5}\\
& \left.+K_{1}(m-a)\right] d t \quad m<T<b \\
& =1 \\
& b \leq T
\end{align*}
$$

where $K_{1}$ and $K_{2}$ are the slopes of the distribution between $a$ and $m$ and between $m$ and $b$, respectively.
$K_{1}$ and $K_{2}$ are evaluated from the pdf boundary conditions, $f(t)=0$ at $t=a$, and $t=b$, and by setting the area under the curve equal to one. The result is:

$$
\begin{aligned}
& K_{1}=\frac{2}{(m-a)(b-a)} \\
& K_{2}=\frac{-2}{(b-m)(b-a)}
\end{aligned}
$$

Hence, P[transition to next stage in one review time period]

$$
\begin{array}{ll}
=0 & 0 \leq T \leq a \\
=\frac{(T-a)^{2}}{(m-a)(b-a)} & a<T \leq m \\
=1-\frac{(T-b)^{2}}{(b-m)(b-a)} & m<T<b \\
=1 &
\end{array}
$$

Applying the resource modified modal time in the expressions (3-8) and (3-9) where $m=f(R)$ and $R$ is the stage resource level yields:

$$
\begin{align*}
P_{i, i+1} & =\frac{(T-a)^{2}}{[f(R)-a](b-a)} & a \leq T \leq f(R)  \tag{3-11}\\
& =1-\frac{(T-b)^{2}}{[b-f(R)](b-a)} & f(R) \leq T \leq b \tag{3-12}
\end{align*}
$$

Solving the Equations $(3-11)$ and (3-12) for $f(R)$ in terms of $n_{i}$, the mean time spent in each stage, yields the following:

$$
\begin{equation*}
f(R)=a+\frac{(T-a)^{2}}{P_{i, i+1}(b-a)}=a+\frac{n_{i}(T-a)^{2}}{b-a} \quad a \leq T \leq f(R) \tag{3-13}
\end{equation*}
$$

$$
\begin{align*}
=b-\frac{(T-b)^{2}}{\left(1-P_{i, i+1}(b-a)\right.}=b- & \frac{(T-b)^{2}}{\left(1-1 / n_{i}\right)(b-a)} \\
& f(R) \leq T \leq b . \tag{3-14}
\end{align*}
$$

Consider the resource allocation for each stage to have both an upper and a lower bound; the resource applied must be between these limits. If more than the upper limit were allocated, the waste would be excessive; if less than the lower limit were applied, the activity could not be completed. These limits are designated $R_{H}$ and $R_{L}$ for the high and low levels... Corresponding to these resource level bounds are the most likely completion time estimates designated $\mathrm{m}_{\mathrm{H}}$ and $\mathrm{m}_{\mathrm{L}}$, respectively.

The assumption of a linear relation between the most likely completion time $m$ and the resource level $R$ applied to the stage yields Equation (3-15).

$$
\begin{equation*}
f(R)=m=\frac{R-R_{L}}{R_{H}-R_{L}}\left(m_{H}-m_{L}\right)+m_{L} \tag{3-15}
\end{equation*}
$$

Rearranging terms to solve for $R$ in terms of $f(R)$ yields Equation (3-16).

$$
\begin{equation*}
R=\left[f(R)-m_{L}\right] \cdot \frac{R_{H}-R_{L}}{m_{H}-m_{L}}+R_{L} \tag{3-16}
\end{equation*}
$$

Introducing the $i$ stage subscripts for all of the terms and combining Equations (3-13), (3-14), and (3-16) yields:

$$
\begin{array}{r}
R_{i}=\left[a_{i}+\frac{n_{i}\left(T-a_{i}\right)^{2}}{b_{i}-a_{i}}-m_{L i}\right] \cdot \frac{R_{H i}-R_{L i}}{m_{H i}-m_{L i}}+R_{L i} \\
a_{i} \leq T \leq m_{i} \tag{3-17}
\end{array}
$$

and

$$
\begin{array}{r}
R_{i}=\left[b_{i}-\frac{\left(T-b_{i}\right)^{2}}{\left(1-1 / n_{i}\right)\left(b_{i}-a_{i}\right)}-m_{L i}\right] \cdot \frac{R_{H i}-R_{L i}}{m_{H i}-m_{L i}}+R_{L i} \\
m_{i} \leq T \leq b_{i} \tag{3-18}
\end{array}
$$

Thus, the resource at stage $i, R_{i}$, is expressed in terms of the ranges of resource, of most likely completion and of activity time; the expected stage time $n_{i}$ is the independent variable. These two equations take care of the complete stage activity time range.

Equation (3-17) is linear with respect to $n_{i}$ and can be rewritten as follows where constants for the stage equation are combined into $A_{i}$ and $B_{i}$.

$$
\begin{equation*}
R_{i}=A_{i}+B_{i} n_{i} \quad a_{i} \leq T \leq m_{i} \tag{3-19}
\end{equation*}
$$

where $A_{i}=\left(a_{i}-m_{L i}\right) \cdot \frac{R_{H i}-R_{L i}}{m_{H i}-m_{L i}}+R_{I i}$ and

$$
B_{i}=\frac{\left(T-a_{i}\right)^{2}}{b_{i}-a_{i}} \cdot \frac{R_{H i}-R_{L i}}{m_{H i}-m_{I i}}
$$

Equation (3-18) is not linear with respect to $n_{i}$ and can be rewritten as follows where the stage equation constants are combined into $D_{i}$ and $E_{i}$.

$$
\begin{equation*}
R_{i}=D_{i}-E_{i} \frac{n_{i}}{n_{i}-1} \quad m_{i} \leq T \leq b_{i} \tag{3-20}
\end{equation*}
$$

where $D_{i}=\left(b_{i}-m_{L i}\right) \cdot \frac{R_{H i}-R_{L i}}{m_{H i}-m_{L i}}+R_{L i}$
and

$$
E_{i}=\frac{\left(T-b_{i}\right)^{2}}{b_{i}-a_{i}} \cdot \frac{R_{H i}-R_{L i}}{m_{H i}-m_{L i}}
$$

Equation (3-19) is linear with respect to $n_{i}$ and represents the case where the review period $T$ falls between the shortest (a) and most likely (m) completion times for stage i. The model formulated from this relationship is solved by linear programming techniques and will be referred to as Case I.

Equation (3-20) is nonlinear in $n_{i}$ and represents the case where the review period $T$ falls between the most likely ( $m$ ) and the longest (b) completion times for stage i. The model formulated from this relationship is solved by Lagrange multiplier techniques and will be referred to as Case II.

The selection of the review time interval length must take into account the probability of completion of each stage during the interval. Every stage must have a finite probability of being completed. In addition, the probability of completion of two or more sequential stages during the interval must be essentially zero.

Both of these models are optimized by minimizing the total cost of resource used subject to the allowable range of resource application and a maximum expected over-all project duration.

## CHAPTER IV

## THE SOLUTION OF CASE I

Case I is the condition where the stage resource level is a linear function of the mean time spent in each stage. This occurs when the review period $T$ lies between the shortest and most likely completion time ( $a \leq T \leq m$ ).

Formulating this case as a linear programming problem for an M stage project (stage $M=$ completion) results in the following:

Objective function

$$
\begin{equation*}
\text { Minimize: } \quad f={\underset{i}{=1}}_{M_{1}} C_{i} R_{i} \tag{4-1}
\end{equation*}
$$

Where $C_{i}$ is the cost of the resource at the $i^{\text {th }}$ stage and $R_{i}$ is replaced by Equation (3-12), yielding

$$
f=\sum_{i=1}^{M-l} C_{i}\left(A_{i}+B_{i} n_{i}\right)
$$

Constraints
Subject to: ${ }_{i=1}^{\sum_{i}=1} n_{i} \leq N$

$$
\begin{equation*}
n_{i} \leq n_{i \max } \quad i=1,2, \ldots, M-1 \tag{4-4}
\end{equation*}
$$

where $n_{i \min }$ and $n_{i} \max$ are the allowable probable completion time ranges for the maximum and minimum stage resource allocation respectively.

The terms $n_{i}$ min and $n_{i}$ max are computed from Equations (4-5) and (4-6):

$$
\begin{align*}
& n_{i \min }=\frac{\left(m_{H i}-a_{i}\right)\left(b_{i}-a_{i}\right)}{\left(T-a_{i}\right)^{2}}  \tag{4-5}\\
& n_{i \max }=\frac{\left(m_{L i}-a_{i}\right)\left(b_{i}-a_{i}\right)}{\left(T-a_{i}\right)^{2}} \tag{4-6}
\end{align*}
$$

where $m_{\text {Li }}$ and $m_{H i}$ are the most likely completion times for the lowest and highest levels of stage i fesource application, respectively.

The following example serves to illustrate Case I. Consider a four stage research proposal (state 4 equals completion) whose over-all duration (N) is specified to be a mean of fifteen days. The activities are serial; each stage of the work must be completed before the succeeding stage can be started. The status of the proposal is reviewed at five day intervals (T). These times would correspond to a five day work week and a three week period in which the work is scheduled to be completed.

For Stage Number


Stage $3 \quad f_{3}(t)$


Figure 5. Distribution of Completion Times for Three Stage Example, Case I

Computing the coefficients of the objective function below:

$$
\begin{array}{ll}
A=\left(a-m_{L}\right)\left(\frac{R_{H}-R_{L}}{m_{H}-m_{L}}\right)+R_{L} & \text { from Equation (3-19) } \\
B=\frac{(T-a)^{2}}{b-a} \frac{R_{H}-R_{L}}{m_{H}-m_{L}} & \text { from Equation (3-19) }
\end{array}
$$

yields the following stage values:

$$
\begin{array}{llll}
\text { Stage } 1 & A_{1}=250, & B_{1}=-33.3, & C_{1}=10 \\
\text { Stage } 2 & A_{2}=300, & B_{2}=-37.5, & C_{2}=4 \\
\text { Stage } 3 & A_{3}=120, & B_{3}=-16, & C_{3}=6 .
\end{array}
$$

So, the objective function (3-1) becomes Equation (4-7):

$$
\begin{align*}
f & =10\left(250-33 \cdot 3 n_{1}\right)+4\left(300-37 \cdot 5 n_{2}\right)+6\left(120-16 n_{3}\right) \\
& =4420-333 n_{1}-150 n_{2}-96 n_{3} . \tag{4-7}
\end{align*}
$$

Computing the constraint values $n_{i} \max$ and $n_{i} \min$ from the Equations (4-5) and (4-6) yields the following:

Stage $1 \quad n_{1}$ max $=6 \quad n_{1}$ min $=3$
Stage $2 \quad n_{2}$ max $=5^{1 / 3} \quad n_{2}$ min $=2^{2 / 3}$
Stage $3 \quad n_{3}$ max $=5 \quad n_{3}$ min $=2^{1 / 2}$

So the constraints (4-2), (4-3), and (4-4) become:

$$
\begin{align*}
& n_{1} \neq n_{2}+n_{3} \leq 15  \tag{4-8}\\
& n_{1} \geq 3  \tag{4-9}\\
& n_{1} \leq 6  \tag{4-10}\\
& n_{2} \geq 2^{2 / 3}  \tag{4-11}\\
& n_{2} \leq 5^{1 / 3}  \tag{4-12}\\
& n_{3} \geq 2^{1 / 2}  \tag{4-13}\\
& n_{3} \leq 5 \tag{4-14}
\end{align*}
$$

Thus, minimizing the objective function Equation (4-7) is equivalent to maximizing its variable portion and can be written as Equation (4-7a):

$$
\begin{align*}
\operatorname{maximize} z & =-\sum_{i=1}^{M-1} C_{1} B_{1} n_{1} \\
& =333 n_{1}+150 n_{2}+96 n_{3} \tag{4-7a}
\end{align*}
$$

subject to the constraint Equations

$$
\begin{align*}
& n_{1}+n_{2}+n_{3}+S_{1}=15  \tag{4-8a}\\
& n_{1}-S_{2}+A_{1}=3  \tag{4-9a}\\
& n_{1}+S_{3}=6  \tag{4-10a}\\
& 3 n_{2}-S_{4}+A_{2}=8  \tag{4-11a}\\
& 3 n_{2}+S_{5}=16  \tag{4-12a}\\
& 2 n_{3}-S_{5}+A_{3}=5 \tag{4-13a}
\end{align*}
$$

$$
\begin{equation*}
2 n_{3}+S_{7}=10 \tag{4-14a}
\end{equation*}
$$

where terms $S_{1}$ through $S_{\gamma}$ are slack variables and terms $A_{1}, A_{2}$, and $A_{3}$ are artificial variables. The solution of this system of equations is carried out in Appendix I by the Simplex Method and yields the following solution:

$$
\begin{array}{llll}
n_{1}=6 \text { days } & S_{2}=3 & S_{1}=0 & A_{1}=0 \\
n_{2}=5^{1 / 3} \text { days } & S_{4}=8 & S_{3}=0 & A_{2}=0 \\
n_{3}=3^{2 / 3} & S_{6}=2^{1 / 3} & S_{5}=0 & A_{3}=0 \\
Z=3,152 & S_{7}=2^{2 / 3} & &
\end{array}
$$

with a total cost of

$$
f=4,420-z=\$ 1268 .
$$

The allowable range of resource cost for each stage for this solution is found from the linear programming final tableau as follows: for the non-basic variables, compute the ratio of cost increment to variable coefficient which lies in the row of the desired basic variable; add this ratio algebraically to the initial tableau cost coefficient of the basic variable. When this is done for all the non-basic variables, the minimum interval generated by these terms yields a limiting range for the respective basic variable.

Stage $1 \quad B_{1} C_{1}=33 \cdot 10=333 \quad(-333$ in tableau)

$$
\frac{B_{1} C_{1} S_{3}}{a_{26}}=\frac{237}{1}=237 \quad-333+237=-96
$$

no lower limit

$$
\begin{aligned}
& \therefore-B_{1} C_{1}<-96 \text { or } C_{1}>2.88 \\
& \text { Stage } 2 \\
& B_{2} C_{2}=37^{1 / 2} \cdot 4=150 \quad(-150 \text { in tableau) } \\
& \frac{B_{2} C_{2} S_{5}}{a_{48}}=\frac{18}{1 / 3}=54 \quad-150+54=-96 \\
& \because-\mathrm{B}_{2} \mathrm{C}_{2}<-96 \text { or } \mathrm{C}_{2}>2.56 \\
& \text { Stage } 3 \\
& B_{3} C_{3}=16 \cdot 6=96 \quad(-96 \text { in tableau) } \\
& \frac{B_{3} C_{3} S_{1}}{a_{64}}=\frac{96}{I}=96 \\
& -96+96=0 \\
& \frac{B_{3} C_{3} S_{3}}{a_{66}}=\frac{237}{-1}=-237 \quad-96-237=-333 \\
& \frac{B_{3} C_{3} S_{5}}{a_{68}}=\frac{18}{-1 / 3}=-54 \quad-96-54=-150 \\
& \therefore-150<-B_{3} C_{3}<0 \text { or } 9.38>C_{3}>0
\end{aligned}
$$

Therefore, for this solution the resource cost for Stage 1 must be greater than $\$ 2.88$ per man-hour; the resource cost for Stage 2 must be greater than $\$ 2.56$ per man-hour; the resource cost for Stage 3 must lie between zero and $\$ 9.38$ per man-hour.

The linear programming final tableau also gives the incremental cost associated with each binding constraint, where $S_{1}=0$. The overall time restriction $\left(S_{1}=0\right)$ has a cost of $\$ 96$ per day associated with it. The maximum time constraint on Stage $1\left(S_{3}=0\right)$ has a corresponding cost of
\$237 per day, while the maximum time constraint on Stage 3 $\left(S_{s}=0\right)$ has a marginal cost of $\$ 18$ per day. This shows that restrictions, such as required man-hours, are most costly on Stage l of this example project.

In summary the results for each stage are:
Stage

| 1 | 2 | $5^{1 / 3}$ |
| :--- | :--- | :--- |

n-mean time in stage (days)
50 100 61.3 R-resource applied (man-hours)
500. 400. 368 CR-cost of resource applied ( $\$$ )

These results indicate the expected time each activity of the project will require. The resource level applied at each stage yields a minimum total resource cost subject to the specified time and resource constraints. This information, combined with the incremental costs associated with the binding time constraints, can enable a manager to more effectively plan the levels of effort in a cost-time trade off.

Case I, with its linear objective function, can be applied to any size sequential stage project. Each stage adds one variable and two constnaint equations so the size of problem for feasible hand computation may be considered as five or six stages; machine computation is advised for larger systems.

## CHAPTER V

## THE SOLUTION OF CASE II

Case II is the condition where the stage resource level is not a linear function of the mean time spent in each stage, but varies as $n_{1} /\left(n_{1}-1\right)$ from Equation (3-20). This occurs when the review period $T$ lies between the most likely and longest completion time ( $m \leq T \leq b$ ).

Formulating this case as a nonlinear programming problem where the constraints are linear and the objective function is nonlinear results in the following for an $M$ stage project where the $M^{\text {th }}$ stage is completion.

Objective Function

$$
\begin{align*}
\text { Minimize } & =\sum_{i=1}^{M-1} C_{1} R_{1}  \tag{5-1}\\
& =\sum_{i=1}^{M-1} C_{1}\left(D_{1}-E_{1} \frac{n_{1}}{n_{1}-1}\right)
\end{align*}
$$

where $C_{1}$ is the resource cost at the $i^{\text {th }}$ stage.
Constraints

$$
\begin{equation*}
\text { Subject to: } \quad \sum_{i=1}^{M-1} n_{1} \leq N \tag{5-2}
\end{equation*}
$$

$$
\begin{equation*}
n_{1} \geq n_{1} \min \quad i=1,2, \ldots, M-1 \tag{5-3}
\end{equation*}
$$

and

$$
\begin{equation*}
n_{1} \leq n_{1} \max \quad i=1,2, \ldots, M-1 \tag{5-4}
\end{equation*}
$$

where $n_{1} \min$ and $n_{1} \max$ are, as in Case $I$, the range of stage completion times.

Equations $(5-5)$ and $(5-6)$ are obtained from Equation (3-12) and yield $n_{1} \min$ and $n_{1} \max$ :

$$
\begin{align*}
& n_{1} \text { min }=\frac{1}{I-\frac{1}{\left(b_{1}-m_{H i}\right)\left(b_{1}-a_{1}\right)}}  \tag{5-5}\\
& n_{1 \text { max }}=\frac{1}{I-\frac{\left(T-b_{1}\right)^{2}}{\left(b_{1}-m_{I_{i}}\right)\left(b_{1}-a_{1}\right)}} \tag{5-6}
\end{align*}
$$

where $m_{H i}$ and $m_{\text {Li }}$ are the stage most likely completion times for the highest and lowest resource levels, respectively.

Testing the objective function for convexity yields the following equations:

$$
\begin{align*}
& \frac{\partial f}{\partial n_{1}}=\sum_{i=1}^{M-1} \frac{C_{1} E_{1}}{\left(n_{1}-1\right)^{2}}<0, \text { since } E_{1}<0  \tag{5-7}\\
& \frac{\partial^{2} f}{\partial n_{1}^{2}}=-\sum_{i=1}^{M-1} \frac{2 C_{1} E_{1}}{\left(n_{1}-1\right)^{3}}>0, n_{1}>1 \text { and } E_{1}<0 \tag{5-8}
\end{align*}
$$

Since $\frac{\partial f}{\partial n_{1}}<0$ and $\frac{\partial^{2} f}{\partial n_{1}{ }^{2}}>0$ for $1<n_{1}<\infty$ $f$ is a monotonically decreasing convex function as $n_{1}$ increases, as illustrated in Figure 6. The function does not have a local minimum because $\partial f / \partial_{1}$ is always negative, hence the lowest cost occurs at large activity durations. Because the activity durations $n_{1}$ are constrained, the
solution of the system will have at least one constraint binding.

Activity $f_{1}$ cost


Figure 6. Cost Versus Time Duration of Activity for Case II

Writing Equations (5-1) through (5-4) in Lagrange Multiplier notation (8) and formulating the composite function:

$$
\begin{align*}
F(n, \lambda)= & f-\sum_{j=1}^{2 M-1} \lambda_{J} g \jmath(n)  \tag{5-9}\\
= & \sum_{i=1}^{M-1} C_{1}\left(D_{1}-E_{1} \frac{n_{1}}{n_{1}-1}\right)-\lambda_{1} \sum_{i=1}^{M-1} n_{1}-N  \tag{5-9}\\
& \sum_{i=1}^{M-1} \lambda_{1+1}\left(n_{1}-n_{1} \min \right)-\sum_{i=1}^{M-1} \lambda_{1}+M\left(n_{1}-n_{1} \max \right)
\end{align*}
$$

where $g_{j}(n)=0$ when the constraint is binding.
Equation (5-9) is the new objective function subject to $2 M-1$ constraints. Because the optimization is over M-1 activities (the $M^{\text {th }}$ stage is completion) and each activity
is subject to two time duration constraints, $2 \mathbb{M}-2$ equations arise. The over-all project time duration constraint produces an additional equation, hence there is a total number of $2 M-1$. The $\lambda_{1}$ multiplier is associated with the overall project constraint; $\lambda_{2}$ through $\lambda_{m}$ are associated with the stage 1 through M-1 minimum time duration constraints, respectively, while $\lambda_{M+1}$ through $\lambda_{2 M-1}$ are associated with the stage 1 through M-1 maximum time duration constraints, respectively.

Computing the partial derivatives of Equation (5-9) with respect to each variable and equating it to zero results in the following set of equations:

$$
\begin{align*}
& \frac{\partial F}{\partial n_{1}}=+\frac{C_{1} E_{1}}{\left(n_{1}-1\right)^{2}}-\lambda_{1}-\lambda_{1+1}-\lambda_{1+M}=0 \\
& i=1,2, \ldots, M-1 \quad(5-10) \\
& \frac{\partial F}{\partial \lambda_{1}}=-\sum_{i=1}^{M-1}\left(n_{1}-N\right)=0  \tag{5-11}\\
& \frac{\partial F}{\partial \lambda_{1+1}}=-\left(n_{1}-n_{1} \min \right)=0 \\
& i=1,2, \ldots, M-1  \tag{5-12}\\
& \frac{\partial F}{\partial \lambda_{1}+m}=-\left(n_{1}-n_{1} \max \right)=0 \\
& i=1,2, \ldots, M-1 . \tag{5-13}
\end{align*}
$$

For a given $i$ in the Equation (5-10), either $\lambda_{1+1}$ or $\lambda_{1+M}$ will equal zero as, at most, only one of these constraints can be binding on the term $n_{1}$.

Consider the following numerical example to illustrate Case II.

Assume a project consisting of 4 sequential stages,
where Stage 4 is completion, is desired to be completed in 15 days and that it is reviewed at five-day intervals (this example is similar to the one used in Case I). For Stage Number


Stage 1 and 3 have the review time $T$ lying between $m$ and $b$ while Stage 2 was selected with $T$ lying between $a$ and $m$. Stage 2 was purposely chosen to have a relatively small probability of completion during one review time period because, in the model, it is necessary for the probability of completion of two or more activities during one review time period to be negligible. Computing the coefficients of the objective function from Equation (3-20) for Stages 1 and 3 where:

$$
D=\left(b-m_{L}\right)\left(\frac{R_{H}-R_{L}}{m_{H}-m_{L}}\right)+R_{L} \quad \text { and } E=\frac{(T-b)^{2}}{b-a}\left(\frac{R_{H}-R_{L}}{m_{H}-m_{L}}\right)
$$

and from Equation (3-19) for Stage 2 where:

$$
A=\left(a-m_{L}\right)\left(\frac{R_{H}-R_{\mathrm{L}}}{\mathrm{~m}_{\mathrm{H}^{-\mathrm{m}_{\mathrm{L}}}}}\right)+\mathrm{R}_{\mathrm{L}} \text { and } B=\frac{(\mathrm{T}-a)^{2}}{b-a}\left(\frac{\mathrm{R}_{\mathrm{H}^{-R}}}{\mathrm{~m}_{\mathrm{H}}-\mathrm{m}_{\mathrm{L}}}\right)
$$

yields the following stage values:

$$
\begin{array}{ll}
\text { Stage } 1 & D_{1}=-250, E_{1}=-180, C_{1}=10 \\
\text { Stage } 2 & A_{2}=+400, B_{2}=-25, C_{2}=4 \\
\text { Stage } 3 & D_{3}=-400, E_{3}=-2420 / 7, C_{3}=6
\end{array}
$$

So, the objective function becomes:

$$
\begin{aligned}
& f=10\left(-250+180 \frac{n_{1}}{n_{1}-1}\right)+4\left(400-25 n_{2}\right)+ \\
& \therefore \quad 6\left(-400+\frac{2420}{7} \frac{n_{3}}{n_{3}-1}\right)=-3300+\frac{1800 n_{1}}{n_{1}-1}- \\
& \quad 100 n_{2}+\frac{2074 n_{3}}{n_{3}-1} .
\end{aligned}
$$

Computing the constraint values $n_{1}$ min and $n_{1}$ max from the Equations $(5-5)$ and $(5-6)$ for $S t a g e s 1$ and 3 and from

Equations (4-5) and (4-6) for Stage 2 yields the following:

| Stage 1 | $n_{1} \min =1^{9 / 11}$ | $n_{1} \max =2^{1 / 2}$ |
| :--- | :--- | :--- |
| Stage 2 | $n_{2} \min =8$ | $n_{2} \max =12$ |
| Stage 3 | $n_{3} \min =3^{27 / 4}$ | $n_{3} \max =4^{2 / 3}$ |

So the constraints become:

$$
\begin{align*}
& n_{1}+n_{2}+n_{3} \leq 15  \tag{5-15}\\
& n_{1} \geq 1^{9 / 11}  \tag{5-16}\\
& n_{2} \geq 8 \tag{5-17}
\end{align*}
$$

$$
\begin{align*}
& n_{3} \geq 3^{27 / 47}  \tag{5-18}\\
& n_{1} \leq 2^{1 / 2}  \tag{5-19}\\
& n_{2} \leq 12  \tag{5-20}\\
& n_{3} \leq 4^{2 / 3} \tag{5-21}
\end{align*}
$$

Equations (5-9) through (5-13) can be written as the following for this example:

$$
\begin{align*}
& F\left(n_{2} \lambda\right)=-3300+\frac{1800 n_{1}}{n_{2}-1}+\frac{2074 n_{3}}{n_{3}-1} \\
& -\lambda_{1}\left(n_{1}+n_{2}+n_{3}-8\right)-\lambda_{2}\left(n_{4}-1.818\right) \\
& -\lambda_{3}\left(n_{2}-8.000\right)-\lambda_{4}\left(n_{3}-3.574\right)-\lambda_{6}\left(n_{1}-2.500\right) \\
& -\lambda_{B}\left(n_{g}-12.000\right)-\lambda_{7}\left(n_{3}-4.666\right)  \tag{5-22}\\
& \frac{\partial F}{n_{1}}=-\frac{1800}{\left(n_{1}-1\right)^{2}}-\lambda_{1}-\lambda_{2}-\lambda_{5}=0  \tag{5-23}\\
& \frac{\partial F}{\partial \lambda_{2}}=-100-\lambda_{1}-\lambda_{3}-\lambda_{1}=0  \tag{5-24}\\
& \frac{\partial P}{\partial n_{3}}=-\frac{2074}{\left(n_{3}-1\right)^{2}}-\lambda_{1}-\lambda_{4}-\lambda_{7}=0  \tag{5-25}\\
& \frac{\partial P}{\partial \lambda_{1}}=-\left(n_{1}+n_{2}+n_{3}-15\right)=0  \tag{5-26}\\
& \frac{\partial F}{\partial \lambda_{2}}=-\left(n_{1}-1.818\right)=0  \tag{5-27}\\
& \frac{\partial F}{\partial \lambda_{3}}=-\left(n_{2}-8.000\right)=0  \tag{5-28}\\
& \frac{\partial F}{\partial \lambda_{4}}=-\left(n_{3}-3.574\right)=0  \tag{5-29}\\
& \frac{\partial F}{\partial \lambda_{6}}=-\left(n_{1}-2.500\right)=0 \tag{5-30}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial F}{\partial \lambda_{6}}=-\left(n_{2}-12.000\right)=0  \tag{5-31}\\
& \frac{\partial F}{\partial \lambda_{7}}=-\left(n_{3}-4.666\right)=0 . \tag{5-32}
\end{align*}
$$

To solve this system of equations, assume initially that one constraint, Equation (5-26), is binding; therefore, $\lambda_{2}$ through $\lambda_{7}$ are equal to zero.

Solving for $\lambda_{i}$ from Equation (5-24) and substituting it into Equations (5-23) and (5-25) yields:

$$
\begin{aligned}
& \lambda_{1}=-100 \\
& n_{1}=1+\left(-1800 / \lambda_{1}\right)^{1 / 2}=5.243 \\
& n_{3}=1+\left(-2074 / \lambda_{1}\right)^{1 / 2}=5.554 .
\end{aligned}
$$

Substituting $n_{1}$ and $n_{3}$ into Equation (5-26) yields:

$$
n_{2}=15-5.234-5.554=4.203 .
$$

Checking the values of $n_{1}$ with the constraints

$$
\begin{array}{ll}
1.818 \leq n_{1} \leq 2.500 & n_{1}=5.243 \\
8.000 \leq n_{2} \leq 12.000 & n_{2}=4.203 \\
3.574 \leq n_{3} \leq 4.666 & n_{3}=5.554
\end{array}
$$

$n_{1}$ and $n_{3}$ exceed their maximum limit while $n_{2}$ is less than its minimum limit. Therefore, constraint Equation (5-28) will be used for $n_{2}$ as it is the furthest outside of bounds:

$$
\mathrm{n}_{2}=8.000, \quad \lambda_{3} \neq 0 .
$$

From Equation $(5-24), \lambda_{3}=-\lambda_{1}-100$.
Substituting into Equation (5-26) yields:

$$
1+\left(-1800 / \lambda_{1}\right)^{1 / 2}+8.000+1+\left(-2074 / \lambda_{1}\right)^{1 / 2}-15=0
$$

which gives $\lambda_{1}=-309$,
therefore,

$$
n_{1}=1+\left(-1800 / \lambda_{1}\right)^{1 / 2}=3.418
$$

and

$$
n_{3}=I+\left(-2074 / \lambda_{1}\right)^{1 / 2}=3.595 .
$$

Checking the values of $n_{1}$ and $n_{3}$ with their constraints

$$
\begin{array}{ll}
1.818 \leq n_{1} \leq 2.500 & n_{1}=3.418 \\
3.574 \leq n_{3} \leq 4.666 & n_{3}=3.595
\end{array}
$$

$\mathrm{n}_{1}$ is found to exceed its maximum limit. Therefore, constraint Equation (5-30) must be used yielding:

$$
n_{1}=2.500, \lambda_{5} \neq 0
$$

From Equation $(5-23), \lambda_{5}=-\lambda_{1}-\frac{1800}{(2,500-1)^{2}}=-\lambda_{1}-800$.
Solving for $n_{3}$ from Equation (5-26):

$$
n_{3}=15-2.500-8.000=4.500
$$

therefore,

$$
n_{1}=2.500 \quad n_{2}=8.000 \quad n_{3}=4.500
$$

which satisfies all of the constraints.
Obtaining $\lambda_{7}$ from Equation (5-25) yields:

$$
\lambda_{1}=-\frac{2074}{(4.500-1)^{2}}=-169 .
$$

Also,

$$
\lambda_{3}=-\lambda_{1}-100=169-100=69
$$

and

$$
\lambda_{5}=-\lambda_{1}-800=169-800=-631 .
$$

The Kuhn-Tucker condition which describes optimal solutions to nonlinear programing problems will now be used to test the optimality of this solution. The minimiration of a convex function over convex constraint equaltions satisfying these conditions is an optimal solution. The conditions are:

$$
\begin{equation*}
\text { If } n_{1} *>0 \text {, then } \frac{\partial f}{\partial n_{i}}-\sum_{j=1}^{2 M-1} \lambda_{1} \frac{\partial g_{j}}{\partial n_{1}}=0 \tag{5-33}
\end{equation*}
$$

at $n_{i}=n_{i}^{*}$ for $i=1,2, \ldots, M-1$.

$$
\begin{equation*}
\text { If } n_{1}^{*}=0 \text {, then } \frac{\partial f}{\partial n_{1}}-\sum_{j=1}^{2 M-1} \lambda_{j} \frac{\partial g_{1}}{\partial n_{1}} \leq 0 \tag{5-34}
\end{equation*}
$$

at $n_{1}=n_{1}{ }^{*}$ for $i=1,2, \ldots$, M-1.
Checking the solution in Equation (5-33) yields:

$$
\begin{aligned}
n_{1}: & -\frac{1800}{\left(n_{1}-1\right)^{2}}-\lambda_{1}-\lambda_{2}-\lambda_{5}= \\
& =-\frac{1800}{(2.500-1)^{2}}+169-0+631=-800+169+631=0
\end{aligned}
$$

$$
n_{2}:-100-\lambda_{1}-\lambda_{3}-\lambda_{6}=-100+169-69-0=0
$$

and

$$
\begin{aligned}
n_{3}: & -\frac{2074}{\left(n_{3}-1\right)^{2}}-\lambda_{1}-\lambda_{4}-\lambda_{7}= \\
& -\frac{2074}{(4.570-1)^{2}}+169-0-0=-169+169=0
\end{aligned}
$$

which satisfies the first condition and since $n_{1}^{*}>0$, the second condition does not apply; therefore, the solution
obtained is optimal.
The total resource cost then can be found from Equation (5-22) as:

$$
\begin{aligned}
F & =-3300+\frac{1800(2.500)}{2.500-1}-100(8.000)+\frac{2074(4.500)}{4.500-1} \\
& -(-169)(2.500+8.000+4.500-15) \\
& -0(2.500-1.818)-69(8.000-8.000) \\
& -0(4.500-3.574)-(-631)(2.500-2.500) \\
& -0(8.000-12.000)-0(4.500-4.666) \\
& =-3300+3000-800+2667=\$ 1567
\end{aligned}
$$

The $\lambda_{1}$ multiplier may be interpreted as the cost of an incremental change in the over-all project duration time. For example, a $1 / 10$ day increase in the over-all project duration would reduce the project cost by $\$ 16.90$ (approximately since this is a nonlinear system). Similarly, the $\lambda_{3}$ multiplier may be interpreted as the cost of an incremental change in the minimum time constraint of activity 2. Reducing the minimum time by $1 / 10$ of a day would result in approximately a $\$ 6.90$ reduction in project cost.

Finally, the $\lambda_{5}$ multiplier would represent the cost of an incremental change in the maximum time constraint of activity . A $1 / 10$ of a day increase in the activity time duration would save approximately $\$ 63.10$; of the three binding constraints, this one is the most costly. The sign of $\lambda_{3}$ differs from that of $\lambda_{1}$ and $\lambda_{5}$ because it is a
minimum constraint whereas $\lambda_{1}$ and $\lambda_{5}$ are associated with maximum constraints. Summarizing the results for each stage:

Stage

| 1 | 2 | 3 |  |
| :--- | :--- | :--- | :--- |
| 2.5 | 8.0 | 4.5 |  |
| 50.0 | 200.0 | 44.5 | R-mean time in stage (days) |
| 500.0 | 800 | 267 |  |
|  | CR-cost of resource applied ( $\$$ ) |  |  |

where $\lambda_{1}=-169$ over-all project duration constraint multiplier, $\lambda_{3}=69$, Stage 2 minimum duration constraint multiplier and $\lambda_{5}=-631$, Stage 1 maximum duration constraint multiplier. The interpretation of these results is the same as for Case I discussed in the preceding chapter. As seen from this example, determining the optimum for the nonlinear objective function is not particularly straightforward. Increasing the number of stages will. further complicate the method computationally, but it should still be possible to obtain a constrained optimal solution. Bringing in constraints only as required will minimize the work for hand computation.

## CHAPTER VI

## CONCLUSIONS AND RECOMIENDATIONS

This study has shown that it is possible to relate a sequential stage project to a Markov Process. The transient state probabilities.represent the project stages while the absorbing state represents the project completion stage. By relating the probability of completion during a given time interval to the level of resource applied to a stage, a minimum resource cost is obtained for the overall project duration and stage resource constraints. The approach developed in this work can be used as a supplement to a,relatively large scale project management tool such as PERT (9).

The use of this system as a practical management tool requires that the equations be programmed for digital computation. Computer logic can be used to select the appropriate equations when the range of the mode of the completion distribution includes the review time period.

Future work on this technique would include taking into consideration the possibility of more than one stage being completed during a review time period. This inclusion would be necessary if a distribution with a finite probability of very short activity duration were used.

Another area for further investigation would be the assignment of a probability of completion to the over-all project duration. A dynamic programming approach might be used for the model in this case.

## A SELECTED BIBLIOGRAPHY

(1) Karush, William. "A General Algorithm for the Optimal Distribution of Effort. " Management Science, Vol. 9, No. 1 (Oct. 1962), pp. 50-72.
(2) Weingartner, H. Martin. "Capital Budgeting of Interrelated Projects: Survey and Synthesis." Management Science, Vol. 12, No. 7 (March 1966), pp. 485-516.
(3) Fulkerson, D. R. "A Network Flow Computation for Project Cost Curves." Management Science, Vol. 7, No. $2(J a n .1961), ~ p p .167-178$.
(4) Kelly, James E. Jr. "Critical Path Planning and Scheduling: Mathematical Basis." Operations Research, Vol. 9, No. 3 (1961), pp. 296-320.
(5) Berman, E. B. "Resource Allocation in a PERT Network under Continuous Activity Time Cost Functions." Management Science, Vol. 10, No. 4 (July 1964), pp. 734-745.
(6) Kemeney, John G., and J. Laurie Snell. Finite Markov Chains. Princeton, N. J.: Van Nostrand, 1960 .
(7) MacCrimmon, Kenneth R., and Charles A。Rayvec. "An Analytical Study of the PERT Assumptions." Operations Research, Vol. 12, No. I (1964), pp. 16m37.
(8) Hillier, Frederick S., and Gerald J. Lieberman. Introduction to Operations Research. San Francisco: Holden-Day, 1967.
(9) Moder, Joseph J., and Cecil R. Phillips. Project Management with CPM and PERT, New York: Reinhold, 1964.
(10) Howard, Ronald A. Dynamic Programming and Markov Processes. New York: John Wiley and Sons Inc., 1960.
(11) Everett, Hugh III. "General Lagrange Multiplier for Solving Problems of Optimal Allocation of Resources." Operations Research, Vol. ll, No. 3 (May-June 1963), pp. 399-417.
(12) Sittler, R. W. "Systems Analysis of Discrete Markov Processes." IRE Transactions on Circuit Theory, Vol. CT-3, No. 4 (Dec. 1956).

## APPENDIX

The numerical example given in Chapter IV involves the maximimization of the following objective function subject to constraints.

Maximize $\mathrm{Z}=1000 \mathrm{n}_{1}+150 \mathrm{n}_{2}+96 \mathrm{n}_{3}$ subject to:

$$
\begin{aligned}
& n_{1}+n_{2}+n_{3}+S_{1}=10 \\
& n_{1}-S_{2}+A_{1}=2 \\
& n_{1}+S_{3}=3 \\
& 3 n_{2}-S_{4}+A_{2}=8 \\
& 3 n_{2}+S_{5}=16 \\
& 2 n_{3}-S_{6}+A_{3}=5 \\
& 2 n_{3}+S_{7}=10
\end{aligned}
$$

The following pages give the initial tableau and the five iterations obtaining the optimal solution by the Simplex Method.

## APPENDIX

The numerical example given in Chapter IV involves the maximization of the following objective function subject to constraints:

Maximize $Z=333 n_{1}+150 n_{2}+96 n_{3}$
Subject to:

$$
\begin{aligned}
& n_{1}+n_{2}+n_{3}+S_{1}=15 \\
& n_{1}-S_{2}+A_{1}=3 \\
& n_{1}+S_{3}=6 \\
& 3 n_{2}-S_{4}+A_{2}=8 \\
& 3 n_{2}+S_{5}=16 \\
& 2 n_{3}-S_{8}+A_{3}=5 \\
& 2 n_{3}+S_{7}=10
\end{aligned}
$$

The following pages give the initial tableau and the six iterations obtaining the optimal solution by the Simplex Method.
$\left.\begin{array}{ccccccccccccc|ccc}n_{1} & n_{2} & n_{3} & S_{1} & S_{2} & S_{3} & S_{4} & S_{5} & S_{6} & S_{7} & A_{1} & A_{2} & A_{3} & b & \operatorname{Var} & \theta \\ \hline 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 15 & S_{1} & 15 \\ 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 3 & A_{1} & 3 \\ 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 6 & S_{3} & 6 \\ 0 & 3 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 1 & 0 & 8 & A_{2} \\ 0 & 3 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 16 & S_{5} \\ 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 1 & 5 & A_{3} \\ 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 10 & S_{7} \\ \hline-333 & -150 & -96 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & +M & +M & +M & 0 & 2\end{array}\right]$

Initial Tableau

| $n_{1}$ | $n_{2}$ | $n_{3}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ | $S_{4}$ | $S_{5}$ | $S_{6}$ | $S_{7}$ | $A_{1}$ | $A_{2}$ | $A_{3}$ | $b$ | $\operatorname{Var}$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 12 | $S_{1}$ | 12 |
| 1 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 3 | $n_{1}$ | -3 |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 3 | $S_{3}$ | $3 \leftarrow$ |
| 0 | 3 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 1 | 0 | 8 | $A_{2}$ |  |
| 0 | 3 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 16 | $S_{5}$ |  |
| 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 1 | 5 | $A_{3}$ |  |
| 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 10 | $S_{7}$ |  |
| 0 | -150 | -96 | 0 | -33 | 0 | 0 | 0 | 0 | 0 | $+M$ | $+M$ | $+M$ | 1000 | 2 |  |

First Iteration

| $n_{1}$ | $n_{2}$ | $n_{3}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ | $s_{4}$ | $s_{5}$ | $S_{6}$ | $S_{7}$ | $A_{1}$ | $A_{2}$ | $A_{3}$ | $b$ | $\operatorname{Var}$ | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 1 | 0 | -1 | 0 | 0 | 0 | 0 | -2 | 0 | 0 | 9 | $S_{1}$ | 9 |
| 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 5 | $n_{1}$ |  |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 3 | $S_{2}$ |  |
| 0 | 3 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 1 | 0 | 8 | $A_{2}$ | $8 / 3$ |
| 0 | 3 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 16 | $S_{5}$ | $16 / 3$ |
| 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 1 | 5 | $A_{3}$ |  |
| 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 10 | $S_{7}$ |  |
| 0 | -150 | -96 | 0 | 0 | 333 | 0 | 0 | 0 | 0 | $M$ | $M$ | $M$ | 2000 | 2 |  |

Second Iteration

| $\mathrm{n}_{1}$ | $\mathrm{n}_{2}$ | $n_{3}$ | $S_{1}$ | $\mathrm{S}_{2}$ | $\mathrm{s}_{3}$ | $\mathrm{S}_{4}$ | $\mathrm{s}_{5}$ | $s_{6}$ | $s_{7}$ | $A_{1}$ | $\mathrm{A}_{2}$ | $\mathrm{A}_{3}$ | b | Var | $\bigcirc$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 1 | 0 | -1 | $2 / 3$ | 0 | 0 | 0 | -2 | $-1 / 3$ | 0 | 19/3 | $S_{1}$ | 19/3 |
| 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 6 | $n_{1}$ |  |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 3 | $s_{2}$ |  |
| 0 | 1 | 0 | 0 | 0 | 0 | -2/3 | 0 | 0 | 0 | 0 | $1 / 3$ | 0 | 8/3 | ${ }^{3} 2$ |  |
| 0 | $\bigcirc$ | 0 | 0 | 0 | 0 | 1 | 2 | 0 | 0 | 0 | -1 | 0 | 8 | $S_{5}$ |  |
| 0 | 0 | (2) | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 1 | 5 | $A_{3}$ | 5/2 $<$ |
| 0 | 0 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 | 10 | $S_{7}$ | 10/2 |
| 0 | 0 | $\begin{gathered} -96 \\ \hat{p} \end{gathered}$ | 0 | 0 | 333 | -50 | 0 | 0 | 0 | M | M | M | 2.400 | z |  |

Third Iteration

| $n_{1}$ | $n_{2}$ | $n_{3}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ | $S_{4}$ | $S_{5}$ | $S_{6}$ | $S_{7}$ | $A_{1}$ | $A_{2}$ | $A_{3}$ | $b$ | $\operatorname{Var}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1 | 0 | -1 | $1 / 3$ | 0 | $1 / 2$ | 0 | -2 | $-1 / 3$ | $-1 / 2$ | $23 / 6$ | $S_{1}$ |
| 2 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 6 | $n_{1}$ |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 3 | $S_{2}$ |
| 0 | 1 | 0 | 0 | 0 | 0 | $-1 / 3$ | 0 | 0 | 0 | 0 | $1 / 3$ | 0 | $8 / 3$ | $n_{2}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | -1 | 0 | 8 | $S_{5}$ |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | $-1 / 2$ | 0 | 0 | 0 | $1 / 2$ | $5 / 2$ | $n_{3}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | -1 | 5 | $S_{7}$ |

Fourth Iteration

| $n_{1}$ | $n_{2}$ | $n_{3}$ | $S_{1}$ | $S_{2}$ | $s_{3}$ | $s_{4}$ | $s_{5}$ | $S_{6}$ | $s_{7}$ | $A_{1}$ | $A_{2}$ | $A_{3}$ | $b$ | $\operatorname{Var}$ | $\theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 1 | 0 | -1 | 0 | $-1 / 3$ | $1 / 2$ | 0 | -2 | 0 | $-1 / 2$ | $7 / 6$ | $s_{1}$ | $7 / 3 \leftarrow$ |
| 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 6 | $n_{1}$ |  |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 3 | $s_{2}$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | $1 / 3$ | 0 | 0 | 0 | 0 | 0 | $16 / 3$ | $n_{2}$ |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | -1 | 0 | 8 | $s_{4}$ |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | $-1 / 2$ | 0 | 0 | 0 | $1 / 2$ | $5 / 2$ | $n_{3}$ | -5 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | -1 | 5 | $s_{7}$ | 5 |
| 0 | 0 | 0 | 0 | 0 | 333 | 0 | 50 | -48 | 0 | $M$ | 1 | $M$ | 3040 | 2 |  |

Fifth Iteration

| $n_{1}$ | $n_{2}$ | $n_{3}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ | $S_{4}$ | $S_{5}$ | $S_{6}$ | $S_{7}$ | $A_{1}$ | $A_{2}$ | $A_{3}$ | $b$ | $V$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 2 | 0 | 2 | 0 | $-2 / 3$ | 1 | 0 | 4 | 0 | -1 | $1 / 3$ | $S_{6}$ |
| 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 6 | $n_{1}$ |
| 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 3 | $S_{2}$ |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | $1 / 3$ | 0 | 0 | 0 | 0 | 0 | $16 / 3$ | $n_{2}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | -1 | 0 | 8 | $S_{4}$ |
| 0 | 0 | 1 | 1 | 0 | -1 | 0 | $-1 / 3$ | 0 | 0 | -2 | 0 | 0 | $11 / 3$ | $n_{3}$ |
| 0 | 0 | 0 | -2 | 0 | 2 | 0 | $2 / 3$ | 0 | 8 | 4 | 0 | 0 | $8 / 3$ | $S_{7}$ |
| 0 | 0 | 0 | 96 | 0 | 237 | 0 | 18 | 0 | 0 | $N$ | 1 | $M$ | 3152 | 2 |

SIxth Iteration 0 Opimal
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