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ABSTRACT

Phased array technology provides remarkable scanning flexibility and spatial

search capability for the multifunction radar system, airborne radar system,

and many other applications. Recent years have seen a noticeable surge to-

wards low cost, small phased array antenna technology in a varied range of

sectors due to its diverse applicability. However, lowering the cost exposed

phased array antenna to various errors, among which excitation errors, such

as incorrect phase and amplitude, is one of the major concerns. Excitation

errors affect essential performance parameters such as side-lobe level, antenna

gain, active impedance, and beam-forming quality. It is crucial to quantify

and compensate for the errors associated with each antenna element’s phase

and amplitude to ensure the phased array antenna’s desired performance. The

process of this compensation is widely known as the calibration of a phased

array. The diverse application and increased use of a low cost small phased

array system make the front end calibration procedure very challenging. This

challenge is two-fold. The calibration should be done accurately and quickly as

possible. This dissertation focuses on developing a novel technique of phased

array calibration using a fixed probe in the quasi-near-field of the antenna. The

objective is to significantly reduce calibration time and associated cost without

compromising the calibration quality for initial and in-situ calibration. After

the development of a successful mathematical framework, a detailed simula-

tion is conducted to analyze the system. The proposed technique was finally

validated using an active electronically scanned array inside a custom-made

compact range and near field range.

xvi



Chapter 1

INTRODUCTION

Phased array radar and communication systems have advanced significantly in

recent years. The ability to have high gain with low side-lobes, beam steering,

multifunction operation, emission of several beams simultaneously, and adapt-

ability makes phased array antennas more popular. Now researchers are trying

to take it a step further. The goal is to provide low cost, low weight, and small-

sized phased array antennas without compromising the system’s flexibility and

functionality, as described in [1–3]. One of the critical features of phased array

antennas is electronic beam steering, which is achieved by adjusting the phase

of the signal received or transmitted by each antenna element. The signals

from every element become in phase for a specific beam scan angle desired for

beam steering. The amplitude also plays a vital role in controlling side-lobes

and optimizing aperture efficiency. The amplitudes and phases of the element

channels relative to each other determine the shape of the antenna pattern.

Due to manufacturing variability and unavoidable natural phenomenon,

there is often considerable deviation in relative phase and amplitude of the
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elements from their desired values. A multitude of reasons causes this. It

might be coming from attenuators, amplifiers, dividers, combiners, switches,

connectors, or transmission lines such as coaxial cables and waveguides. Sec-

ondary parameters such as temperature and pressure are also responsible for

drifts in phase and amplitude of the elements. Digital arrays have even more

source of errors from oscillators and amplifiers. To address these issues and

ensure that the phased array antenna is working correctly, it is essential to

calibrate the antenna by measuring and equalizing all element channels’ phase

and amplitude effects.

1.1 Problem Statement and Motivation

The complex excitation (phase and amplitude) of the element channels relative

to each other determines the shape of the antenna pattern. There is often

considerable deviation in the relative phase and amplitude values compared

to the desired values, as explained in [4–7], for various reasons; these can be

defined as excitation errors. They might be caused by a different combination

of error sources, as mentioned earlier.

There are a wide variety of calibration procedures available for different

system types, such as those that use analog beamforming, hybrid beamform-

ing, or full digital beamforming. After the array is fabricated, a suitable cal-

ibration procedure is performed for different frequencies, temperatures, and

other operational conditions to compensate for various errors and ensure sys-

tem performance. This process is known as “initial calibration” throughout

the dissertation, focusing on element-level amplitude and phase alignment in

the RF front end. Without this initial calibration, a phased array antenna is

unlikely to meet its performance goals.
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Figure 1.1: Typical pattern of a 16 element Uniform Linear Array (ULA) in
three different stages: 1) without any calibration; 2) with initial calibration;
and 3) after subsequent errors without any monitoring

In Figure 1.1, a typical 16 element λ
2

dipole, half-wavelength spacing, uni-

form linear array pattern is plotted. First, the pattern is plotted without

initial calibration. This includes manufacturing and random errors. It can be

observed that the pattern without initial calibration is almost of no use. Then

a well-calibrated pattern is also plotted to emphasize the impact of ideal initial

calibration.

After the initial calibration, when the array is deployed for its operation,

secondary parameters such as component aging, change in environment, and

3



component failure often affect the antenna. Different performance monitoring

techniques are available while the array is fielded to address this problem. In

Figure 1.1, the last pattern showed the unmonitored pattern condition. It is

visible how the pattern started to deviate from the ideal shape without any

monitoring.

The first step of calibrating a phased array is often finding out how each

element radiates at a specific frequency and how the control of each element

translates into phase and amplitude in the far-field. The next step typically

involves a rigorous investigation of secondary parameters such as temperature,

power supply loading, humidity, etc., which can affect each element’s behavior.

During this process, some critical assumptions will play a significant role. A

linear relationship is often assumed between an element’s complex element-

level control and the amplitude and phase of the signal received/radiated by

that element given a constant set of secondary parameters. This assumption

is accurate for digital phased arrays where phase shifting is done digitally, and

every element has its own transmit and receive (T/R) module. However, in

analog beamforming architectures, the complex excitation controllers suffer

from phase ripple errors, deviation in the quantization stage, and change in

phase while attenuating the signal. Still, this linear relationship is often as-

sumed throughout the literature, as discussed in Section 2.2. However, it is

customary to check if any of these variations are significant enough to violate

this assumption during the initial calibration procedure.

The ideal first-order approximation of radiation pattern for the phased

array is defined as the product of “array factor” and “element factor.” Many

factors can impact this approximation, such as mutual coupling, finite array

effects, corner element effects, and embedded element patterns. Stutzman

4



and Kelley [8] showed a good overall pattern modeling which includes mutual

coupling. They showed that the overall pattern of an array is expressed as

E(θ, φ) =
N∑
n=1

AnFn(θ, φ) , (1.1)

where E is the overall array pattern, An is the desired current or voltage

(depending on the element and model) at the element excitation port, and Fn

is defined as an individual element pattern. All effects such as finite array

edge effects, element positions, electrical and mechanical variations between

elements, and mutual coupling are lumped into this pattern. For validation

purposes, one has to take all the elements measured individually and fit a

model that follows the equation 1.1 to synthesize the overall pattern. For

example, THAAD [9] (Theater High Altitude Area Defense) radar had to

go through 25344 T/R modules near-field scanned individually for different

settings of phase state. Once the antenna position and element excitation is

determined, the only variation in the individual element pattern needs to be

investigated. For a large array consisting of several hundreds or thousands of

elements, most of the elements are positioned away from the edge. Though the

edge elements still see the discontinuity in the array’s periodicity, the overall

effect of that discontinuity is not highly impactful on the total array pattern.

Therefore, it is often safe to assume that all elements in such an array have

the same pattern shape. The overall pattern can be denoted by rewriting

equation 1.1 as

E(θ, φ) = F0(θ, φ)
N∑
n=1

wnAne
jk·rn , (1.2)

where An is the static gain and phase of the nth channel, rn is the location

of nth element, wn is the complex weight of the nth channel and F0(θ, φ) is

5



the general individual element pattern under the previous assumption that it

varies insignificantly throughout the array. It is important to note that in

large arrays, this pattern can describe fundamental behavior including any

array blindness [10] and effects associated with active impedance [11]. After

factoring out the general element pattern from the equation, the calibration

goal is to generate the desired In = wnAn values for beam synthesis. This

overall process relies on what is known as the large array approximation, where

all elements are assumed to have the same embedded pattern. This large array

approximation cannot be used for small arrays because of edge effects.

Figure 1.2: Generic beamforming architecture; a) traditional analog beam-
former, b) hybrid beamformer c) full digital beamformer.
Source: [17]

The dominant criteria for selecting one method largely depends on the

array architecture, size, and available instrumentation. In Figure 1.2(a), a

traditional analog beamforming architecture is depicted where it may have

solid-state front end electronics. Figure 1.2(b) shows, a modern digitized sub-

6



array with multiple digital transceiver modules. Finally, in Figure 1.2(c), a

fully digital array architecture is displayed with digital transceiver modules in

each element. Irrespective of what architecture has been used, each of them

required initial calibration and in-situ monitoring. It is also worthy to note

that sampling only excitation errors will not guarantee a thorough assessment

of the array performance; we also need to evaluate the resulting beam pattern

to ensure a well-calibrated array. From an antenna engineer’s point of view,

given the architectural differences of the three different arrays in Figure 1.2, it

is challenging to provide a single calibration solution that will work for every

type of phased array.

Though calibration of a phased array is an essential part of a phased array

system, no universally accepted calibration technique is available due to many

underlying factors such as array design, requirements, array size, available

instrumentation, etc. The calibration technique literature is vast and varied

widely due to the diversity of system needs and available resources in the his-

tory of open phased array related publications. Moreover, there is no commer-

cially available equipment dedicated for calibration purposes only. The tradi-

tional instrumentation needed to calibrate a phased array is a probe, a vector

network analyzer (VNA) or some sort of synchronized transmitter/receiver,

and typically an anechoic chamber. An antenna near-field range is a good

fit for calibration purposes since it can perform sampling and pattern mea-

surement automatically. However, with the diversity of modern phased array

systems and technologies, near-field ranges are not always the right solution

for low-cost, fast calibration for several reasons. First, these ranges are not

explicitly designed for calibration purposes. So, they typically require both

software and hardware developments to enable calibration. Secondly, these
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antenna ranges are typically large, not mobile, and require special supervision

to maintain the environment. Another major disadvantage with the available

calibration techniques is that they take a long time to calibrate a single phased

array. Researchers throughout the world are looking to find a fast and accurate

calibration method.

In this context, this dissertation will focus on the fundamentals of phased

array antenna calibration; it focuses on different calibration techniques avail-

able, discusses advantages and disadvantages of those techniques, and proposes

a novel approach that can offer a fast calibration method for certain modern

phased array architectures, especially those that cannot be calibrated using

with external equipment once they have been fielded, for practical reasons.

1.2 Research Scope

Phased array calibration is a broad term used to describe several techniques

and procedures for ensuring that each element’s amplitude and phase are set

correctly, as a function of frequency, temperature, and more. This can involve

establishing and enforcing a wide range of control parameters, such as proper

magnetic material current biases for older phased arrays that use ferrite phase

shifters (e.g., the SPY-1) or, in modern digital phased arrays, nonlinear equal-

ization pre-/post-distortion. One must also note that there are at least two

distinct stages to general calibration: 1) initial calibration, performed during

factory testing in, for example, an anechoic chamber, and 2) in-situ (or on-

line), performed using equipment that is fielded with the array (or is built into

the array). The efficacy of a given technique is often a vital function of the

assumptions underlying the mathematical model from which they are derived,

and any deviation from ideal conditions (e.g., array behavior as assumed) will
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therefore lead to some amount of residual errors, no matter how carefully the

technique is executed.

This dissertation’s primary motivation is to provide a novel calibration

procedure, which will reduce the calibration time and necessary equipment

demand significantly without compromising the calibration performance. The

first step is to investigate several relevant modern phased array calibration

techniques, paying particular attention to their underlying assumptions and

potential pitfalls, to establish a context for more significant developments.

Once the survey is complete, the next step is to develop a mathematical frame-

work of the proposed technique on initial calibration using a fixed probe in

the quasi-near-field region of the phased array. This framework will ensure the

first block of proof of concept of this technology. Based on the development

of this mathematical framework, a ®MATLAB toolbox has been created to

simulate a ground truth situation for a simple array. The electromagnetics

are captured precisely and accurately to provide a reference for analysis of the

system. This dissertation is limited to linear, CW (single frequency), single-

polarization calibration procedures. The wideband, time-delay effects, array

non-linearity, and dual-polarization will be left for future work.

Next, for validation, measurements are shown that were taken using the

Advanced Technology group’s lab facilities at Collins Aerospace. They pro-

vided a proprietary array to validate the proof of concept of the fast calibra-

tion technique. This procedure validated the proposed method for quick initial

calibration and analyzed the resulting calibration efficacy in a custom-made

near-field range. The primary antenna characteristics are also investigated.
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1.3 Contribution

This dissertation primarily focuses on a novel calibration technique to reduce

the cost and downtime of an active electronically scanned array (AESA) with-

out compromising calibration effectiveness. It first provides a survey of ex-

isting calibration procedures and discuss their merits and demerits. Next, it

lays out a novel calibration procedure with a mathematical framework and

®MATLAB-based simulation. Finally, it validates the proposed method with

measurements in a custom-made chamber and near-field chamber. The key

contributions are listed below:

� Development of a novel low -cost, fast calibration technique with a fixed

probe in the quasi-near-field, which is capable of performing the calibra-

tion procedure quickly while maintaining the calibration standards.

� Development of a mathematical framework and®MATLAB sandbox to

analyze different errors generated from various assumptions to calibrate

analog and digital arrays of different sizes and shapes.

� Experimental verification using an electronically scanned array (ESA)

using a low-cost custom made range and then in a standard near-field

range.

� Development and implementation of a virtual probe location algorithm

to avoid random errors related to the probe position.

1.4 Dissertation Outline

This dissertation is comprised of six chapters, including this introduction.

Chapter 2 reviews the fundamentals of phased array antennas, emphasizing
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some unique characteristics that are different from traditional antennas. It

shows array radiation pattern effects due to calibration errors in the context

of a proper mathematical framework to understand why calibration is needed.

It also emphasizes other calibration procedures widely used by engineers and

researchers.

Chapter 3 presents the theory of the proposed calibration technique and

discusses how it solves some existing fundamental problems such as cost and

calibration speed. It also displays the mathematical framework for the pro-

posed method and how it will work in both analog and digital arrays.

One of the essential aspects of fixed probe-based calibration that is poorly

understood is approximating the probe-to-element interactions as being far-

field, primarily when a simple point source model is used for the probe’s radi-

ation. To better understand this effect and simulate the proposed technique,

a ®MATLAB sandbox has been developed; it is presented in Chapter 4. The

simulation of the “ground-truth” situation is described. Also, the proposed

approach is simulated within this sandbox.

Chapter 5 validates the proposed fast calibration procedure technique with

measured data. The system used to validate the method was provided by

Collins Aerospace. Some essential phased array characteristics are also shown

as a figure of merit to prove the calibration standard’s efficacy.

Finally, Chapter 6 summarizes the findings from the experiments and dis-

cusses the conclusions. Some prospective future work is also discussed.
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Chapter 2

FUNDAMENTALS OF

PHASED ARRAY ANTENNA

AND CALIBRATION

TECHNIQUES

Phased array antennas are defined as a set of multiple stationary antenna ele-

ments coherently fed and capable of scanning a beam electronically, to a given

angle in space, by using variable time delay or phase control at each element.

Pattern shaping can be achieved by using variable amplitude for different ele-

ments of the array. The primary reason to use phased arrays is the capability

of beam steering. If the antenna elements are chosen carefully, a phased array

antenna can steer the main beam to a target direction. The overall perfor-

mance of a phased array principally depends on three major parameters: the
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shape of the array, amplitude and phase of each element, and the radiation

pattern of each element. Also, the antenna has to be impedance matched

well within its operating frequency for optimal performance. Some of the ad-

vantages of using phased arrays are that they have electronic beam steering

capabilities, offer flexible directivity, and can generate multiple beams simul-

taneously, which makes them proper candidates for surveillance and tracking

in radar. According to [31], the overall pattern of a phased array antenna can

be controlled using five variables. These are,

� The geometrical arrangement of the phased array elements

� The relative gap between the elements

� The excitation amplitude of each element

� The excitation phase of each element

� The individual element pattern.

Each of the criteria mentioned above has a significant impact on the phased

array antenna’s overall performance. However, the amplitude and phase con-

trols are typically the only variables that are able to be changed for each scan

angle during normal operation.

2.1 Fundamentals of Phased Array

2.1.1 Pattern Synthesis Equation

Two typical configurations of the phased array will be considered for analy-

sis. Figure 2.1 depicts the usual linear and planar phased array geometries.

Generally, each element’s complex excitation weight (amplitude and phase)
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is controlled by attenuators and phase shifters. In addition to the complex

weight on each element, a relative phase shift is observed between waves arriv-

ing at (or departing from) each element due to the element’s position in space

and the wave’s angle of arrival (or departure). The array’s radiation pattern

will be the superposition of all fields/responses from each antenna element. To

examine a simple linear N -element phased array antenna, let us take fn(θ, φ)

as a representative of the n th element’s far-field (FF) radiation pattern, as

a function of elevation angle θ and azimuth angle φ in spherical coordinates,

keeping the origin in the center of the antenna element.

(a) Linear array configuration (b) Planar array configuration

Figure 2.1: Typical linear and planar configuration of equally spaced phased
array

Then, the array radiation pattern will be the summation of all elements’

individual patterns fn(θ, φ) with a phase shift due to each element’s spatial

offset from the phase center. It can be mathematically expressed as [32]

f(θ, φ) =
N∑
n=1

fn(θ, φ)e−jkr̂·rn , (2.1)

where f(θ, φ) is the overall pattern of the full array. The wavenumber is defined

as k = 2π
λ

where λ is the wavelength of the signal. Now, r̂ is a unit vector in

the direction of observation point, defined as
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r̂ = sin θ cosφx̂ + sin θ sinφŷ + cos θẑ , (2.2)

and rn is the position vector of each element from the center of the array. Now

if we add the complex weight to manipulate the amplitude and phase of each

of the element, then equation 2.1 becomes

f(θ, φ) =
N∑
n=1

wnfn(θ, φ)e−jkr̂·rn , (2.3)

where

wn = ane
jψn , (2.4)

wn is the amplitude excitation of each element, and ψn is the progressive

phase excitation of the corresponding element. Typically in an analog active

electronically scanned array, the complex weight wn realized by the TR module

of the n th element using phase shifters and attenuators. Often researchers

assume that all radiating elements share the same embedded element pattern,

which makes equation 2.3

f(θ, φ) = f0(θ, φ)
N∑
n=1

wne
−jkr̂·rn , (2.5)

where f0(θ, φ) is used as common radiation pattern for each element. In the

context of calibration, the complex excitation wn plays an important role.

In general, the amplitude distribution an of the elements controls the beam

shape of the pattern, and the phase excitation ψn is responsible for pointing the

direction of the main beam. Hence, if we want to set our antenna pattern in our

desired shape and direction, we have to choose the value of wn wisely. We can

also look at wn as actuators that compensate for the different errors introduced
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by the system’s RF components. This dissertation focuses on finding the

complex excitation weights to generate our desired beam.

2.1.2 Influence of Excitation Errors

The precision of phased array excitation has been reduced as various random

and spatially correlated errors are introduced across the array of defective com-

ponents and signal distribution networks. Some of the familiar error sources

are listed in Table 2.1.

Mechanical Environmental Electrical

Manufacturing Errors Temperature Components

Misalignment assembly Rain/Snow VSWR

Distortion due to stress Wind variation T/R module

Multi-path Material tolerances

EMI Radome errors

Surface tolerences

Element Outage

Thermal noise

Table 2.1: List of mechanical, environmental and electrical error source within
RF chain

We can divide array errors into two broad categories: systematic and ran-

dom, as stated by [7] and [34]. Systematic errors are also known as corre-

lated errors, including periodic phase and amplitude errors caused by discrete

phase shifters, amplitude attenuation errors across the array, and frequency-

dependent phase errors due to contiguous wideband subarrays with time delay.
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There are no general rules to mitigate systematic errors because they can ap-

pear in different types and combinations. Systematic errors are generally more

impactful than random errors. In a well designed and manufactured phased

array where element position and orientation errors are small, it is possible

to remove all correlated errors. The array is prone to random phase and

amplitude errors only. These errors are treated as random errors, impacting

directivity reduction, side-lobe level change, and beam pointing error. These

errors are estimated using statistical procedures. In the developments for this

present work, all random errors will be assumed normally distributed with

zero mean and have a variance of σ2.

Before diving to the further details, it is necessary to define the variances

that will quantify the excitation errors. The literature defines the root mean

squared error (RMSE), also known as standard deviation errors, for phase, σφ

and for amplitude, σamp. In mathematical terms they are defined as

σφ =

√√√√ 1

N

N∑
n=1

|φn − φTn |2 , (2.6)

and

σamp =

√√√√ 1

N

N∑
n=1

(
|An − ATn |

ATn

)2

. (2.7)

Here, N is the total number of elements in the array, φn and φTn are the ac-

tual phase excitation and target phase excitation of nth element, respectively.

Similarly, An and ATn are the realized and target amplitude of the n th element.
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2.1.2.1 Average Side-lobe Level

Let us consider a linear array of half wavelength spacing isotropic elements,

where the space factor is

f0(u) =
∑

Ane
jnπu ; (2.8)

with the addition of errors, the coefficient An becomes

An(1 + δamp)e
jδφ , (2.9)

where amplitude error δamp,n = (An − ATn ), and phase error δφ,n = φn − φTn .

So the array power pattern now becomes [34]

f 2 =
∑∑

AnA
∗
m(1 + δamp,n)(1 + δamp,m)ej(δψ,n−δψ,m+(n−m)πu) . (2.10)

Considering the assumptions mentioned earlier, we can define the mean of the

sum of independent variables equals the sum of the means, so the average

pattern will be

f 2 = f 2
0 +

σ2

D0

, (2.11)

where D0 is the error free directivity, D is the directivity generated with the

errors associated with, and σ2 = σ2
amp + σ2

φ. Directivity normalized to D0 is

represented as

D

D0

' e−σ
2 ' 1

1 + σ2
. (2.12)

Clearly it is notable that the side-lobe increase affects low side-lobe designs

(e.g. ¡ -30 dBc) more adversely than the uniform amplitude −13 dBc side-

lobes. The mean side-lobe level SLL is related to the design side-lobe level
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SLLd by

SLL = SLLd

√
1 + σ2

D0 · SLL2
d

. (2.13)

2.1.2.2 Directivity

Due to the random errors generated by various mechanisms, a phased array

antenna’s directivity occurs. This reduction is quantified by Skolink in [35] for

omnidirectional element as

D

D0

=
1

1 + σ2
amp + σ2

φ

. (2.14)

It is noticeable that the reduction in the directivity is not a function of array

size; instead, it is only dependent on the error variance. It is noteworthy to

state that reduced directivity is not a significant concern from a calibration

standpoint for most arrays since the side-lobe distortion becomes a significant

problem before directivity is reduced significantly.

2.1.2.3 Beam Pointing Errors

The beam pointing variance for a linear, symmetric, and equally spaced ar-

ray at boresight is defined by [36–38], under the assumption that there is no

element position and orientation error, as

σ2
θ =

σ2
∑N

2
−N
2

A2
nk

2d2n2[∑N
2
−N
2

A2
nk

2d2n2
]2 , (2.15)

and if the array has a uniform excitation then the beam pointing variance

becomes

σθ =
3σ2λ2

π2N3d2
. (2.16)
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It is evident that larger arrays will have smaller beam pointing errors since

their beamwidth is also smaller. The uniform linear array with d element

spacing has a beamwidth of 0.886λ
Nd

, we can get the standard deviation of beam

pointing error normalized to the 3 dB beamwidth as

σθ
θ3

=

√
3σ

0.886π
√
N

=
0.622σ√

N
. (2.17)

Generally speaking, the beam pointing errors are not significantly detrimental

to the overall antenna pattern, and for a uniform linear phased array, they

decrease slowly with the number of elements.

2.2 Array Calibration Terminology and Pro-

cedures

All active phased array antennas need to be calibrated in order to perform

within their typical specifications such as side-lobe level, gain of the main

beam, etc. These specifications can be translated into allowable amplitude

and phase errors at the element level.

Depending on its statistical property, phase error may have a significant

impact on the antenna beam pattern. If the error distribution remains uniform

around the array, the nulls will be severely affected by losing 10 dB to 20 dB.

If the phase error distribution is systematic, then the main beam will steer in a

different direction. Phase error can be generated from various sources, includ-

ing but not limited to the RF feed network, thermal effects in power amplifiers

and low noise amplifiers, and group delay variations in filters. According to

the international telecommunication provider (ITU) advanced antenna system

(AAS), the recommended amplitude and phase error tolerance is ±5◦ and
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±0.5 dB, respectively, but this of course changes for different applications.

While there is a wide variety of calibration procedures available depending

on a different system, practically all of them have the same goal to align each

element’s amplitude and phase correctly to achieve the system specification.

Calibration can be divided into two broad categories according to [39, 40].

These are factory/initial calibration and in-situ calibration.

2.2.1 Initial Calibration

Initial calibration is usually conducted right after the antenna is manufac-

tured. This is typically performed rigorously within different frequencies and

temperatures. Though the process may include different equalization tech-

niques (including nonlinear equalization [29, 40]) to tackle different hardware

issues, this dissertation will be focused on overall element level amplitude and

phase alignment. Often one needs to use equipment to calibrate arrays that are

not intended to be fielded with the array; such a process is designated here as

being external calibration. Internal calibration refers to the calibration scheme

where the array itself can perform the calibration procedure. Sometimes there

is dedicated equipment or elements fielded with the array, which can perform

calibration. We will discuss more rigorously both options below.

21



(a) External: Far-field (b) External: Near-field

Figure 2.2: External calibration using equipment that will not be fielded with
the system

2.2.1.1 External Calibration

External calibration is usually performed in different antenna ranges such as

near-field (NF) [9, 41–46] as depicted in Figure 2.2b, or far-field (FF) [47–

51], as in Figure 2.2a. NF calibration is a widely accepted technique among

researchers and is considered to be an accurate and mature process, with an

typical accuracy limit on the order of 0.1 dB and 0.1◦ [40] in lower microwave

frequencies. A voltage pattern is measured with a well-characterized probe

within the near-field of the array. Typically the near-field probe is placed a

little more than three-wavelength distance from the array. After probe com-

pensation, the plane wave spectrum is derived from the captured voltage pat-

tern, and fields are calculated from the plane wave spectrum. Since fields are

known in terms of the plane wave spectrum, it is possible to observe element-

level field variation using a “back projection” algorithm.

The most popular calibration method is the park and probe technique,

where an NF scanner scans the array geometry to test all elements one by one.
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This process typically needs to repeat for each element, each frequency within

the bandwidth, for each phase state, and for each amplitude state to character-

ize the whole array [9]. The purpose of this calibration is to use transmittance

S21 measurements to investigate the proper setting for attenuators and phase

shifters [44] to meet the beam specification. Indeed this is a useful, widely

accepted, powerful tool for array calibration. However, one should note that

full calibration of an active array is highly measurement intensive. Depending

on the system, thousands of measurements may be required to characterize

the performance of each element fully. There is some calibration procedure

reported using far-field measurement using FF calibration towers. Hezewijk

[47] used an element excitation method where he measured the FF pattern by

changing each element’s excitation one by one under the assumptions of no

mutual coupling and that the amplitude of the element under test was inde-

pendent of the phase setting of the element. In [48], Aumann et al. showed

an adaptive calibration technique using adaptive nulling. This technique can

determine the amplitude and phase of the array element directly from far-field

measurements using indirect (adaptive) processing of measurements. Hu, [49]

proposed another novel method phase-match method (PMM), using far-field

measurement to aligned a phased array without any expensive and compli-

cated instrument. However, this arrangement requires a large far-field range.

Another example by Fulton et al. [50] makes use of far-field measurements

using a horn antenna without an anechoic chamber for a cylindrical array,

and, using an alternating projection algorithm, they were able to align the

amplitude and phase of CPPAR demonstrator while optimizing beamforming

on this conformal surface.

Mano and Katagi in [52] proposed another method, rotation of the elec-
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tric vector (REV), where they measured the composite field amplitude due to

variation of the element phase shift to identify element level amplitude and

phase. It utilizes the power only measurement while rotating the phase shifter

of the element to extract the complex excitation. However, these measure-

ments are strongly susceptible to excitation errors. Takahashi in [53] has a

rigorous probabilistic analysis on excitation errors using the REV method. It

is worth mentioning that one needs to continue the measurement process until

it converges to a good beam pattern, which can be very cumbersome. Finally,

in [54], they came up with a model that was capable of detecting the complex

excitation of each element using power only measurements by making indirect

estimates of these values through post-processing. Cases similar to REV are

also found in [55–57].

Zheng introduced the mid-field calibration technique [58], shown in Fig-

ure 2.3c, where the transmitting signal was measured in three different posi-

tions, by a reference antenna, in front of the array for each element. While

defining mid-field, the author argues that midfield would be considered such a

distance where it is considered far-field for the element. Gu [59] theoretically

analyzed the errors related to mid-field calibration and showed that given spe-

cific condition, the errors could be limited by 0.3 dB in amplitude and 5◦ of

phase. Li also showed [60] another mid-field calibration technique where they

asynchronously rotate one active element and keep the non-rotating elements

in the on-off state.

2.2.1.2 Internal Calibration

The number of needed measurements is dramatically reduced in a digital array,

as all elements can transmit and receive, irrespective of near- or far-field scan-
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ning. The far-field pattern of each element can often be uniquely calculated for

digital arrays. However, for active electronically scanned arrays, which have

active and subarray digitized arrays with a limited number of beamformer out-

puts, it is possible to calculate the individual element pattern using techniques

like control circuit encoding (CCE), depicted in Figure 2.3a, [61–63], unitary

transform encoding (UTE) [62, 64], pseudo-noise gating (PNG) [65] and FFT

based coding [66]. This measurement’s primary objective is to minimize mea-

surement number and time by keeping the probe parked in a specific place.

Since the probe does not need to move within the plane, these techniques are

getting popular. The basic concept is to make a sequence of measurements for

N elements to form a vector, which can be defined as

Vm =
N∑
n=1

DmnEn , (2.18)

where m = 1 ·M ≥ N or V = CE in matrix form. Here vector E has a length

of M and is defined as the desired complex excitation of an individual element,

which is a part of an overall sum of N signals. Cm,n contains the encoding

state of an array’s elements, typically some orthogonal matrix or coefficients

of an FFT. The desired values of the excitements are recovered by using,

E = D−1V . (2.19)

It is important to note that CCE uses toggling of individual bits of the

phase shifter states and is hence more suitable for analog beamformers. In

contrast, the FFT-based coding considered an average over a large number

of phase shifts, and is therefore unable to characterize individual bits. It is

not recommended to use PNG or UTE coding technique to calibrate analog
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beamformers since they tend to rely on 180◦ phase-shifting without utilizing all

available bits. However, these can be a strong candidate for digital beamform-

ing arrays as the digital domain has more degrees of freedom for calibration.

Takahashi [67], and Usin [68] reported that UTE and PNG based calibration

method suffers to produce accurate results due to failures of a particular state

of phase shifters. This happened because of phase shifter failure to impose

the orthogonality of Dmn, which leads to an erroneous result. However, digital

phased arrays are free from these errors due to their architecture.

(a) Internal: code based (b) Internal: mutual cou-
pling

(c) Internal: fixed probe

Figure 2.3: Internal calibration using technique/equipment which will be
fielded with the system

A mutual coupling based approach, shown in Figure 2.3b, proposed by

Beker [69], was divided into two different calculations. An offline calculation

can be done on any platform, and an online calculation carried out each time

one wishes to calibrate the array. They first made a set, a collection of the

equal geometric spacing element, assuming that they have the same inter-

element coupling. For example, the couplings between all elements and their
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neighbors one row directly above or below make up the [1, 0] coupling set of a

rectangular array, where [1, 0] indicates the set’s normalized row and column

distance. This can be written in the form of the equation as

[Drow

∆row

,
Dcol

∆col

]
= [q, p] , (2.20)

where 0 ≤ q ≤ Nrow− 1 and 0 ≤ p ≤ Ncol− 1. Drow and Dcol represent the di-

mensional row and column distance respectively, and ∆row and ∆row represent

the column and row spacing. However, the offline calculation becomes rigor-

ous for a minimum number of the equations to be solved. A minimum number

of the linearly independent equations for a N element array is subjective. It

depends on how the sets were defined. The most straight forward is to know

the transmit and receive channel gain; for each channel, at least 2N linearly

independent equations are needed to be solved. For example, let us consider

a N ×N array. Now for a set [0, 1], as the nearest neighbor coupling in a row,

the total number of pairs is 2N(N − 1). Here two elements create a pair, so

in a specific row, there will be N − 1 pairs, and that is applicable for all N

rows. Since both transmit and receive excitation is required for each element,

the number of different measurements needed is twice the number of elements.

Considering all the pairs, the number of equations will be the combination

of those pairs. Since for transmit and receive two pairs are needed, the total

number of equation will be the combination of them as 2N(N−1)C2. This is the

total number of equations needed for the set [0, 1]. Obviously, for the different

sets like [0, 2], [1, 2], a different number of equations are needed. For a good

comparison, Table 2.2 is provided which is taken from [69] for a specific 8× 8

array.

Reducing the number of equations is possible if a constraint on the distance
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Set General Formula Number of pairs Number of equation

[0, 1] 2N(N − 1) 112 112C2 = 6216

[0, 2] 2N(N − 2) 96 96C2 = 4560

[1, 0] 2N(N − 1) 112 112C2 = 6216

[1, 1] 4(N − 1)2 196 196C2 = 19110

[1, 2] 4(N − 2)(N − 1) 168 168C2 = 14028

[0, 2] 2N(N − 2) 96 96C2 = 4560

Table 2.2: Number of Equation Required for Five Sets of Pairs of Element for
8× 8 Array

D is imposed. Since the mutual coupling effect is more recognizable in the

adjacent or neighbor elements, a limit can be assumed judicially. He proposed

another novel method [70], by taking two power-only measurements for each

element. The first power measurement was taken by shifting the elements

phase by pi
2

, and the second one taken by turning off the element under test.

It is yet another example of determining individual element responses through

indirect measurements.

2.2.2 In-situ Calibration

Once the phased array is stationed, frequent in-situ calibration must be per-

formed to maintain the antenna’s performance within specification. Phased

array antenna performance is sensitive to secondary parameters such as tem-

perature change, component aging, and material degradation. So an in-situ

calibration is necessary to maintain antenna beam shape as desired. Using

additional equipment to ensure in-situ calibration is not very popular. These

days engineers try to make a low-cost phased array, which is more sensitive to
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the secondary parameters mentioned above over systems based on traditional,

hermetically-sealed, and temperature compensated T/R modules. So in-situ

calibration has a vital role in maintaining the specification and standards of

the phased array. The in-situ calibration procedure can be subdivided into

two categories. One is an introduction of specialized hardware on board with

the array, and the other is using mutual coupling between elements.

2.2.2.1 Mutual Coupling

Mutual Coupling (MC) based calibration procedures eliminate the requirement

of specialized hardware on board; instead, the elements can act themselves as

a probe. Aumann first proposed this approach in [71]. Under certain assump-

tions discussed earlier, the mutual coupling between two adjacent elements is

invariant to their position due to the periodicity of the array. This is true for

both transmitting and receiving in many cases. Using this relationship in a

pairwise comparison, Aumann showed that it is possible to calibrate the full

array and predict the array pattern. Herd [72] showed the calibration pro-

cedure in a 32 element digital beamforming array by utilizing a closed-loop

feed network. He enforced the equality of the average measured coupling from

opposite traveling sources to calibrate the array. The advantage of using a full

digital beamformer is the flexibility to measure individual element level cou-

pling. Shnitkin [66] used a similar technique by injecting RF into the antenna

through the coupler and calculating the phase corrections by taking the Fast

Fourier Transform (FFT) of the measured excitation at the antenna terminal.

In general, coupling measurement is done by sending a signal from one

element and receiving it in another. In the analog array domain, it is necessary

to have two different beamformers, transmit and receive, to enable the MC
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measurement. Two separate transceiver chains are also needed to emit a known

waveform. In contrast, MC became suitable for digital arrays because of their

unique ability to transmit and receive at the element level. It became more

attractive as signals are generated and digitized at the element level. There is

no coupling between transmit and receive analog beamformers – sometimes a

MC calibration significant error source – in digital arrays.

The fundamental problem of using MC based calibration is the strong

coupling between adjacent elements. Typically the coupling of −10 to −25 dB

s found between adjacent elements, which can be very destructive for adjacent

receivers as they can saturate the LNA. There is limited technology that can

deal with the dynamic range requirements of regular receiver operation and

process this large signal linearly. Agrawal provided a solution to deal with

this problem in [73]. He used some sparsely populated internal array elements

as passive calibration elements. These are roughly 1% of the total elements,

did not have any T/R modules behind them, and did not share any active

beamformer.

It should be noted that these initial calibration examples were done using

a NF or FF chamber. This procedure applies to in-situ monitoring only. The

coupling between the elements was reported to be on the order of −50 to

−70 dB. Suppose a 20W transmitter was used, then the coupling would be in

the −27 to −7 dBm range, which is manageable for some receiving elements.

The dedicated calibration elements have a flexible dynamic range requirement

since they are solely placed for calibration purposes. One major drawback

of this proposed system is that the dedicated calibration elements needed to

be calibrated frequently to maintain the calibration standard. Also, without

the presence of an anechoic chamber or any external equipment, this small
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coupling is prone to erroneous calculation due to small changes such radome

reflections, any closely moving object, or strong wind [74]. An attractive

solution was offered by Fulton [40], where he proposed a unique way to utilize

the potential advantage of a digital array’s capability of measuring the coupling

to multiple elements directly from a high-power transmitting element source.

He demonstrated that using attenuators in the RF path of the transceivers and

separating the relative transmit and receive calibration process, it was possible

to operate the array in full transmit power and full receive gain while using the

coupling of adjacent elements without any significant distortion to receivers.

This also diminishes the radome and wind effects, as the adjacent element

coupling is strong enough to distinguish between actual and error signals.

2.2.2.2 Encoded In-Situ Calibration

Airborne radar and satellite communication systems tend to rely on a self-

calibration approaches for in-situ calibration. The class of dedicated internal

calibration hardware proposed by Shnitkin and Herd has become popular be-

cause of multiple advantages. First, the coupling mechanisms themselves are

not radiative, which limits the concern regarding radome reflection. If the large

array approximation is being used, an automatic array alignment is possible

because of a high degree of matching in a corporate-fed calibration network.

The corporate fed calibration network is a great choice to implement CCE,

UTE, and PNG type code-based algorithms. Lee [75] used a low-cost, easy

implementation technique where a transmission line signal injector, together

with a phase toggling technique, was used to detect the signals. Hampson [76]

introduced a “Multi-Element Phase-toggle” (MEP) method, which allows a

simultaneous subgroup of element calibration using phase toggling along with
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the FFT technique. The TerraSAR-X [65] was a German SAR satellite system

that used a PNG coding technique and an additional calibration port in each

TRM to monitor the in-situ calibration in space. They used a Hadamard en-

coding method and reported an element level calibration errors of 0.3 dB and

2.6◦. The Uninhabited Airborne Vehicle Synthetic Aperture Radar (UAVSAR)

AESA developed by JPL [43] was built to fly over 60, 000 ft. altitude, so they

developed a temperature-dependent calibration lookup table in the NF range

and used this to monitor calibration standards using a dedicated calibration

beamformer in the panel architecture. It was also demonstrated that coupled

injection in front of the LNA can be used to receive calibration signals by [77,

78].

2.3 Chapter Summary

This chapter has mainly focused on the fundamentals of phased array antennas

and has provided an exhaustive literature review on phased array calibration.

It started with an overview of the pattern synthesis of phased array antennas

for the typical linear and planar shape geometry. This section also indicates

the impact of element excitation on the beam direction and side-lobe levels.

Some important antenna parameters such as directivity, gain, and realized

gains are also discussed. From the antenna measurement point of view, the

far-field approximation is vital since this is a tool to measure the maximum

allowable error in phase to consider it as far-field.

Next, a theoretical derivation of excitation errors is provided. A list of

typical error sources for phased array antennas has been provided. Excita-

tion errors can affect side-lobe, beam pointing, and directivity. An analytical

approach is provided for quantifying these errors. Some of those errors in-
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volved manufacturing or systematic error, and some are random. To address

systematic and random errors, the array needs to be calibrated right after pro-

duction. However, random errors can occur all the time and impact antenna

performance; in-situ calibration techniques are used to address these random

error related problems.

Finally, a literature review of existing calibration techniques has been pro-

vided, including initial and in-situ calibration, so that the reader can get an

idea of challenges and opportunities in this field. Initial calibration is divided

into two categories depending on which scheme is chosen. If it requires tools

that will not be fielded during the antenna operation, it is named external

calibration. In contrast, if the antenna is capable of calibration using onboard

tools, it is defined as internal calibration. On the other hand, for in-situ cal-

ibration, the procedure is divided between using a mutual coupling method

and some other fast algorithm. All the available methods are briefly described

with proper citation. In the next chapter, a novel calibration technique will

be introduced and modeled with the goal of fast calibration.

33



Chapter 3

Novel Fast Calibration of

Phased Array

In the previous chapter, some of the phased array characteristics have been

discussed. It was also established through an exhaustive literature review

that, to maintain the specification (Beamwidth, SLL level) of the array, it

has to be calibrated initially and monitored frequently once fielded. It was

also clarified that there is no general calibration procedure that fits all the

system. Calibration procedure varies widely within the different phased array

systems due to different needs and available options. One common problem

was repeatedly seen: irrespective of the calibration procedure, almost all of

them required an expensive anechoic chamber, some testing equipment, and a

great deal of time. For example, it is reported in [9] for THAAD radar, they

near-field scanned each of 25344 T/R module individually for three times in

receiving stage and two times for transmitting stage.
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Active electronically scanned array renders a few attractive features to-

wards the satellite antenna. AESA payload offers a re-configurable and flexi-

ble beam shape. With a processor, it can allow flexibility towards frequency

to beam allocation [79] and power per beam for multiple beam steering ca-

pacity simultaneously. One major challenge of using AESA is the requirement

of accurate control of the complex excitation (amplitude and phase) across

the array aperture. This control ensures the critical quality of the key fea-

tures like the beam to beam isolation, application for reusing frequencies, and

beam pointing towards the coverage zone. There is a strong demand for a fast

and efficient calibration procedure with minimal downtime in these applica-

tions. Since the system is subject to significantly impacting revenue generation

capacity, it is the right candidate for implementing the fast calibration tech-

nique. The fast calibration technique is also critical for NF/FF range testing

due to the reduced test time and cost associated with it. In this chapter, a

novel fast calibration framework is proposed. The mathematical model and

different techniques for analog and digital phased array system is discussed.

Additionally, a robust error model has been developed.

3.1 Calibration Framework

The excitation coefficients for amplitude and phase needs to be accurately

calibrated to generate beams with predictable antenna patterns. High RMS

excitation errors are responsible for high side-lobes and beam pointing er-

rors, limiting the system capability of reusing spatial frequency. This will also

reduce the total bandwidth. The flexibility of active phased array antenna

depends on how quickly and correctly it can determine the element level exci-

tation coefficient to calibrate the array. This technology is applicable to any
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system which has the flexibility to have a fixed probe in its quasi-near-field.

For the validation purpose, a satellite user terminal for the ground segment is

used in this dissertation.

Figure 3.1: Basic block diagram of phased array antenna calibration proce-
dure including initial and in-situ calibration with different error source and
adjustment blocks

Some fast calibration techniques were mentioned in the previous literature,

[58, 59, 80–83], all of them, irrespective of procedure, require expensive test

equipment and test range for the calibration. A thorough search of the rele-

vant literature on fixed probe in the quasi-near-field for calibration technique

yielded no related article.

The typical block diagram of the calibration procedure is depicted in Fig-

ure 3.1. For the initial calibration, the proposed technique includes a fixed

onboard probe in front of the array. A continuous-wave (CW) signal trans-

mits from the calibration probe. The array’s output is the summation of the

received signal from all element paths of the beam under test. Then, by chang-

ing each element’s phase and amplitude between the reference state and the
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calibration state with orthogonal encoding, a sequence of RF signal is gener-

ated (TX mode) or received (RX mode) at the beam output port. After using

the orthogonal encoding technique after down-conversion and A/D conversion,

each element’s relative phase and amplitude can be determined for the bit un-

der calibration. Next, as the probe is sitting in the quasi-near-field, a probe

compensation should be done since the wave in front of the antenna is a spher-

ical wave in nature instead of a plane wave. This process should be repeated

for all available bits for phase and amplitude under calibration. The steps

mentioned above should also be repeated for all beams in different frequencies

and temperature conditions to calibrate the entire beamformer initially.

After initial calibration, the array will be deployed for operation. The

phased array also needs to be monitored while fielded as many primary and

secondary parameters can affect the calibration with time. However, for in-

situ calibration, it is not needed to calibrate the whole array. Instead, it is

expected to be sufficient to recalibrate one phase and one amplitude bit and

apply that calibration to all the other bits. This is based on the assumption

that element-level excitation drifts are mostly caused by the active modules’

thermal cycles and aging. While this proposed method is suitable for full

digital airborne/satellite phased array systems, essentially, it can calibrate

any sizable phased array, which requires this kind of fast calibration technique

and has the option to fit in a fixed probe in the quasi-near-field for in-situ

calibration.

3.2 Assumptions considered for this model

It is essential to describe what assumptions are taken into account for the

phased array calibration method because if those assumptions are not satis-
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fied, the whole process may fail to correct the complex weights at the element

level. First, a linear relationship between a signal radiated from an element

and that element’s complex excitation control is considered. It is a moderately

high accuracy assumption for digital arrays since phase shifting and attenua-

tion is done digitally. Though there are unavoidable nonlinear characteristics

at a high power level, this can be mitigated through proper power amplifier

linearization. It is also assumed that all element patterns have the same shape

to factor out the individual element pattern. This is known as “large array

approximation” for phased arrays. Considering most of the element will be

placed away from the corner of the array geometry, this assumption holds true

for most of the phased array system. Additionally, it is assumed that there

is no leakage between the transmitting and receiving channel for a full digital

phased array because of their independent circuitry.

3.3 Quasi-Near-Field Approximation

The separation of space surrounding an antenna can be divided into three

different regions, as shown in Figure 3.2. These are reactive near-field, radi-

ating near-field, and far-field of the antenna. The mathematical formulation

is derived by considering λ
2

dipole antenna as an array element. Getting a

closed-form solution for a dipole antenna will be crucial for every point in

the space, so some approximation has been made, especially for the far-field

region, to simplify the formulation for a dipole antenna. Before going to the

approximation, readers should have a clear picture of these different regions.
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3.3.1 Reactive Near-Field

The reactive near-field is the space very close to the antenna. It is defined as

reactive near-field: 0 < r < 0.62

√
D3

λ
, (3.1)

where D is the largest antenna dimension, r is the distance from the antenna,

and λ is the wavelength. In this zone, the relationship between the strengths

of E- and H -fields is critical to predict and measure as shown in Figure 3.2.

Figure 3.2: Nature of wave propagation in the reactive near-field, radiative
near-field, and far-field respectively of a phased array antenna

Either field component can dominate within a very short distance, making

the accurate power calculation challenging and resulting in erroneous measure-

ments. This is because the phase difference between the fields needed to be

calculated to measure power. In this region, the nature of the field is sensi-

tive to EM absorption. Also, when measured, the reactive component of this

region can provide ambiguous results. Usually, the power density is inversely
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proportional to the square of the distance from the antenna, which does not

hold in this region.

3.3.2 Radiative Near-Field

The radiative near-field region is also known as the Fresnel region because the

field expressions are reduced to Fresnel integrals in this region. This is an

intermediate region between reactive near-field and far-field. Mathematically

this region can be defined as

radiative near-field: 0.62

√
D3

λ
≤ r <

2D2

λ
, (3.2)

where symbols hold their usual meaning. This region does not contain reactive

field components as the distance is far enough that the reactive field compo-

nents are highly evanescent. In this region, their field intensity has fallen

enough to ignore them. Although radiant energy dominates this region, its

mixture of magnetic and electric components is different from far-field.

3.3.3 Far-Field

This region comes after the radiative near-field region and mathematically

defined as

far-field:
2D2

λ
≤ r ≤ ∞ . (3.3)

In this region, the electric and magnetic waves become the dominating field

over the radiating fields. The antenna radiation pattern does not change; it is

shaped with the change of distance r. The E- and H-fields become orthogonal,

and the phase error became less than π
8

across the aperture. Antennas are

used to send signals to a large distance wirelessly, which are considered as far-
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field distances. According to [31], the ideal condition for measuring far-field

radiation characteristics is the illumination of the test antenna by plane waves.

Figure 3.3: Phase error at the edge of a test antenna in far-field

However, in practice, the far-field generated by a probe is often approxi-

mated by a spherical wave-front. Although this ideal condition is not achiev-

able, it can be approximated by separating the test antenna from the illumi-

nation source by a large distance on an outdoor range. As this separation

distance increases, the curvature of the spherical phase front produced by the

source antenna becomes more planar over the test antenna aperture. In this

region, the radiation pattern does not change shape with distance (although

the fields still die off as 1
R

, the power density dies off as 1
R2 ). This region is

also dominated by radiated fields, with the E- and H-fields orthogonal to each

other and the direction of propagation as with plane waves. If the maximum

linear dimension of an antenna is D, then the following 3 conditions must all
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be satisfied to be in the far-field region:

R >
2D2

λ

R >> D

R >> λ .

(3.4)

A graphical view of a far-field test is presented in Figure 3.3. However, the

conditions, as mentioned above, are often altered for the phased array an-

tenna. In a phased array antenna, using phase shifters, one can steer the

beam by changing the phase of each element. In the far-field, also known as

the Fraunhofer region, the maximum allowable phase error is given in [84] as

Rmin =
π

4

D2
max

ϕλ
, (3.5)

where Dmax is the maximum aperture dimension of the antenna, ϕ is the

maximum allowable phase error, and λ is the wavelength of the wave. Now,

consider a N element array with largest distance Dmax and λ
2

spacing. It has

an M bit phase shifter for changing the phase. So the maximum allowable

phase error would be ϕ = 2π
2M

. The maximum dimension can be defined as

Dmax = (N − 1)λ
2
. Since it is the finite array, an additional space of λ

4
is

added in both the ends of the array. So the final maximum dimension will

be Dmax = (N − 1)λ
2

+ 2λ
4

= N λ
2
. As per equation 3.5, this distance is the

minimum, so the far-field must be equal or larger than that distance as shown

in

⇒ Rmin ≥ π

4

D2
max

ϕλ

⇒ Rmin ≥ 2M−5N2λ

. (3.6)
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It is to be noted that the above approximation comes from the Taylor series

expansion of the position vector given in [84]. More details can also be found

in the paper written by Walter et al. [85].

3.3.4 Quasi-Near-Field

Since in our proposed model, the probe will be fixed with the antenna, it is

not possible to be in the far-field region for practical reasons. Many pieces

of literature tried to define far-field in different ways. Depending on the cir-

cumstance, there are different far-field boundary definition. Keiser mentioned

in [86] that far-field is λ
2π

if 1
r

term is dominant, λ
16

if the allowable error is

less than 0.1 dB, 4D2

λ
for high accuracy antenna. Also [87] says the far-field

boundary would be 3λ
16

for dipoles, 2D2

λ
for antennas with D ≥ λ. In case

maximum dimension D being smaller than the wavelength, it is suggested in

[88] to use an additional wavelength λ and count far-filed inner boundary as

2D2

λ
+ λ. In general, it is safe to say far-field starts form the region where the

radial dependence of electric and magnetic field varies with ejkr

r
, where r is the

radial distance from the antenna. The free space region from the antenna’s

surface to the far-field’s starting point is considered the near-field region. As

discussed earlier, it is divided into two regions reactive near-field and radiative

near-field. The outer boundary of the reactive near-field region is λ
2π

. How-

ever, from practical experience, it is suggested to take at least a wavelength

distance or the outer boundary for reactive near-field. Beyond this distance,

the EM field starts to propagate predominantly in phase, but they do not ex-

hibit ejkr

r
dependence until the inner boundary of the far-field reached. This is

also known as Fresnel region and the boundary of this region is starting from

( D
2λ

)
1
3
D
2

+ λ to the far-field region.

43



It is observed that radiative near-field is the right candidate for the pro-

posed fixed probe placement, which is defined as quasi-near-field distance.

Some of the mid-field external calibration schemes were reviewed in 2.2.1.1,

where they proposed to consider the quasi-near-field in such a way that it must

satisfy the individual element’s far-field distance in terms of equation 3.4. Af-

ter careful consideration, the distance of a fixed probe has been chosen as 10λ

from the antenna to get an accurate result. For instance, 11.5 GHz operat-

ing frequency antenna, the probe should be placed at a minimum 0.26 meter

distance.

3.4 Element Level Excitation Measurement

This research aims to accommodate the fast and efficient calibration technique

for both analog and digital array. As discussed previously, in a digital array,

every element can transmit and receive signals. This gives great flexibility

to capture fields when transmitting from the probe in each element simul-

taneously. However, it is challenging to measure individual elements with

analog beamforming architecture due to huge degradation in SNR. In ABF,

the Wilkinson feed structure will look like a massive attenuator, which makes

measuring the individual elements with good SNR almost impossible. In this

section, the control circuit encoding technique is introduced, and a modified

version of CCE is developed for efficient measurement of element level signal.

The probe will be fixed in the proposed method, so there is no scanning to

reduce the calibration measurement time.
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3.4.1 Control Circuit Encoding

A better way to characterize the amplitude and phase of the array elements,

called control circuit encoding, uses all elements during the calibration pro-

cess. This technique first proposed by Silverstein [62], and later others worked

on different applications as described in [80–83, 89, 90]. With this approach,

the array elements all transmit (receive) simultaneously, but their phases are

modulated according to the entries of a Hadamard matrix. Once the mea-

surements are taken, this matrix is inverted to determine the amplitudes and

phases.

To characterize the gains and phases of an N -element array, construct a

Hadamard matrix of order M , where M ≥ N . A Hadamard matrix is a square,

invertible matrix whose entries are ±1. A Hadamard matrix can be generated

by the recursion

H2n =

Hn Hn

Hn −Hn

 , (3.7)

where

H2 =

1 1

1 −1

 . (3.8)

During calibration, the array elements will be encoded according to the entries

of this Hadamard matrix. A value of 1 in the matrix indicates that the element

should transmit (receive) in its normal state, and a value of −1 indicates that

the element should transmit (receive) in its encoded state. Encoding may be

accomplished by attenuating the gain of an element or modulating its phase (in

this case, the process is referred to as phase coding). Both encoding methods

work, but using the phase shifters is desirable because, in this case, their

performance can be determined during calibration.
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Now, consider an N × N diagonal matrix d with the entries along the

diagonal labeled d(1), d(2), · · · d(N). These entries correspond to the phase

shift (or attenuation) applied to each element when it is in the encoded state.

The calibration process uses pairs of measurements, with each measurement

pair using two encoding rules, DF and DR. These rules are given by

DF (m,n) ≡

 +1 for H(m,n) = 1

d(n) for H(m,n) = −1
(3.9)

DF (m,n) ≡

 d(n) for H(m,n) = 1

+1 for H(m,n) = −1
. (3.10)

Here, DF , forward encoding direction, and DR, reverse encoding direction,

refer to the command sent to element n at time m. At first glance, it may

seem unintuitive why the encoding is applied in two different ways, but the

difference between these matrices yields an important equality:

DF (m,n)−DR(m,n) = H(m,n)(1− d(n)) . (3.11)

The equation 3.11 shows that the difference between these two encoding meth-

ods yields a quantity proportional to the Hadamard matrix. Unlike the UTE

method, CCE does not require any additional hardware as reported by [80].

The utility of this lies in that the equation may be solved even when the

variable gain amplifier (VGA) and phase shifters are not an ideal component

and subject to generate errors. The matrix form of this equality is given by

DF −DR = HN (I −d) where I is the identity matrix. Finally, the equation
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can be solved to yield the matrix I − d as

I − d = H−1
N (DF −DR) . (3.12)

Here I − d is a diagonal matrix that determines the actual values of d(n).

During calibration, this process may be done for multiple values of d(n).

Let xn be the signal obtained by element n without any phase shift applied,

and let X = [x1, x2, · · ·xn]T be a column vector containing these values. The

measurements taken during the calibration process are given by the following

pair of vectors

Y F
µ0 = [Y F

µ0(1), Y F
µ0(2), · · · , Y F

µ0(N)]T , (3.13)

Y R
µ0 = [Y R

µ0(1), Y R
µ0(2), · · · , Y R

µ0(N)]T , (3.14)

where

yFµ0(m) =
N∑
n=1

DF (m,n)xn , (3.15)

yRµ0(m) =
N∑
n=1

DR(m,n)xn . (3.16)

Here, Y F
µ0 means that a measurement is to be taken using DF for the encoding,

µ is the encoding state that is to be switched in for encoded elements, and 0

means that only encoded elements should have this delay circuit switched in.

The difference of these two vectors yields the important quantity

Y F
µ0 − Y R

µ0 = HM (I − d)X . (3.17)
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Now let

Zµ0 = H−1
M (Y F

µ0 − Y R
µ0)

= H−1
M (DF

µ − DR
µ )X

= (I − dµ)X

, (3.18)

where, Zµ0 contains the values of xn, where each xn has the delay circuit µ

switched in. If the delay circuit µ are assumed to be ideal, then the values of

X can be directly determined by dividing both sides by (I − dµ). However,

this is not always the case, so it is desirable to determine the coefficients of dµ.

To accomplish this, another pair of measurements are taken using the same

process as above, with one change. Denote this new pair of measurements as

Y F
µν and Y R

µν . In this case, the delay circuit ν is switched in for all elements,

whether encoded or not. This new measurement is given by

Zµν = (I − dµ)dνX . (3.19)

The values of dν may be obtained by dividing Zµν by Zµ0 :

Zµν

Zµ0
=

(I − dµ)dνX

(I − dµ)X
= dν . (3.20)

It is noteworthy that Zµ0 and Zµν are vectors, and this is element-wise divi-

sion, not matrix division. Now, to uncover the values of X (which represent

the amplitude and phase of each element), all that remains is to characterize

dµ in the same way as in equation 3.20, and dividing Zµ0 by I − dµ:

X =
Zµ0

I − dµ
. (3.21)

It is implicit in the above derivation (and in [62]) that the phased array

system to be calibrated uses delay circuits to shift the phase of the elements,
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but this is not necessary: the elemental amplitudes and phases can be char-

acterized with any form of phase modulation. Finally, note that not all phase

settings need be characterized in order to calibrate the array. Generally, there

are only three measurements that must be taken.

Encoding Phase Added Phase Stored value

φ1 0 Zφ10

φ2 0 Zφ20

φ2 φ1 Zφ2φ1

Table 3.1: Minimum number of measurements necessary for calibrating a
phased array antenna

Table 3.1 summarizes the bare-minimum calibration process. First, a phase

shift of φ1 is chosen for encoding. Then, it is necessary to determine the actual

phases applied by φ1. From equation 3.20, this is determined by taking the

quotient of
Zφ2φ1

Zφ20
. Once these effective phases are determined, X is found by

dividing Zφ10 by I − dφ1 as in equation 3.21. At this point, it is important

to note that calibration is effectively carried out by comparing the in-situ

measurements X∗ to measurements of the calibrated array X. That is, there

must be some standard set of values that the in-situ measurements will be

compared.

3.4.2 Modified CCE

In Section 3.4.1, the CCE method was discussed briefly. Readers can already

notice that this technique’s success largely relies on the orthogonality of the

coding scheme. Theoretically, one can encode the system in many different
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ways as needed as long as the orthogonality has been maintained. Now, in

modified CCE technique, Each elements complex excitation (amplitude and

phase) is represented by ae
jnπ
4 . The unit circle of complex values is depicted in

Figure 3.4. Assuming the availability of adequate phase resolution to get 180◦

phase shift from the reference phase, the modified CCE can provide better

SNR over amplitude-based coding.

(a) Phase components in unit circle (b) Sample response measurement

Figure 3.4: Sample phase components and typical response for modified CCE

Consider an example of this modified technique. A four element array is

examined for simplicity. Each received measurement is denoted as yn. Each

row of encoding matrix represents one measurement mn. Total 12 measure-

ments needed to be taken to extract the individual element response. The

three measurements in terms of mathematical format can be represented as

M1 =


e
j3π
4 e

j3π
4 e

j3π
4 e

j3π
4

e
j3π
4 1 e

j3π
4 1

e
j3π
4 e

j3π
4 1 1

e
j3π
4 1 1 e

j3π
4




y1

y2

y3

y4


=


m1

m2

m3

m4


, (3.22)
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M2 =


e
j7π
4 e

j7π
4 e

j7π
4 e

j7π
4

e
j7π
4 1 e

j7π
4 1

e
j7π
4 e

j7π
4 1 1

e
j7π
4 1 1 e

j7π
4




y1

y2

y3

y4


=


m5

m6

m7

m8


, (3.23)

M3 =


1 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1




y1

y2

y3

y4


=


m9

m10

m11

m12


. (3.24)

As the measurements are already taken, all it left is to process the data.

By adding M1 and M2 then subtract this from M3 will generate,

M3 − (M1 +M2) =


1 1 1 1

1 −1 1 −1

1 1 −1 −1

1 −1 −1 1




y1

y2

y3

y4


=


m9 −m1 −m5

m10 −m2 −m6

m11 −m3 −m7

m12 −m4 −m8


. (3.25)

One should observe that the encoding matrix became Hadamard matrix of

order 4. The Hadamard matrix’s unique characteristic is its inverse also gives

as a scaled value of the same matrix. So it will be straightforward to extract

the yn from this point. This will be applicable for any reference phase with

it’s 180◦ phase shift to maintain the orthogonality.

Some of the analog phased array systems can excite individual elements

using the RF chain. These types of arrays are commonly known as an active

electronically scanned array. In that case, it is possible to use individual

element level transmit or receive signal and then use the probe compensation

to calibrate the array. In this way, it will be only N measurement needed to
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calibrate the array. However, for a better SNR, one can take two measurement

180◦ apart and subtract them.

3.4.3 Mathematical Model

To analyze the performance of the CCE algorithm a mathematical framework

was created and implemented in ®MATLAB to simulate the calibration of

a phased array in the presence of several error parameters, including noise,

leakage, probe displacement, and malfunctioning phase shifters.

3.4.3.1 General Array Model

Let A be a m × n planar array with a uniform spacing d between elements.

The number of elements is calculated as N = mn. The Cartesian coordinates

for an element are given by

re(i, j) =


x(i, j)

y(i, j)

z(i, j)

 =


(j − 1) ∗ d

(i− 1) ∗ d

0

 ,where 1 ≤ i ≤ n, 1 ≤ j ≤ m , (3.26)

that is, element (1, 1) lies at the origin and element (n,m) lies in the first

quadrant of the x − y plane. This convention has been chosen to reflect

®MATLAB’s matrix indexing of row-then-column.

Let the nominal embedded element pattern be denoted Fn(θ, φ), with each

element terminating into a Z0 load. Let Gn denote the gain of the LNA for the

nth element Hn(An, θn) denote the effective transfer function of the gain/phase

adjustor for the nth element. Here An is the voltage gain adjustment in dB,

and θn is the phase adjustment in degrees. Now, let xn be a voltage wave

down into the LNA, and yn be the corresponding voltage wave down into the
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power combiners. Then yn and xn are related by

yn = GnHn(An, θn)xn , (3.27)

it can be represented in matrix form as

Y = GHX , (3.28)

where Y = [y1, y2, · · · , yn]. If the voltage wave of post-LNA is defined as

x
′
n, then yn = Hn(An, θn)x

′
n. This suggests that gain and phase correction is

accomplished by passing the appropriate values of An and θn into the system

Hn for each element. After the LNA and phase shifters, each yn is added

together through the power combiners to produce the total received signal.

Let Pn denote the transfer function from yn to Y . Ideally, Pn = 1√
N

, so

Y = 1√
N

∑N
n=1 yn. Let the effective element pattern be denoted as

FE
n (θ, φ, An, φn) = Fn(θ, φ)GnHn(An, φn) . (3.29)

The array’s overall pattern is given by the sum of each element pattern as

REff (θ, φ, An, φn) =
N∑
n=1

FE
n (θ, φ, An, φn) . (3.30)

3.4.3.2 Radiation Model

In the far-field plane wave assumption is true, and phase calculation is progres-

sive, as shown in Figure 3.5a. However, this is not the case for quasi-near-field

probe since each angle is different as depicted in Figure 3.5b. So a radiation

model is needed. The radiation model used throughout this chapter is quite
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simple. No considerations are given for the effects of polarization or direction-

ality. This means that the actualization of a calibration setup will be presented

with more errors than appear in the simulations to follow.

(a) Far-field plane wave (b) Quasi-near-field spherical wave

Figure 3.5: Different character of propagating wave in far-field and quasi-near-
field

Since an isotropic antenna is being used, it is known that amplitude at

any point in the space is determined based on the idea that the radiating

energy must be constant for any spherical surface centered around the source.

Therefore if a source and the receiver are separated by a distance r, and the

operating frequency is f , then the field amplitude and phase [91], [92], may be

given by

R(r, a, λ) =
a

r
exp(−j2π r

λ
) =

a

r
exp(−j2πr c

f
) , (3.31)

where a is a scaling factor. If element n is separated from the calibration probe

by a distance rn, then it is assumed that the received signal is proportional to

the electric field strength. Since only relative values matter for the calibration

process, since it will be compared with the standard value, it will be assumed

that the received signal is equivalent to the function R. If element n is sepa-
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rated from the calibration probe by a distance rn, then it is assumed that the

received signal xn is proportional to the electric field strength and the received

signal xn is equivalent to the function R(rn, a, λ).

3.4.3.3 Leakage

A prevalent form of error in an array is called leakage. In any electrical system,

time-varying electric fields through one pathway can induce a small current in

another, and this is how leakage works. The effect of leakage is simple: part of

the signal acquired by one element will be seen by some of the other elements

in the array. Thus, it is not sufficient to assume that each element has perfectly

isolated electrical pathways. As a result, each yn will be a function of xm, for

1 ≤ m ≤ N . Below is a diagram of a two-element phased array, with four

leakage parameters shown in Figure 3.6.

Figure 3.6: Four different leakages for two adjacent elements
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In an ideal array, the signal acquired by the element 1 will be amplified

by an LNA, have its phase and gain adjusted, and then added to the signal

acquired by the element 2 through the power combiners. However, portions of

the signal at each node may appear at other nodes in the array. Here, there

are four leakage parameters: La, Lb, Lc, and Ld. Here, Ldn refers to the total

leakage from all elements xm into xn.

Let Lan,m, denote the leakage from xm to yn. When the array is receiving,

the net effect of this leakage parameter, as seen from Z, is given by

Latotal =
N∑
n=1

N∑
m=1

xnL
a
n,mPn =

1√
N

N∑
n=1

N∑
m=1

xnL
a
n,m . (3.32)

In ®MATLAB, all leakage terms were represented in matrix form as shown

La =


La11 · · · La1,N

...
. . .

...

LaN,1 · · · LaN,N

 . (3.33)

Let Lbn,m denote the leakage from xm to x
′
n . The total effect of this leakage

term is given by

Lbtotal =
N∑
n=1

N∑
m=1

xnL
b
n,mHn(An, θn)Pn

=
1√
N

N∑
n=1

N∑
m=1

xnL
b
n,mHn(An, θn)

, (3.34)

this means that the leakage term Lb has different effects depending on the

value of Hn. Let Lcn,m denote the leakage from x
′
m to yn. Again, the net effect
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of this leakage term is given by

Lctotal =
N∑
n=1

N∑
m=1

xnL
c
n,mGnPn

=
1√
N

N∑
n=1

N∑
m=1

xnL
c
n,mGn

. (3.35)

One can expect the leakage term Lc to have the most significant effect, as

the LNA amplifies it in each element. Now, let a column vector xN represent

the voltage waves down into the LNA for each element. The total matrix

representation of the array on receive is given by

Y = (GH + La + GLc + HLb)X , (3.36)

note that this is a natural extension of the ideal situation where Y = GHX

3.5 Chapter Summary

In this chapter, the mathematical framework of the proposed calibration method

has been laid out. The probe distance at quasi-near-field is explained and a ra-

diation model is proposed. Element level excitation measurement is explained

for the analog phased array with the use of orthogonal matrix-based measure-

ment. Two different techniques are discussed briefly. This process can be

ignored for a full digital array as it can transmit and receive at the element

level. However, the rest of the framework is equally applicable to both digi-

tal and analog arrays. The leakage model has also been developed to tackle

unavoidable error sources. Since the fundamental theory has been described

in this chapter, a simulation of the whole system will be demonstrated in the

next chapter.
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Chapter 4

Sand-Box Simulation to

Analyze Phased Array Antenna

Using Fixed probe

In this chapter, the proposed fixed probe-based one-shot calibration technique

will be simulated using a®Matlab sand-box. This toolbox is developed to an-

alyze and simulate the calibration technique presented in Chapter 3. First, the

whole system’s S parameter is simulated to address the mutual coupling, edge

element effect, and probe effect of the designed phased array. The mathemati-

cal framework has been developed and analyzed in ®MATLAB, to determine

the “ground-truth” reference, probe response calculation for each element,

and generating complex calibration weight to account for both amplitude and

phase. The simulated phased array consists of ideal dipole elements probed by

a second array of dipoles from a quasi-near-field locations. To begin with, a
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classical induced electromotive force (EMF) method [31, 93] is used to calculate

mutual impedance matrix Z for the whole system, which includes array-array,

array-probe, and probe-probe (if an array of probe being used) configurations.

Next, the S parameters from the mutual impedance matrix Z is calculated.

Once the whole S parameters of the system are calculated, the coupling of

the different combinations of the array element can be quantified. Then, the

responses of outgoing waves, defined as bn, from the incoming waves, defined

as an, of array elements are calculated by assuming the ideal array behav-

ior. After that, some of the sand-box characteristics are shown to analyze

the array. Finally, a calibration procedure is simulated and compared with

the “ground-truth” to analyze the calibration standard. Here it is assumed

that the array is fully digital and capable of transmitting and receive signals

in element levels. In the case of an analog array, the process of measuring

individual element excitation has already discussed briefly in Section 3.4 using

CCE and modified CCE methods. It noteworthy to mention that the results

in this chapter is previously published in [94, 95].

4.1 Sand-Box Simulation Procedure

4.1.1 User Input

The sand-box is created so that users can choose the frequency of the system,

element numbers, linear or planar array geometry, the dimension of the dipoles,

spacing between two elements, probe distance, and probe position. Users can

choose where they want the probe, be it in the center of the array or corner.
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(a) Linear array of λ
2 dipole (b) Planar array of λ

2 dipole

Figure 4.1: Simulated linear 9 element and 3× 3 planar array front end based
on user inputs. From [94], ©IEEE

After getting input from the user, the sand-box creates the whole system

geometry by positioning everything virtually. In the Figure 4.1(From [94],

©IEEE), two different arrangement is shown. In Figure 4.1a a 9 element

linear array is populated with λ
2

dipole antenna with a single probe in front

of the array at 3λ distance with an operating frequency of 3 GHz. Also, in

Figure 4.1b, a 3× 3 planar array is simulated with the same dipole and same

frequency. The probe is positioned in the center of the array. The sand-box is

capable of generating any configuration of arrays as specified by the user.

4.1.2 Self-Impedance Calculation

After getting the user input, the physical modeling of the array is already

determined. Now the dipoles’ self-impedance will be calculated to generate

the diagonal component of the impedance matrix Z.

Based on the current distribution and tangential electric field along the

surface of the wire, the induced potential developed at the terminals of the
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dipole based on the maximum current is given by [96]

Vm =

∫ l
2

− l
2

dVm = − 1

Im

∫ l
2

− l
2

Iz(ρ = a, z = z
′
)Ez(ρ = a, z = z

′
)dz

′
, (4.1)

where Im is the maximum current, and Vm is the maximum voltage corre-

sponding to the current. The input impedance with this maximum current is

given by

Zm =
Vm
Im

= − 1

I2m

∫ l
2

− l
2

Iz(ρ = a, z = z
′
)Ez(ρ = a, z = z

′
)dz

′
, (4.2)

for a wire dipole, the total current Iz is uniformly distributed around the

surface of the wire, and it forms a linear current sheet Jz which is expressed

as

Iz = 2πaJz = Im sin[k(
l

2
− |z′ |)] , (4.3)

therefore equation 4.2 can be written as

Zm = − 1

Im

∫ l
2

− l
2

sin[k(
l

2
− |z′|)]Ez(ρ = a, z = z

′
)dz

′
. (4.4)

After rigorous calculation, the final equations are given in [96], where the

self-impedance can be expressed as

Zin = Rin + jXin , (4.5)

and Rin and Xin can be obtained from the equations

Rin =
Rm

sin2(kl
2

)

Xin =
Xm

sin2(kl
2

)

. (4.6)
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Here Rr and Xm are given as

Rm =
η

2π

{
C + ln(kl)− Ci(kl) +

1

2
sin(kl)[Si(2kl)− 2Si(kl)]

+
1

2
cos(kl)[C + ln(

kl

2
) + Ci(2kl)− 2Ci(kl)]

} , (4.7)

Xm =
η

4π

{
2Si(kl) + cos(kl)[2Si(kl)− Si(2kl)]

− sin(kl)[2Ci(kl)− Ci(2kl)− Ci(
2ka2

l
)]
}
,

(4.8)

where C = 0.5772 is Euler’s constant, Si(x) and Ci(x) are the sine and cosine

integrals defined as

Si(x) =

∫ x

0

sin(τ)

τ
dτ

Ci(x) =

∫ x

∞

cos(τ)

τ
dτ

Cin(x) =

∫ x

0

1− cos(τ)

τ
dτ

. (4.9)

4.1.3 Mutual Impedance Calculation

The presence of an obstacle always alters the current distribution; hence, the

field radiated, and in turn, the antenna’s input impedance. Thus, the antenna

performance depends not only on its own excitation but also on the excitation

of the neighboring elements. The input impedance of the antenna in the

presence of the other elements or obstacles depends upon the self-impedance

and the mutual impedance between the driven element and the other obstacles

or elements. Using the induced EMF method described in [96] the mutual

impedance can be quantified.
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(a) Dipole positioning length calculation (b) Impedance matrix Z calculation

Figure 4.2: Simulation procedure to determine dipole distance for calculating
mutual impedance between them. From [95], ©IEEE

If two antenna have different spacing and length then the mutual impedance

is given by

Z21i = j
30

sin(kl1
2

) sin(kl2
2

)

∫ l2
2

− l2
2

sin
[
k(
l2
2
− |z′|)

]
[exp(−jkR1)

R1

+
exp(−jkR2)

R2

− 2 cos(
kl1
2

)
exp(−jkr)

r

]
dz
′
.

(4.10)

It can be determined from Figure 4.2a (from [94], ©IEEE) that

R1 =

√
X2 + Y 2 + Z2 + (Z − l

2
)2 =

√
d2 + (Z − l

2
)2

r =
√
X2 + Y 2 + Z2 + Z2 =

√
d2 + (Z + l)2

R2 =

√
X2 + Y 2 + Z2 + (Z +

l

2
)2 =

√
d2 + (Z +

l

2
)2

, (4.11)

where d is the distance between two elements, l1, l2 are the length of the two
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dipole. The wave number is defined by k = 2π
λ

. Integrating the equation 4.11

will provide the mutual impedance of two different dipole. However, for the

identical dipoles a straight forward equation is available and given in [96] for

side by side configuration as

R21m =
η

4π
[2Ci(u0)− Ci(u1)− Ci(u2)]

X21m = − η

4π
[2Si(u0)− Si(u1)− Si(u2)]

u0 = kd

u1 = k(
√
d2 + l2 + l)

u2 = k(
√
d2 + l2 − l)

Z21m = R21m + jX21m

Z21i =
Z21m

sin2(kl
2

)

. (4.12)

4.1.4 Generating Z and S Matrices

Once all the necessary values of self and mutual impedance were calculated,

the impedance matrix Z can be populated by their corresponding values as

shown in Figure 4.2b. Now, from the [Z] matrix calculated from the above-

mentioned technique, the S-parameters can be calculated, normalized to the

characteristic impedance Z0 as

[S] = ([Z] + Z0[U])−1([Z]− Z0[U]) , (4.13)

where [U] is the identity matrix and Z is the impedance matrix. The whole

system S parameter matrix, including probe array interaction, is calculated. It

is possible to quantify the coupling associated with elements, using the sand-

box, to generate the “ground-truth” pattern for the array. Also, it is possible
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to analyze the probe response for a probe being in the quasi-near-field.

4.1.5 Validating the Sand-box

To ensure the validity of the sand-box, the mutual impedance of two side by

side collinear λ
2

dipoles is compared by using the induced EMF method. The

reference graph, in Figure 4.3a, and simulated graph, in Figure 4.3a, matched

exactly providing the validity of the sand-box. The reference graph is taken

from a textbook [31]. From the Figure 4.3 it is validated that the reference

(a) Mutual Impedance Reference [96]
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(b) Simulated Mutual Impedance from the
Sand-box

Figure 4.3: Mutual impedance of two side-by-side λ
2

dipoles using induced
EMF Method

and the simulated plot agree with each other hence, the sand-box provides the

exact Z matrix for dipole antennas.
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4.1.6 Features of Sand-box

In Figure 4.4 a 15 × 15 array panel with a single element probe is simulated.

The parameters are set as an ideal dipole with 0.5λ length and 0.5λ spacing,

and 3 GHz frequency. However, using the sand-box, one can go any arbitrary

choice of their own. Figure 4.4 shows relative signal strength when the probe is

mounted in the corner of the array. The distance between the probe and each

element is not constant, so each element in Figure 4.4 is color-coded according

to the relative signal strength that the array (or probe) will receive. It is

noticeable that the element closer to the probe received a strong signal, and

the further the element is, the lesser the signal strength.

Figure 4.4: Relative signal strength on a 15 × 15 array panel by illuminating
an on-board calibration probe

Another phased array issue of corner element and center element needed

to be discussed. It is known that the center element has a periodic environ-

ment and behave differently than corner elements. This difference also varies

on the array panel size. Depending on the size of the array, a “large array

assumption” can be made. The basic array element field pattern is the prod-
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uct of the isolated element pattern and a space factor that accounts for all

of the other coupled elements. In Figure 4.5a a 9 × 9 array was considered.

Here the embedded element pattern is compared with the ideal pattern of the

array. A maximum difference of 3 dB has been noticed. In Figure 4.5b, the

corner element embedded pattern was simulated with the same configuration

as Figure 4.5a. Corner element has a maximum difference of almost 8 dB.

Also, the corner element standard deviation is larger than the center element.

For simulating a large array, a 15 × 15 array was simulated and plotted in

Figure 4.5c. As expected, it is noticeable that there is much better agreement

between the ideal and embedded center element pattern with the larger array.

These graphs also portray the sand-box’s usefulness since these are similar to

[97].
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(b) Corner element of 3× 3 array
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(c) Center element of 15× 15 array

Figure 4.5: Internal calibration using technique/equipment which will be
fielded with the system

Figure 4.6c, the phase progression of the antenna element with a probe
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in the corner of the array was plotted. As discussed earlier, the waves could

not be considered plane waves since the probe is in the quasi-near-field. As

expected, the phase wrapping between −180◦ to 180◦ is visible in the plot.
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(c) Center element of 15× 15 array

Figure 4.6: Coupling between the adjacent elements from the simulation sand-
box, and phase progression from the near-field probe

The coupling between the elements will be analyzed since it plays significant

role in element pattern ripples. First, the center element of a 15 × 15 array

antenna is considered as depicted in Figure 4.6a. The center element is strongly

coupled to the adjacent elements as expected. One of the corner elements of

the same array is also considered. It is noticeable that the coupling of a corner

element will be different than the center element due to lack of periodicity. It

is a common practice to fill out one or two rows of passive elements over the

active element of the array to mitigate the effect of this discontinuity.
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4.2 Calibration Procedure

4.2.1 System Settings

To demonstrate the proposed fast calibration method, a linear array consisting

of 13 elements is considered. The dipole length was chosen as 0.48λ and

vertically placed along the z axis. The elements were placed along the x axis.

The spacing between the elements is λ
2
. The frequency was chosen as 3 GHz. A

single dipole was chosen for the probe, which has a similar configuration to the

array dipole. Two different distances, 3λ, in Figure 4.7a, (from [94], ©IEEE),

and 10λ, in Figure 4.7b were selected for probe position along with y axis of

the array. A typical configuration for the system, as shown in Figure 4.7.

(a) Probe placed in 3λ distance (b) Probe placed in 10λ distance

Figure 4.7: Virtual framework of 13 element array for calibration purpose.
From [94], ©IEEE

For calibrating the array, a step-by-step procedure was followed. First, the

complex probe element response b′n is calculated for each array element by

using the S parameters as shown in Figure 4.8a, (From [94], ©IEEE). If the

array is full digital, b′n can be measured directly as every element has a T/R

module for transmitting and receive. If the array is analog, the CCE technique

can be used to generate b′n. Using this complex weight of b′n, the uncalibrated

pattern is calculated. Second, the compensation b′′n needed to be calculated to
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calibrate the array, as shown in Figure 4.8b. Finally, the complex correction

weight for each element bcn is calculated to construct the calibrated pattern.

(a) Calculation of b
′
n (b) Calculation of b

′′
n

Figure 4.8: Error model and calibration weight generator geometry. After [94],
©IEEE

4.2.2 Error Modeling

Usually an approximation, probe being in the far-field, has chosen to calculate

the pattern of an array considering incoming wave as plane wave. In the

proposed technique, the probe was actually stationed at quasi-near-field. So

the assumption of having a plane wave in front of an array is no longer valid,

and we need to compensate for that.

4.2.2.1 Amplitude and Phase Correction

With the assumption of the probe being in the far-field, a plane wave in front

of the array can be considered. In reality, the waves are not planar, rather

they have a spherical wave front [94] as shown in Figure 4.8b. As a result, a

correction in phase is necessary. Here, for a spherical wave front, the radius is

r and the extra part ∆r is responsible for the plane wave displacement. For

phase correction, it is needed to be compensated by Rn = r+∆rn where n = 1

to 13 for this specific case. Now to find out the value of ∆r the equation of
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right triangle oad from Figure 4.8b can be solved as

(r + ∆r)2 = r2 + (ad)2 , (4.14)

neglecting the (∆r)2, since it is too small and has negligible effect, equa-

tion 4.14 become

∆r =
(ad)2

2r
. (4.15)

As the dimension of ~ad is already known, ∆r can be obtained for each

element of the array. Once the ∆r is available for each element, Rn = r+ ∆rn

can be calculated. The phase correction with Rn is now possible. So the phase

of the front also changes due to the plane wave assumption. The individual

Rn was calculated. The phase correction can be quantified as

cn = ejkRn . (4.16)

Mathematically, for phase and amplitude correction, complex weight can be

generated by using

b′′n =
ejkRn

Rn

. (4.17)

Corrected complex weight to calibrate the array can be generated by using

bcn = b′n × b′′n. This complex value can compensate for both the amplitude and

phase of the received signal from the probe. Once the probe is transmitting,

the complex signal can be received in each element and compensate them with

the corrected complex weight bcn to calibrate the array.
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4.2.2.2 Virtual Probe Location

In reality, phased arrays are getting smaller with the increasing demand for

the high-frequency antenna. Practically, it is challenging to identify the probe

location to calculate the complex weight precisely. The possibility of introduc-

ing an error while calculating the exact probe location is extremely high. In

[94], a fixed probe-based calibration scheme using the exact probe position was

introduced. However, while taking the actual measurement, that proposition

was subject to unintentional error and cumbersome distance measurement,

which is not aligned with the fast calibration method. In this dissertation, a

new method is proposed to relax the knowledge of the exact probe location.

This approach can identify the probe position through an algorithm inside the

virtual box.

(a) Actual and virtual probe position (b) Creating a virtual box to find the
probe position

Figure 4.9: Use of virtual box to calculate the probe position virtually and
showing the actual and virtual probe location. From [95], ©IEEE

In order to implement this algorithm, first a virtual box surrounding the

probe is created, as shown in Figure 4.9b, (from [95], ©IEEE). First, the

probe response b′n is measured. Then, the virtual box surrounding the probe

is created. Next, b′′n is calculated for each virtual position of the probe. After

that, corrected weight bcn = b′n × b′′n is calculated. Now, the maximum value
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of |
∑
bcn| needs to be quantified for different positions to optimize the sys-

tem. When the value of max(|
∑
bcn|) is optimized, the probe location can

be determined. The corresponding bcn is used to calculate the complex weight

for each element. Figure 4.9a portrays the performance of the virtual probe

location compared to actual probe location. The error is minimal (close to

0.4%) between the estimation and the actual probe position.

4.3 Simulated Ground Truth, Uncalibrated and

Calibrated Pattern

4.3.1 “Ground-Truth” Pattern

First, the “ground-truth” pattern for the linear 13 element array without the

probe was simulated, by calculating the complex weight, using [bn] = [S][an].

Unit amplitude excitation for all the elements as an were selected. After the

complex values of bn for AUT, elements were determined, these values were

used to calculate the “ground-truth” pattern for the array. The geometry used

to generate the pattern is given in Figure 4.8. This is represented in blue color

in all the graphs used, as shown in Figure 4.10a.

4.3.2 Uncalibrated Pattern

Second, the uncalibrated pattern was calculated. In order to determine the

uncalibrated pattern, the equation [b′n] = [S][a′n] was used. This time an has

all zero values, except the probe has unit amplitude. This can provide the

interaction of elements with probe only. From this equation, complex probe

responses of the array element b′n were obtained by which the uncalibrated
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pattern for the array was calculated.

4.3.3 Corrected Pattern

Third, the correction needed for the uncalibrated pattern, to make it close

to the “ground-truth” value, was calculated by using amplitude and phase

correction b′′n as mentioned in equation 4.17. Then the complex corrected

weights of each element, bcn = b′n × b′′n were determined and used to simulate

the calibrated pattern.

4.3.4 Result and Discussion

First, the “ground-truth” and the uncalibrated pattern is simulated by keeping

the probe 3λ distance in x− z plane in front of the center element of the array

as shown in Figure 4.7a. After that, the virtual probe location algorithm found

the same position for the array and compensated according to complex weight.

The patterns are depicted in Figure 4.10a, (from [94], ©IEEE).

(a) Pattern with 3λ distance probe (b) Pattern with 10λ distance probe

Figure 4.10: Ground turth, uncalibrated and calibrated pattern from 3λ and
10λ distance to compare the difference between near-field probe and quasi-
near-field probe distance. From [95], ©IEEE

There is a noticeable pattern mismatch. Next, with the same set-up of

simulation, the probe was placed in quasi-near-field at 10λ distance. In Fig-
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ure 4.10b, a much better agreement of ground-truth and the calibrated pattern

can clearly be observed, which is expected.

One of the phased array antennas’ critical features is its capability of elec-

tronically steering the main beam. Now a scanning angle of 45◦ was simu-

lated. For scanning, Taylor taper coefficients of −25 dB side-lobe level were

used. First, the probe was centered at 3λ distance. The geometry was similar

to Figure 4.7, and the simulation result is shown in Figure 4.11a, (from [94],

©IEEE).

(a) Pattern with 3λ distance probe (b) Pattern with 10λ distance probe

Figure 4.11: Ground turth, uncalibrated and calibrated pattern for a scanning
angle of 45◦ from 3λ and 10λ distance to compare the difference between near-
field probe and quasi-near-field probe distance. From [95], ©IEEE

There is an apparent disagreement of calibrated, and “ground-truth” pat-

tern noticed due to the probe being too close in front of the array. However,

if the probe is taken further away, the simulation seems to match reasonably

with “ground-truth”. For example, if the probe position is 10λ apart, then the

beam pattern started to align with the “ground-truth” as seen in Figure 4.11b.

It is also worthy to note that the beamwidth is increased while scanning, which

is expected.

Finally, the probe was placed to the extreme left of the array geometry

instead of the center. We took two scenarios, for 3λ and 10λ distance. In

Figure 4.12a, (from [94], ©IEEE), the probe is in 3λ distance, and the cali-
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brated pattern is not in a good agreement with “ground-truth”. However, in

Figure 4.12b the probe is in 10λ distance, and an excellent agreement between

calibrated and “ground-truth” pattern is observed.

(a) Pattern with 3λ distance probe (b) Pattern with 10λ distance probe

Figure 4.12: Ground truth, uncalibrated and calibrated pattern from 3λ and
10λ distance cornered probe to test the capacity of probe position From [95],
©IEEE

As shown above, all the examples have a better result for the probe be-

ing placed in quasi-near-field after the compensation over the near-field probe

position. Also, the virtual probe location-based algorithm is working as ex-

pected.

4.4 Chapter Summary

In this chapter, the proposed model is simulated by using ®Matlab sand-

box. Step by step procedure to develop this toolbox is explained. Complex

calculation of self-impedance and mutual impedance are demonstrated. Then

the sand-box is validated by comparing it with known parameters and also

showed some of the features of the sand-box. Next, the calibration procedure

is explained briefly and demonstrated for two probe positions 3λ distance

and 10λ distance. Ground truth, uncalibrated, and calibrated patterns are

simulated. Keeping the probe in 10λ distance generates the pattern very close
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to the ground truth. Since in this chapter, the simulation proves the proposed

calibration procedure, in the next chapter, the actual measurement will be

conducted using a ku band phased array inside a custom made range.
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Chapter 5

Measurement and Validation of

the Proposed Theory

As mentioned in Chapter 2, the overall calibration procedure can be divided

into two steps, initial and in-situ [98]. The name itself suggested that initial

calibration is the first alignment checking process after manufacturing the

array to account for all systemic and random errors associated with different

components of the RF chain. After initial calibration, phased array antennas

are subject to the secondary parameter related errors, and it is needed to be

monitored frequently after deployed. This is termed as in-situ calibration.

Typically, initial calibration would be performed immediately after fabri-

cation and requires specialized tools, such as an anechoic chamber, positioner,

etc. An exhaustive literature review is provided in Section 2.2 on different

calibration approaches available. However, the need for fast and accurate cali-

bration techniques is increasing rapidly with the increasing trend of using low
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cost phased array in various domains. Especially in satellite, onboard anten-

nas, and satellite user terminal antennas in the ground need quick and accurate

calibration methods. Any downtime can significantly affect their operation in

terms of revenue. Also, the upfront calibration time directly affects the cost

of the terminal. For example, if one million user terminals being produced a

year, there will be a need for at least five hundred near-field ranges in any

given time for calibrating those units, which is not feasible. Irrespective of the

method being used, an initial calibration usually takes a great deal of time.

In Chapter 3, a theory of the novel calibration method was introduced using a

fixed probe, which can minimize the calibration procedure within 20 minutes.

In Chapter 4, the simulation of the proposed theory is presented. Simulation

provides us with a promising result. In this chapter, the actual measurement

and validation of the proposed theory will be offered.

5.1 System Description

Collins Aerospace has supported this project. The phased array we have used

for the measurement and validation is the property of Collins Aerospace. Since

this is a proprietary system, it is not possible to show the detailed diagram

or figure of the existing system in this dissertation. However, in this report,

some information has been provided to get an idea about the system with

their permission. The system is a satellite user terminal prepared for ground

operation and communication with the lower earth orbital (LEO) satellite

network. However, it is worth mentioning that the proposed technique can be

applied to any array that fits the proposed fast calibration technique’s scope.

The entire measurement process took place in Cedar Rapids, Iowa, at the

Collins Aerospace antenna test range facilities.
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First, a fixed probe-based calibration procedure is performed. For the mea-

surement performance, a custom made 46× 46 inch wooden box was created.

The whole setup is depicted in Figure 5.1. The box was populated with mi-

crowave absorber foam blocks to reduce multi-path effects and create a quiet

zone on the face of the array for the initial calibration. The probe was placed

in the quasi-near-field distance approximately 50λ away from the antenna un-

der test (AUT). It was a dual-polarized circular waveguide probe with a choke

ring. The probe frequency range was 10 to 15 GHz.

Figure 5.1: Setup of 512 element array fast calibration method with a fixed
probe. The arrangement remains same for the whole measurement period for
generating calibration co-efficient

The probe and AUT are both dual-polarized, but in this dissertation, only

H polarization is used to make proof of concept of the proposed theory. How-

ever, one can notice from Figure 5.1 RF feed that the arrangement is available

for dual pole calibration.

The AESA system is proprietary equipment of Collins Aerospace; only
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allowed information for the system is provided. The antenna has four units.

Two of them used to receive and two for transmit. In this report, a small part

of two receive antenna unit is used to avoid any intellectual property conflict.

A total of 512 element has been used to validate the proposed theory. Figure

5.2 a brief block diagram of the antenna under test is provided.

(a)

(b)

Figure 5.2: Description of the phased array antenna system. (a) provides a
major assembly block diagram for the ESA and (b) shows the block diagram
of the antenna under test with TR module and controller unit.
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In Figure 5.2a, major sub-assemblies is shown, which comprises of Power

and data connector, modem module, RF converter module, environmental

enclosure, AESA module, and radome to protect the system. The system

contains all the components packed and made into one compact system, as

shown in Figure 5.2a. In Figure 5.2b a brief block diagram of the array is given,

which comprise of the TR module including phase and amplitude controller,

LNA, power amplifier (PA), and the switching circuit. Please keep in mind

that this is not an actual block diagram of the system instead of a rough

block diagram to portray similar operational arrangements. There are two

receive antenna units used for the measurements. Two units are designed in

a way that there is a 180◦ phase shift between the two panels. Also, there is

a gap between the two panels. All of these phenomena will be noticed in the

upcoming analysis.

Figure 5.3: Block diagram of the experimental setup including main compo-
nents and instruments needed for fast calibration.

In Figure 5.3, the high level experimental setup is depicted. The antenna

panel and array control board together was placed on the floor of the box. The
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probe is being attached to the ceiling of the box in the quasi-near-field. The

probe is a dual-polarized circular waveguide with a choke. The antennas are

made for half-duplex operation, with a frequency range of 10.7− 12.7 GHz for

receive and 14− 14.5 GHz for transmitting. The system is linearly polarized.

The antenna elements are placed λ
2

distance apart using the highest frequency

possible. For calibration purposes, a VNA is needed to take the measurements

and store them.

5.2 Fast Calibration using CCE

5.2.1 Initial Calibration

The system used for the validation is not a full digital array, so it is needed

to implement the CCE technique for initial calibration, which is explained in

Section 3.4.1. The capability of measuring all elements simultaneously is far

more advantageous over the single element technique (e.g., park and probe)

for analog arrays. Furthermore, the CCE technique is also N times faster

than mutual coupling based calibration techniques, as the extraction of each

element’s excitation is the post-processing of the decoding technique. CCE

technique is also capable of detecting dead elements in the array. The instru-

mental setup is shown in In Figure 5.3. Readers can notice, this setup requires

minimum equipment such as a computer, VNA, and quasi-near-field compact

range. The VGAs are needed to be configured with Hadamard matrix reference

for encoding purposes while receiving signals from the probe. Once the signals

are received, by using the orthogonality property of the Hadamard matrix, the

individual element level complex excitation can be decoded. Using the virtual

probe algorithm, the b
′′
n will be calculated for a specific probe position.

83



In Figure 5.4, the uncalibrated and calibrated pattern of the antenna is

presented. There are a couple of things that needed to be noticed from this

plot. As mentioned before, the antenna used for these measurements has two

units, which has 180◦ phase offset between them. Also, there is an existing

gap between the two panels, which are not populated by the array elements.

In Figure 5.4a, some ripples in the side-lobes are visible, which is coming from

the gap. The elements adjacent to the gap acted as corner element for both

the units. Moreover, it is noticeable that two main beams are coming from

the 2D uncalibrated pattern. The reason for the two main beam is the phase

offset between the panels.

The black dashed line in the Figure 5.4b represents the −13 dB SLL level.

The uncalibrated pattern is almost 5.8 dB above the level, with the first null

in the elevation cut became broader. However, after calibration, the −13 dB

SLL level has been achieved in the elevation cut, and in the azimuth cut, the

SLL is around −11.5 dB. This is because the gap between the two panels exists

in the azimuth plane, not in the elevation plane. In Figure 5.4b, the calibrated

pattern is visible. It is noticeable that the first null’s width reduced greatly

in the elevation plane, making the main beam more directive. Also, after

calibration, there is only one main beam instead of two in the uncalibrated

pattern. From Figure 5.4, it is noticeable how the beam is shaped after the

initial calibration.
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(a)

(b)

Figure 5.4: Measured boresight antenna pattern on H-polarization, uniformly
illuminated for 512 element array. (a) Uncalibrated array pattern without any
compensation, including elevation and azimuth cut; and (b) is the compen-
sated calibrated pattern. The dashed black line represents the peak side-lobe
level of each cut.
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From an antenna engineer’s perspective, it is also important to analyze

the hologram of the array in the aperture of the AUT. Holograms provide

important information about each element’s behaviors on the antenna aper-

ture. Figure 5.5 shows the hologram of the array before and after calibration.

Figure 5.5a depicts the hologram of amplitude variation before and after cali-

bration. The first thing to be noticed is the dead elements of the panel. These

dead elements are showing −40 dB of amplitude. So with this calibration

procedure, successful detection of the dead elements is possible. Also, readers

can notice the wide variation of amplitude got minimized after the calibra-

tion. To quantify this, the root mean square error has been calculated. Before

calibration, the RMSE was found around 1.5 dB, whereas, after calibration,

it was 0.65 dB. A linear comparison is depicted in Figure 5.5a. In the phase

hologram, some exciting changes have been noticed. First, in Figure 5.5b, the

dead elements can be detected as those are not aligned with phase. In the

uncalibrated phase hologram, the phase offset between the two panels is also

visible. However, after calibration, they all became aligned except the dead

elements. The variation after calibration is approximately 5◦, which was 42◦

before calibration.

5.2.2 Scanning and Amplitude Tapering

After the initial calibration, some phased array characteristics, such as beam

steering and side-lobe tapering, are performed to identify the robustness of the

proposed fast calibration technique. To validate this, three different operations

are performed with the calibrated array.

First, beam steering is conducted by varying the azimuth angle to 45◦ and

keeping the elevation angle at the boresight. Next, another scanning is per-
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(a)

(b)

Figure 5.5: Measured hologram of the antenna under test (a) uncalibrated and
calibrated amplitude hologram showing the variation; and (b) uncalibrated
and calibrated phase hologram showing the variation. The dashed black line
represent the variation range

formed with the 45◦ azimuth and 45◦ elevation angle to observe the beam

shape. In Figure 5.6, these two scenarios are plotted. First, in Figure 5.6a the

scan angle is in the azimuth 45◦. It can be noticed from the 2 D plot that the

main beam is shifted towards the azimuth angle. While scanning, broadening
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(a)

(b)

Figure 5.6: Measured antenna pattern on H-polarization, for electronic scan-
ning angle. (a) the array is scanning at 45◦ scanning angle in azimuth; and
(b) is the scanning angle of 45◦ azimuth and 45◦ elevation angle. The dashed
black line represent the peak side-lobe level of each cut.

of the main beam and increase of SLL level were incurred as expected. How-

ever, it is observed that in the elevation cut, the SLL remains in the −13 dB
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level.

In the Figure 5.6b, the beam is scanned at 45◦ azimuth and 45◦ elevation

angle. As seen from the plots that the main beam is moving along the direction.

This time both the azimuth cut and elevation cut shifted towards 45◦. It

is noticeable that the SLL remains below −13 dB for the elevation cut but

marginally increased in the azimuth cut. As mentioned earlier, there is a

gap between two panels in the azimuth plane. It may be the reason for the

SLL level in the azimuth plane. Another advantage of the phased array is

Figure 5.7: Measured antenna pattern in boresight with −20 dB Taylor taper-
ing to reduce the side-lobe level of the array pattern.

tapering the side-lobe level so that unwanted energy will not be radiated from

the antenna. This is basically done by controlling the amplitude of the phased

array elements in a way that center elements get strong excitation than the

corner elements. The final characteristic is conducting a side-lobe tapering

with the calibrated array. One famous option to reduce the side-lobe level is
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using Taylor tapering. Here −20 dB Taylor tapering is used, and the beam

pattern is shown in Figure 5.7. It is noticeable how most of the energy radiated

from the center of the array in the far-field. By observing the elevation and

azimuth cut, it can be confirmed that all the side-lobes are below the −20 dB

level as expected.

5.3 NF Chamber Measurement

The calibration so far discussed was done using a fixed probe in the quasi-near-

field chamber. Though the patterns and overall results are satisfactory, another

set of measurements is taken for validation purposes in the near-field chamber

using the calibration weights generated from the proposed fast calibration

technique. Near-field measurements are widely acceptable to industry and

academia for measurement accuracy.

Figure 5.8: Near-field chamber set up for the array measurement to validate
the proposed fast calibration technique

Figure 5.8 shows the arrangements made for measuring the array. The

frequency sweep range was 10.7 − 12.7 GHz, and the calibration weight was
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applied for 11.7 GHz.

5.3.1 Far-field Gain Pattern Measurement

The far-field gain pattern measurement for the uncalibrated and calibrated

pattern is shown in Figure 5.9. These patterns portrayed similar characteris-

tics, as shown in the Figure 5.4a. Though elevation cut maintains the SLL at

−13 dB, it is marginally higher in the azimuth plane due to a gap between two

panels. The uncalibrated pattern and calibrated pattern is taken in two differ-

ent ranges, quasi-near-field compact range and near-field range poses the same

characteristics in terms of beam pointing, side-lobe level, and beamwidth. This

can effectively confirm the validation of the proposed model. Also, there are

ripples present in the side-lobe for both calibrated and uncalibrated patterns,

which is due to the gap between two panels in the azimuth plane. As there is

no gap in the elevation plane, no ripple is observed. Figure 5.9b also shows the

development in the pattern symmetry compare to the uncalibrated pattern in

the azimuth plane, which is important as with the uncalibrated pattern, the

SLL on the left side is much higher than the right side. Looking at the NF

measurements with the calibration weights applied, it is safe to say that the

fast calibration technique is playing its role in the calibration.

5.3.2 Hologram of the Array

After the far-field pattern, another significant tool is to plot the hologram of

the array to observe the elements on the array aperture. In Figure 5.10, the

hologram of the phased array calibrated and uncalibrated pattern for ampli-

tude and phase is depicted. As mentioned earlier, the tow panel of the used

system has 180◦ phase shift. To make a valid comparison, a manual 180◦
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(a)

(b)

Figure 5.9: Far-field pattern measurement in the NF chamber for 512 element
active phased array (a) uncalibrated pattern measurement and (b) is the cal-
ibrated pattern measurement with the black dashed line for −13 dB side-lobe
level.
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phase offset is introduced to generate the uncalibrated pattern. The uncali-

brated phase in Figure 5.10 shows the difference between two panels after the

manual 180◦ phase offset. However, after the calibration, the phase pattern is

aligned between the panels. This is also true for the amplitude hologram. The

dead elements are also visible in Figure 5.10, which confirms the validation

of the quasi-near-field range measurements. The equation used for the RMSE

Figure 5.10: Calibrated and uncalibrated Hologram of Phase and amplitude
of the AUT in the x axis. Here the 180◦ phase offset manually included in the
uncalibrated phase hologram

calculation is given by

RMSE =

√∑N
n=1(xi − xa)2

N
. (5.1)

Here xi is the individual response, and xa is the average response. For this

calculation, the dead elements and the panel gaps are excluded. From Fig-

ure 5.10, it is visible that there are some dead elements in the panel. If dead

elements are not excluded, then the RMS error value will be skewed. From the

data, the RMS error for uncalibrated amplitude was found 3.16 dB, whereas,
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for calibrated data, the RMS error was 1.6 dB, which is a significant improve-

ment after calibration. Also, when calculating phase, RMS error of 14.4◦ is

calculated for uncalibrated hologram compare to 8.55◦ for the calibrated holo-

gram. This improvement in RMSE error is significant. In Figure 5.11b, the

directivity versus frequency is plotted for both calibrated and uncalibrated

gain pattern. The increase of directivity in the calibrated pattern over the

uncalibrated pattern is evident and in the order of 0.5 dB.

(a) (b)

Figure 5.11: Antenna characteristics (a) far-field pattern in the boresight of
the AUT for four different frequency, where the black dashed line depicts the
−13 dB SLL line and (b) Frequency versus Directivity plot for the frequency
range of 10.7 − 12.7 GHz. Both calibrated and uncalibrated is showing for
comparison

Finally, a plot of the far-field pattern across the frequency is created to

observe how efficiently it can hold the calibration across the frequency. The

calibration weights were generated for 11.7 GHz frequency. However, the fre-

quency range for the NF chamber was 10.7 − 12.7 GHz. So the 4 frequency

point to observe the far-field pattern are chosen. The frequency points are

10.7, 11.2, 12.2, and 12.7 GHz. These frequency points cover the frequency

sweep range of 10.7 − 12.7 GHz. Figure 5.11a shows that the calibration

weights hold the far-field pattern strongly in the wide range of frequency,
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which is highly desirable.

5.4 Chapter Summary

This chapter plays a vital role in this dissertation as it contains the measured

data from the prototype developed and validates the measurements in the near-

field range. First, the AUT was calibrated using a fixed probe in the quasi-

near-field range. Beam scanning, SLL tapering, and holograms are also shown

after calibration of the antenna to prove the calibration standard. Second,

the AUT was also tested in the NF chamber since this is a widely accepted

antenna measurement process. The NF chamber measurements are aligned

with the quasi-near-field range measurements, which validates the proposed

technique. The capability of dead element detection was also proved. Finally,

with the content of this chapter, it is safe to declare that the proposed method

is acceptable for fast calibration techniques. In the next chapter, a summary

will be provided as a conclusion. Potential future work will also be discussed.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

This dissertation has detailed the effort to implement fast calibration technique

for phased array antenna using a fixed probe in the quasi-near-field. This

work is motivated by the increasing demand for fast calibration technique in

the aerospace, autonomous vehicle, satellite communication and many other

similar industries. This research contributed to valuable experimental results

which are of great interest to both industry and academia.

With the development and emergence of low-cost technology, phased array

systems are getting very popular nowadays. Many military and commercial

applications are perfect candidates for phased array systems. In general, all

phased arrays, irrespective of their architecture, need to be calibrated. Once

an array is fabricated, it comes with some systematic and random errors.

These need to be appropriately addressed before the array is deployed for the

operation. Systematic errors are more harmful than random errors. To address

the systematic errors and make the array beams in desired shape, an initial

calibration is needed right after fabrication and before deploying the array.
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Also, there are many random errors generated from secondary parameters

during the array operation, which are also needed to be addressed. Therefore,

the array needs to be monitored while in operation, which is called in-situ

calibration. Depending on the operation, it is not feasible to allow extensive

downtime for calibration purposes. This is where the need came up for getting

a fast calibration technique.

6.1.1 Dissertation Summary

There is no single calibration technique that fits all systems. The literature

on calibration techniques is vast and depending on the system varied widely.

Chapter 2 provides a useful exhaustive literature review for available calibra-

tion technique. This chapter covers both initial and in-situ calibration tech-

niques using either dedicated internal hardware or external hardware and tools.

This chapter categorizes initial versus in-situ, external vs. internal, far-field

vs. near-field and dedicated instrument vs. external hardware type calibra-

tion procedure. Among them, the NF park and probe technique are most

straight forward and most time-consuming. Also, some other novel promising

technologies such as REV, Mutual Coupling technique, code-based calibration

technique. As discussed earlier, this dissertation’s focus is to provide fast cal-

ibration that essentially needs a novel idea over these existing techniques to

support airborne satellites and satellite ground station antenna. Systems that

do not have the luxury to accommodate massive downtime and simultaneously

have the option to attach a fixed probe in the quasi-near-field.

Chapter 3 started to address this problem and lay down the theory of fixed

probe-based one-shot calibration procedure. The framework was presented,

and a detailed mathematical model is proposed for better understanding. This
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approach can accommodate both analog and digital phased arrays. However,

for a digital phased array, one can get the element level excitation without

any computation for their architecture design. However, with an analog array,

it is not possible because of the low SNR level. CCE based approach also

described displaying its uniqueness. CCE acts very accurately within a limit

of erroneous phase shifters and attenuators. Also, the RF system is always

prone to leakage errors. A mathematical model of leakage was also presented.

Since the mathematical framework has been introduced, it was time for

simulating the proposed technique. Chapter 4 a®Matlab based sand-box has

been prepared to analyze the whole framework. The sand-box can generate the

whole system S parameters to account for the mutual coupling, including the

probe in front of the AUT. We then simulate the ground truth, uncalibrated

pattern, and calibrated pattern. This chapter provides the foundation and

motivation for going to the actual measurement.

Finally, in Chapter 5, the measurement was done to validate the proposed

model. This part is mostly done at Cedar Rapids, Iowa at Collins Aerospace

R&D using one of their ground station user terminal system. Since the system

is proprietary to Collins Aerospace, in this dissertation, no specific details are

provided. Nevertheless, the measurements were taken in a compact box using

a near-field probe to generate calibration weights and tested in their NF range

to ensure the process is working. In the end, we have an excellent agreement

between the theory, simulation, and measurement.

The advantage of this technique is a fast, low cost, compact range and accu-

rate measurement. This will definitely open new avenues for the phased array

calibration as now the maximum time needed to generate calibration weights

are in the order of fifteen to twenty minutes. This technique is applicable
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for both analog and digital phased array for initial calibration. This is also

applicable for in-situ calibration of full digital arrays if it can accommodate a

fixed probe in front of the array.

6.1.2 Future Work

There are a couple of things left for future work. This system is developed

for single-polarization. A dual-polarized fast calibration approach will be next

step. This technique can be applied on unmanned aerial vehicle phased array

calibration. Next, the error analysis would be another avenue to explore. This

technique is already applied for analog phased arrays but the performance of

this calibration can be explored on full digital arrays.

A mathematical framework is developed for addressing the leakage of the

system. It can be expanded to the different antenna system to quantify rip-

ples on element pattern. Especially to examine how the alignment error will

translate into pattern and calibration error is essential. This technique can

also be extended to wide-band arrays.

Finally, it is possible to make the system almost real-time, in the order of

100 millisecond. For a high mutual coupling antenna, this process would not

work very well as the orthogonality cannot be maintained in that environment

is another area to explore. In a nutshell, there is ample opportunity to explore

this novel procedure.
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Appendix A

Near Field Measurement

A.1 Near Field Planar System

Ideally antenna patterns should be measured by having an ideal plane wave

source/receiver, rotating the AUT to the angular coordinates of interest and

sampling the received signal at each position. A typical example of this is a

Far-Field (FF) test, where the AUT is positioned far enough from an antenna

probe, and the AUT is rotated to capture its antenna pattern at different

angles. This is called a direct measurement, because the long probe-to-AUT

distance directly collimates the radiated waves [99]. Other direct methods

involve using lenses and/or reflective surfaces, as in compact antenna test

ranges. On the other hand, for electrically large AUTs where the FF distance

may be simply too large to arrange a direct test type, an indirect measurement

is more convenient. Indirect methods are often tests that sample the AUT at

its NF region, and later post-process the antenna patterns to a FF distances.

Since the NF region is just a few wavelengths away from the AUT, shorter

distances are needed and smaller chambers can be used.

NF tests are typically performed by planar, cylindrical and spherical sys-
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tems, mainly because the required robotic mechanical scanners are relatively

easy to build, and convenient mathematical approaches can be applied to

process FF data from the sampled NF data, i.e., the Helmholtz equation is

separable on these coordinate systems. Each system has its own advantages

over the others; planar scans are used on high-gain antennas, spherical on om-

nidirectional antennas, and cylindrical on fan beam antennas. A list of the

main differences can be found in Table A.1, which clearly indicates that, to

characterize, a high-gain antenna like the LRU, the suitable scan configuration

should be planar.

Parameter Planar Cylindrical Spherical

High-gain excellent good good
Low-gain poor poor excellent
Probe correction simple complex complex
Speed fast slow slow
Alignment easy difficult more difficult

Table A.1: NF scan types classification, main differences and advantages.
Source: [100]

The NF planar scanner used in this project is located at the Radar In-

novation Laboratory, and was manufactured by NSI. The dimensions of its

scanning windows are a horizontal span of 62.46 in, vertical of 62.46 in, and

a short course of 4 in of transverse movement, which is used to finely adjust

the probe-to-AUT distance. The window dimension defines the maximum FF

angle range that can be measured, i.e., the larger the window, the wider the

FF range that can be processed. The relation can be expressed as [100]

H = D + P + 2Ztanθ, (A.1)

where H is the scan height, D is the antenna aperture height, P is the probe

height, Z is the probe-to-AUT distance, and θ is the maximum FF angle that
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can be accurately calculated. There is not enough information from the scan

to obtain the pattern at angles > |θ| away from the boresight axis. For this

project the values of H, D, P , Z, and θ are given. Notice that θ was defined

as 65◦ because often there is no need to have information on the steering

capability of a phased array above 45◦, and also a smaller angle results in a

smaller scan height, which also translates to a lower scan time. The value of

H was calculated for θ = 65◦.

Symbol Magnitude Value Unit

D Antenna aperture height 9 in
P Probe height 1.872 in
H Scan height 43.31 in
Z Probe to AUT distance 7.57 in

Table A.2: Definition of the NF scan parameters

A.2 NF Probe Correction

All NF tests require the use of an antenna probe, and due to the fact that all

antennas have their own radiation pattern, the data sampled by the probe is

influenced by its own radiation. Hence, an essential step to process the FF

patterns from NF sampled data is probe correction, which analytically removes

the effect of the probe from the calculated FF pattern. An in depth revision of

the theory behind planar NF to FF transformation is given by [101, 102]. The

scans for this project were performed using a WR-187 open ended waveguide

(OEWG).

In the case of planar NF, the probe correction is a straightforward proce-

dure. However, as will be explained later, despite its relative simplicity, the

accuracy of the technique to process the cross-polarization pattern is poor.
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The full probe correction in planar scans requires a deep knowledge of the

co- and cross-polarization patterns of the probe, which, for an OEWG, are a

broad beam for the co-, and a lower power beam with a narrow null along

the principal planes for the cross-polarization. Moreover, the alignment of the

probe with respect to the AUT is crucial to the procedure. The boresight axes

of both antennas should always be parallel, since any deviation will incur a

systematic error and preclude the correct FF computation.

The mentioned misalignment issue is especially problematic for the compu-

tation of the cross-polarization pattern of the AUT, which is heavily affected

by the nature of the inherent cross-polarization of the probe. Since the cross-

polarization pattern has a narrow null, any misalignment will misplace a deep

null in a position where a higher signal was expected, rendering errors to the

computation of the cross pattern of the AUT. Furthermore, it is not common

to have an accurate measurement of the co- and cross-polarization patterns of

the probe. However, due to its simple radiating mechanism the co-pattern is

usually calculated, either analytically or by simulation, with sufficient accu-

racy.

Commercial scanners often employ an approximate technique instead of

the full probe correction. The approximation assumes that the co-polarization

is much larger than its cross counter-part, and simply neglects its value during

the pattern correction. This approximation works very well for co-pattern

computation, with errors <0.1 dB, although the cross-polarization may have

errors of 3dB when using an OEWG with -40dB cross-polarization nulls to

measure an AUT as APAR with -30dB level cross-polarization [103]. For this

project, the probe correction was performed using the scanner software, which

employs the approximated probe correction.
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A.3 Coordinate System and Polarization

The representation of an antenna pattern consists of quantifying the electric

or magnetic vector fields over a section of the spatial domain. Usually, one

plots the tangential components of the fields of the FF pattern at a finite

number of sample points. The sample points are represented according to the

selected coordinate system, and the tangential components, often named co-

and cross-components, are represented according to the selected polarization.

A great summary of this topic can be found in [104].

According with [104], for micro-strip antennas the Ludwig second definition

is more suitable to display the patterns, because the the cross polarization

component is closer this definition rather than the third one. For this reason

all plots shown in this report use Ludwig II polarization. The transformation

from second to third definition is straight forward [105].
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