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Abstract 

Importance of refracturing horizontal wells in low permeability reservoirs is well recognized 

in oil and gas industry. As a result of production from a propped open fracture, the stress 

changes in the reservoir. However, the stress change is anisotropic. This change in stresses 

near the producing horizontal well will act as a sink for infill well fractures and they tend to 

propagate towards the primary well, resulting in communications between producing and 

infill wells or so-called “frac-hits”. Previous studies have shown the effect of stress reorien-

tation on refracturing of vertical and horizontal wells. By figuring out the extent and timing 

of stress reorientation, potential increase in well production after refracturing can be evalu-

ated. 

Coupled processes between matrix deformation and fluid flow are very important for pre-

dicting reservoir behavior and pore pressure evolution. Hydrocarbon production causes sig-

nificant changes in pore pressure and stress in the reservoir. In this work, a coupled flow and 

geomechanics model was developed to capture changes of stress in magnitude and orienta-

tion during reservoir depletion. The simulator is based on finite element method. The devel-

oped model is used to predict refracturing performance and help with planning infill wells. 

As reservoirs usually contain more than one phase, it’s important to consider all the phases 

in geomechanical calculations. 

Although sequentially coupled multiphase flow and geomechanics simulators have been de-

veloped and applied to describe multiphase flow in deformable porous media, they have 

limitations in modelling fractures and heterogeneous reservoir. 

Saturation weighted average pore pressure is commonly used in geomechanical calculations 

of two-phase flow; However, “equivalent pore pressure” is used in this work since capillary 
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pressure is not negligible in the cases considered and using average pressure may lead to 

numerical errors. 

To our knowledge, fully coupling of multiphase flow and geomechanics to study refrac jobs 

has not been studied before and previous studies have limitations on time step size and mesh 

type, uses average pore pressure instead of equivalent pore pressure, and ignores capillary 

pressure in the case studies. 

The developed model was applied to analyze a waterflooding problem in homogeneous do-

main. Time dependent field variables such as pressure distribution, saturation profile, dis-

placements and reservoir stresses were computed as water was injected and produced from 

the reservoir. 

The present model is used to simulate the case of production from a fracture in a 3D reser-

voir. A comparative analysis of stresses, pore pressure, cumulative production and rotation 

of principal stresses between single-phase and two-phase analysis is performed to investigate 

the impact of including multiphase flow in the design of fracturing operations. 

The results show that the diffusion front travels farther into reservoir in case of single-

phase flow due to the impact of relative permeability in multiphase flow. This causes the 

isotropic point to be at a greater distance from the well in single flow model and can have 

an impact on the design of refrac jobs. 

The new numerical poroelastic solution provides more realistic estimates for the time-de-

pendent stress and pore pressure distribution around fractures thus allowing the production 

engineer to more accurately design refrac jobs and avoid frac hits.
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1. Introduction 

1.1 Literature Review 

Geological materials such as soils and rocks are usually two-phase materials consisting of a 

solid skeleton and voids filled with fluid. Such materials are usually called poroelastic ma-

terials. Many fields of engineering are interested in the behavior of poroelastic materials 

including geomechanics, geotechnical engineering, biomechanics, petroleum engineering, 

earthquake engineering and environmental engineering. Influence of pore pressure on matrix 

deformation of fluid saturated porous materials was first studied by Terzaghi in 1923 who 

introduced the notion of effective stress for consolidation of soils under a constant load with-

out lateral movement. In his one-dimensional isothermal consolidation theory, the defor-

mation was due to rearrangement of soil particles whereas compressibility of solid grains 

and pore fluid were disregarded. This uncoupled approach doesn’t consider the contribution 

of rock deformation to the pressure because geomechanical equilibrium is not coupled with 

mass conservation equation. Terzaghi theory was later extended to more general three-di-

mensional systems by Biot (1941) who developed the mathematical framework for the po-

roelasticity theory. Biot theory rigorously couples the mechanical and pore fluid processes 

by accounting for the compressibility of fluid and solid particles predicting phenomena such 

as Mandel-Cryer effect (Mandel, 1953) which could not be predicted by the uncoupled Ter-

zaghi theory. However, some constants in Biot theory are hard to interpret. Rice and Cleary 

(1976) linked the new poroelastic parameters introduced by Biot to more familiar constants 

that are well understood in rock and soil mechanics. A set of five independent material con-

stants must be supplied to provide a full description of an isotropic poroelastic material. An 
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example set includes drained shear modulus, bulk modulus, grain compressibility, permea-

bility and porosity (Detournay and Cheng 1993). Biot formulation of poroelasticity was gen-

eralized to include the influence of temperature (McTigue 1986, Kurashige 1989). It in-

cluded the general formulation of conductive heat transfer mechanism and considered com-

pressibility and expansion of solid and fluid phases, setting the framework of thermo-poro-

elasticity. The Theory was later expanded to chemically active environments (Heidug and 

Wong 1996) based on irreversible thermodynamics. 

Various analytical and numerical methods have been developed for the solution of boundary 

value problems in poroelasticity. Due to complexity of the coupled set of partial differential 

equations, an analytical solution for a fully coupled problem is not possible without making 

simplifying assumptions such as homogeneity, specialized load and boundary conditions, 

etc. (Neaupane and Yamabe,1999). Nevertheless, analytical solutions are invaluable in 

providing benchmarks for verifying accuracy of numerical schemes (Nguyen, 1995). 

The advent of greater computational capabilities has been accompanied by the development 

of different numerical schemes including the finite element method, the indirect boundary 

element method, the direct coupled and uncoupled boundary element method, and displace-

ment discontinuity method. The continuous Galerkin finite element method is one of the 

most popular methods and is widely used in engineering applications (Nguyen, 1995). 

1.2 Research Motivation  

Sometimes, simplifying the physics of a problem results in unreliability of the results. Ne-

glecting the coupled nature of fluid flow in porous media could result in significant predic-

tion errors. In the past, the primary focus of poroelasticity has been on single phase flow. 
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But since multiphase systems are more common in petroleum engineering applications, fo-

cus is shifting towards modeling coupled flow and geomechanics phenomena comprising 

two or more immiscible fluids in deformable rock. 

Conventional reservoir simulations don’t consider volumetric changes due to effective stress 

changes and external load application. They assume that volume changes only result from 

porosity changes which is related to pore pressure only through pore compressibility (Lee 

2008).  

Today, the high-speed computers allow engineers to solve large systems of equations sim-

ultaneously involving poroelasticity or thermo-poroelasticity. 

1.3 Research objectives  

The main objective of this work is to develop techniques to solve Biot fully coupled equa-

tions in an efficient way and study the behavior of one and two-phase fluid flow through 

deformable reservoirs. For this purpose, finite element codes have been developed for ax-

isymmetric and three-dimensional cases. The codes are capable to solve single and multi-

phase flow in porous rock and their performance and validity will be studied and demon-

strated through examples. In brief, the objectives can be stated as follows: 

• Necessary mathematical formulations for describing one-phase and two-phase fluid 

flow and reservoir deformations are proposed. The equations consider the effects of 

capillarity, saturation and change of relative permeability. 

• A three-dimensional code is developed for the Biot theory of poroelasticity based of 

formulations derived in the previous step using finite element method. It can handle 

different boundary conditions and irregular reservoir geometries and heterogeneities. 

• the code is validated using analytical solutions of published results 
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• The model in applied in petroleum engineering applications to get a better under-

standing of the behavior of porous media 

In the first part of the thesis, axisymmetric finite element code is developed based on linear 

stress-strain relation and single phase Biot’s theory. Later the code is expanded to three-

dimensional case and then upgraded to multiphase systems to be able to solve more complex 

problems in reservoirs with more than one phase and nonzero capillary pressure. Validation 

of the model is conducted by comparing the numerical results with available analytical so-

lutions, experiments and published numerical results.  

1.4 Dissertation outline 

In chapter 2, differential equations that govern the thermo-poroelasticity in axisymmetric 

conditions are reviewed.  

In chapter 3, numerical procedures to solve finite element equations are briefly explained. 

In the time integration scheme used in this analysis, fully implicit method is adopted to re-

duce the oscillations of the numerical solution and obtain more accurate solutions. It should 

be noted that throughout this dissertation, the sign convention is positive for tension unless 

specified otherwise. The developed model is verified against known analytical solutions 

such as Mandel’s problem, borehole stability, thermal consolidation and well production. 

In chapter 4, the 3D fully coupled model using finite element method is utilized to analyze 

the poroelastic behavior of producing vertical and horizontal wells including single or mul-

tiple fractures. The concepts of stress reorientation/reversal due to reservoir depletion and 

“frac-hits” in horizontal well refracturing are discussed using numerical examples. Case 

studies include heterogenous and homogeneous reservoirs.  
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In Chapter 5 the 3D fully coupled model is generalized to the multiphase flow describing 

the governing equations and the implementation into a finite element model. Several verifi-

cation cases are presented and later the model is applied to study an enhanced oil recovery 

problem and production from a fracture in a two-phase reservoir. 

In chapter 6, the results of this study are discussed, and conclusions are made. Also, 

future work in this area is suggested.  
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2. Axisymmetric thermo-poroelasticity  

2.1 Introduction  

In this chapter the governing equations for fluid saturated porous media for the axisymmetric 

problems are developed. The basic assumption in an axisymmetric model is that geometry, 

loading, boundary conditions and material properties do not vary in 𝜃𝜃-direction and the cir-

cumferential displacement component is equal to zero, 𝑢𝑢𝜃𝜃 = 0. Figure 2-1a shows an ax-

isymmetric element in cylindrical coordinate system. All nonzero stress components are 

shown in this figure. The problem can be simply treated as a two-dimensional model in rz 

plane as depicted in Figure 2-1c. The sign convention used here is tension positive for the 

solid phase, and inflow positive for the fluid. 

2.2 Constitutive equation  

To formulate the constitutive equations for time evolution of stress and pore volume fraction, 

free energy density of wetted mineral matrix needs to be differentiated in respect to time. 

The change in Helmholtz free energy density represents three processes: elastic deformation, 

inflow or outflow of fluid mass and entropy change per unit volume (Zhou and Ghassemi 

2009, Heidug and Wong 1996). Through this approach, the general incremental constitutive 

equations for axisymmetric thermo-poroelasticity in cylindrical coordinates can be written 

as (McTigue 1986, Ghassemi and Zhang 2006): 

 𝜎̇𝜎𝑟𝑟𝑟𝑟 = 2𝐺𝐺𝜖𝜖𝑟̇𝑟𝑟𝑟 +
2𝐺𝐺𝐺𝐺

1 − 2𝜈𝜈 𝜀𝜀̇ − 𝛼𝛼𝑝̇𝑝 − 𝛽𝛽𝑇̇𝑇 (2.1) 

 𝜎̇𝜎𝜃𝜃𝜃𝜃 = 2𝐺𝐺𝜖𝜖𝜃̇𝜃𝜃𝜃 +
2𝐺𝐺𝐺𝐺

1 − 2𝜈𝜈 𝜀𝜀̇ − 𝛼𝛼𝑝̇𝑝 − 𝛽𝛽𝑇̇𝑇 (2.2) 

 𝜎̇𝜎𝑧𝑧𝑧𝑧 = 2𝐺𝐺𝜖𝜖𝑧̇𝑧𝑧𝑧 +
2𝐺𝐺𝐺𝐺

1− 2𝜈𝜈 𝜀𝜀̇ − 𝛼𝛼𝑝̇𝑝 − 𝛽𝛽𝑇̇𝑇 (2.3) 

 𝜎̇𝜎𝑟𝑟𝑟𝑟 = 2𝐺𝐺𝜖𝜖𝑟̇𝑟𝑟𝑟 (2.4) 
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 𝜏𝜏𝑟𝑟𝑟𝑟 = 0; 𝜏𝜏𝜃𝜃𝜃𝜃 = 0; (2.5) 

 𝜁𝜁̇ = 𝛼𝛼𝜖𝜖̇ +
1
𝑀𝑀 𝑝̇𝑝 − 𝛾𝛾2𝑇̇𝑇 (2.6) 

 

 

Figure 2-1. (a) The stresses applied to an element in axisymmetric conditions (b) Stress 
and displacement components in horizontal plane. Due to axisymmetric conditions, 
𝒖𝒖𝜽𝜽 = 𝟎𝟎 and (c) an example case of a hollow cylinder for which an axisymmetric model 
in rz plane is used (d) 2D representation of the problem with axisymmetric mesh in rz 
plane.   
 
where 𝜎𝜎𝑟𝑟𝑟𝑟 , 𝜎𝜎𝜃𝜃𝜃𝜃 , 𝜎𝜎𝑧𝑧𝑧𝑧 and 𝜎𝜎𝑟𝑟𝑟𝑟 are radial, tangential, vertical and shear stresses respectively 

and 𝜀𝜀𝑟𝑟𝑟𝑟, 𝜀𝜀𝜃𝜃𝜃𝜃 , 𝜀𝜀𝑧𝑧𝑧𝑧 and 𝜀𝜀𝑟𝑟𝑟𝑟 are the corresponding strains. 𝑝𝑝, 𝑇𝑇, 𝐺𝐺 and 𝜈𝜈 denote pore pressure, 

temperature, shear modulus of porous media and Poisson’s ratio, respectively. 𝛼𝛼 is Biot’s 

r1 r2 r 

z 
h 

0 
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coefficient and 𝜁𝜁̇ is the variation of fluid volume per unit initial volume of porous material 

due to diffusive mass transport. 𝑀𝑀 is the Biot modulus. The notations in Eqs. (2.1) through 

(2.6) are defined as follows: 

 𝛽𝛽 = 𝐾𝐾𝛼𝛼𝑚𝑚 (2.7) 

 𝜀𝜀 = 𝜀𝜀𝑟𝑟𝑟𝑟 + 𝜀𝜀𝜃𝜃𝜃𝜃 + 𝜀𝜀𝑧𝑧𝑧𝑧 (2.8) 

 1
𝑀𝑀 =

(𝛼𝛼 − 𝜙𝜙)
𝐾𝐾𝑠𝑠

+
𝜙𝜙
𝐾𝐾𝑓𝑓

 (2.9) 

 𝛾𝛾2 = 𝛼𝛼𝛼𝛼𝑚𝑚 + (𝛼𝛼𝑓𝑓 − 𝛼𝛼𝑚𝑚)𝜙𝜙 (2.10) 

where 𝜙𝜙, 𝐾𝐾 , 𝐾𝐾𝑠𝑠 and 𝐾𝐾𝑓𝑓 are porosity and bulk moduli of porous material, solid matrix and 

pore fluid, respectively. 𝛼𝛼𝑚𝑚 and 𝛼𝛼𝑓𝑓 denote the volumetric thermal expansion coefficients of 

solid matrix and fluid, respectively. 

Note that shear stresses 𝜎𝜎𝑟𝑟𝑟𝑟  , 𝜎𝜎𝜃𝜃𝜃𝜃  and their corresponding strains 𝜀𝜀𝑟𝑟𝑟𝑟  and 𝜀𝜀𝜃𝜃𝜃𝜃  are equal to 

zero due to the presence of axial symmetry with respect to both geometry and loading. 

Effective stress is defined as a combination of applied stress and pore pressure which pro-

duces the same effect irrespective of the individual magnitudes of applied stress or pore 

pressure. It was given by Nur and Byerlee (1971) as:  

 𝜎𝜎𝑖𝑖𝑗𝑗 = 𝜎́𝜎𝑖𝑖𝑖𝑖 − 𝛼𝛼𝛿𝛿𝑖𝑖𝑖𝑖𝑝𝑝 (2.11) 

This definition of effective stress signifies a modification and generalization of Terzaghi’s 

effective stress law. The Biot coefficient, α , is related to the bulk moduli of the saturated 

rock, 𝐾𝐾, and the grains in the rock, 𝐾𝐾𝑠𝑠, with the following equation (Biot and Willis, 1957; 

Nur and Byerlee, 1971) 

 

sK
K

−=1α  (2.12) 
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2.3 Strain-displacement relationship   

Under assumptions of infinitesimal displacements, strain-displacement relations are given 

by: 

 𝜀𝜀𝑧𝑧𝑧𝑧 =
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕  (2.13) 

 𝜀𝜀𝑟𝑟𝑟𝑟 =
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 (2.14) 

 𝜀𝜀𝜃𝜃𝜃𝜃 =
𝑢𝑢
𝑟𝑟  (2.15) 

 𝜀𝜀𝑟𝑟𝑟𝑟 =
1
2 (
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 +

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕) (2.16) 

where u and w are displacements in radial and vertical directions (Figure 2-1). 

2.4 Transport equations    

Flow in porous media is governed by Darcy’s law which states that the fluid volume flux, 𝐉𝐉𝐟𝐟 

, is related to the pressure difference between two points in the rock: 

 )( gkJf
fp ρ

µ
−∇−=  (2.17) 

where 𝜌𝜌𝑓𝑓  is fluid density, 𝒌𝒌 is the intrinsic permeability tensor of the rock, 𝜇𝜇 is the viscosity 

of the pore fluid and 𝒈𝒈 is the vector of gravity acceleration. 

In porous media, heat transport can be incorporated as a combination of conduction and 

convection processes. In heat transport calculation, for nearly impermeable rocks like shales, 

the velocity of pore fluid is expected to be small and consequently it will be permissible to 

ignore the convective component of heat transfer (Delany, 19..;Ghassemi and Diek, 2003) 

as coefficient of thermal diffusivity is several orders of magnitude greater than hydraulic 

diffusivity. So, the conductive transport will be dominant.  

Fourier’s law states that the heat flux, 𝐽𝐽𝑞𝑞, is directly proportional to temperature gradient in 

the medium: 
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 𝑱𝑱𝒒𝒒 = −𝒌𝒌𝑻𝑻𝛻𝛻𝑇𝑇 (2.17) 

where 𝑘𝑘𝑇𝑇is the thermal conductivity of the porous media. 

2.5 Balance of momentum 

Balance of momentum for axisymmetric conditions can be written in terms of total stress as: 

 𝜕𝜕𝜎𝜎𝑟𝑟𝑟𝑟
𝜕𝜕𝜕𝜕 +

𝜕𝜕𝜎𝜎𝑟𝑟𝑟𝑟
𝜕𝜕𝜕𝜕 +

1
𝑟𝑟 (𝜎𝜎𝑟𝑟𝑟𝑟 − 𝜎𝜎𝜃𝜃𝜃𝜃) = 0 (2.18) 

 𝜕𝜕𝜎𝜎𝑟𝑟𝑟𝑟
𝜕𝜕𝜕𝜕 +

𝜕𝜕𝜎𝜎𝑧𝑧𝑧𝑧
𝜕𝜕𝜕𝜕 +

1
𝑟𝑟 𝜎𝜎𝑟𝑟𝑟𝑟 + 𝜌𝜌𝜌𝜌 = 0 (2.19) 

where 𝜌𝜌 is the rock density. Inertia terms have been neglected. 

2.6 Continuity equations 

In many applications, mechanical contributions to energy balance may be neglected when 

compared to thermal contributions. In such cases, the net rate of inflow of energy into an 

element of the material will be just balanced by increase in the internal energy of the pore 

water and the soil skeleton. So, the energy balance equation can be written as: 

 𝜌𝜌𝑐𝑐
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝛻𝛻. 𝐽𝐽𝑞𝑞 = 𝑞𝑞𝑡𝑡ℎ (2.20) 

where 𝜌𝜌 and 𝑐𝑐 are the total mass density and specific heat for the bulk porous material re-

spectively and 𝑞𝑞𝑡𝑡ℎ is the volumetric rate of heat generation. The product 𝜌𝜌𝜌𝜌 can be expressed 

as: 

 𝜌𝜌𝜌𝜌 = (1− 𝜑𝜑)𝜌𝜌𝑠𝑠𝑐𝑐𝑠𝑠 + 𝜑𝜑𝜌𝜌𝑓𝑓𝑐𝑐𝑓𝑓 (2.21) 

𝜌𝜌𝑠𝑠 is the grain density while 𝑐𝑐𝑓𝑓 and 𝑐𝑐𝑠𝑠 are the specific heat of pore fluid and solid grains 

respectively. It should be noted that mechanical contributions to energy balance equation are 

ignored in this work. 

The fluid mass balance relation (continuity equation) is expressed in the form:  

 𝜁𝜁̇ + 𝛻𝛻. 𝑱𝑱𝒇𝒇 = 𝑞𝑞𝑓𝑓 (2.22) 
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where 𝑞𝑞𝑓𝑓is the rate of injected fluid volume per unit volume of the porous solid (represents 

sources/sinks).  

2.7 Field equations 

Using equations of fluid transport Eq. (2.17), fluid mass balance Eq. (2.22) and constitutive 

Eq. (2.6) we get:  

 
𝛼𝛼𝜀𝜀𝑖̇𝑖𝑖𝑖 +

1
𝑀𝑀 𝑝̇𝑝 − 𝛾𝛾2𝑇̇𝑇 −

𝜅𝜅
𝑟𝑟
𝜕𝜕
𝜕𝜕𝜕𝜕 �𝑟𝑟

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕� − 𝜅𝜅

𝜕𝜕
𝜕𝜕𝜕𝜕 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 − 𝜌𝜌𝜌𝜌� = 𝑞𝑞𝑓𝑓 (2.23) 

In the above equation 𝜅𝜅 = 𝑘𝑘
𝜇𝜇
. The energy balance Eq. (2.20) and heat flow Eq. (2.17) can be 

combined into a single heat diffusivity equation as below: 

 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 −

𝑐𝑐𝑇𝑇

𝑟𝑟
𝜕𝜕
𝜕𝜕𝜕𝜕 �𝑟𝑟

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕� − 𝑐𝑐𝑇𝑇

𝜕𝜕
𝜕𝜕𝜕𝜕 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕� = 𝑞𝑞𝑡𝑡ℎ (2.24) 

cT denotes the thermal diffusivity of the rock and is given by: 

 
𝑐𝑐𝑇𝑇 = �

𝑘𝑘𝑇𝑇

𝜌𝜌𝜌𝜌� (2.25) 

𝜌𝜌𝜌𝜌 can be evaluated from Eq. (2.21). It is observed that by neglecting the convective heat 

transport, the heat diffusion equation is uncoupled from pore pressure. Eqs. (2.18), (2.19), 

(2.23) and (2.24) constitute the set of governing equations for axisymmetric poro-thermo-

elasticity. 

2.8 Initial and boundary conditions 

It is further necessary to define the initial and boundary conditions. The initial conditions 

specify the full fields of displacement, pore pressure and temperature at 𝑡𝑡 = 𝑡𝑡0: 

 𝑢𝑢 = 𝑢𝑢0 ;𝑤𝑤 = 𝑤𝑤0 ;𝑝𝑝 = 𝑝𝑝0 ;𝑇𝑇 = 𝑇𝑇0   𝑎𝑎𝑎𝑎  𝑡𝑡 = 𝑡𝑡0 (2.26) 

The boundary conditions can be of the first kind or Dirichlet boundary condition, Γ𝑖𝑖1 or of 

the second type or Neumann boundary condition, Γ𝑖𝑖2. 
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Boundary condition of the first kind, where displacement, pore water pressure and tempera-

ture are prescribed on the boundary are as follows: 

 𝑢𝑢 = 𝑢𝑢�       𝑜𝑜𝑜𝑜     𝛤𝛤𝑢𝑢1 (2.27) 

 𝑤𝑤 = 𝑤𝑤�       𝑜𝑜𝑜𝑜     𝛤𝛤𝑤𝑤1 (2.28) 

 𝑝𝑝 = 𝑝̂𝑝       𝑜𝑜𝑜𝑜      𝛤𝛤𝑝𝑝1 (2.29) 

 𝑇𝑇 = 𝑇𝑇�        𝑜𝑜𝑜𝑜      𝛤𝛤𝑇𝑇1 (2.30) 

Boundary condition of the second kind, where tractions or fluxes on the boundary are prescribed 

can be written in the form: 

 𝜎𝜎𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟 + 𝜎𝜎𝑟𝑟𝑟𝑟𝑛𝑛𝑧𝑧 = 𝑡𝑡𝑟𝑟    𝑜𝑜𝑜𝑜   𝛤𝛤𝑢𝑢2 (2.31) 

 𝜎𝜎𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟 + 𝜎𝜎𝑧𝑧𝑧𝑧𝑛𝑛𝑧𝑧 = 𝑡𝑡𝑧𝑧    𝑜𝑜𝑜𝑜  𝛤𝛤𝑢𝑢2 (2.32) 

 �−𝜅𝜅(𝛻𝛻𝑝𝑝 − 𝜌𝜌𝑤𝑤𝑔𝑔)�.𝑛𝑛 = 𝑞𝑞𝑤𝑤       𝑜𝑜𝑜𝑜     𝛤𝛤𝑝𝑝2 (2.33) 

 (−𝑘𝑘𝑇𝑇𝛻𝛻𝑇𝑇).𝑛𝑛 = 𝑞𝑞𝑇𝑇          𝑜𝑜𝑜𝑜     𝛤𝛤𝑇𝑇2 (2.34) 

where 𝑛𝑛 is the unit normal vector, 𝑡𝑡𝑟𝑟 and 𝑡𝑡𝑧𝑧 are the components of applied traction in r and 

z directions respectively, and 𝑞𝑞𝑤𝑤and 𝑞𝑞𝑇𝑇are the prescribed fluid and heat flux normal to the 

boundary. The solution of the above equations is given in the following chapter. 
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3. Finite element analysis 

3.1 Introduction  

Normally the problems arising from mathematical physics are described by partial differen-

tial equations defined in the domain of interest. These boundary value problems are usually 

approximately solved by numerical discretization techniques. The early work on numerical 

solution of boundary value problems can be traced to the use of finite difference schemes. 

Finite element method was introduced in late 1950s. The emergence of the finite element 

method stems from these early numerical methods and the challenges associated with trying 

to use finite difference methods on complex geometries or problems with non-homogeneous 

boundary conditions. 

The derivation of finite element equations is mainly done in two ways: (1) variational 

method, (2) weighted residual method. In the variational method, a functional (or variational 

principle) is required such that by minimizing it, the stiffness matrix and related element 

equations are obtained. However, functionals are not always available in exact form. The 

weighted residual method is directly applied to any system of differential equations and is a 

good procedure when we cannot write a variational formulation. Depending on the choice 

of weighting function, there are different types of weighted residual methods. Some of the 

most common methods are Galerkin or Bubnov-Galerkin (standard finite element method), 

least square Galerkin, point collocation (finite difference method), subdomain collocation 

(finite volume method) and Petrov-Galerkin method (Diersch 2013). 

In this work, the finite element equations are developed from Galerkin method of weighted 

residuals. An axisymmetric finite element formulation for thermo-poro-elastic analysis has 

been developed. Detailed derivations of finite element equations are given in Appendix A. 
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8-node hexahedral elements are adopted for space discretization. Although the proposed 

model is derived for the axisymmetric case, it is very easy to derive a similar set of coupled 

equations for the full 3D case. For the sake of brevity, the corresponding equations are not 

repeated here. The proposed solution is verified against known analytical solutions. The ver-

ified cases include injection into a well in poroelastic medium with a constant rate, Mandel’s 

problem, poroelastic cylinder subject to vertical loading, drilling a vertical well in poroelas-

tic rock and thermally induced consolidation of a medium with an embedded cylindrical heat 

source.  

3.2 Model Verification  

To demonstrate and verify the performance of proposed thermo-poroelastic formulation, a 

series of axisymmetric benchmark analysis have been performed and the results are shown 

in the next session. 

3.2.1 Constant rate injection into a wellbore in a poroelastic medium 

In petroleum engineering, fluid is sometimes injected into a reservoir from a well to displace 

the oil and increase its production. Here, we consider the problem of water injection into a 

cylindrical borehole in an infinite poroelastic medium. This problem was analytically solved 

by Rajapakse (1993). Based on Biot’s consolidation theory, a circular borehole embedded 

in an infinite poroelastic medium and subject to an axisymmetric load is considered. The 

analytical solution was derived using Laplace and Fourier transform technique for different 

borehole boundary conditions including constant borehole pressure and constant injection 

rate over a segment of the borehole. In this section, numerical results for the constant injec-

tion rate are compared with the analytical results obtained by the finite element method. The 

poroelastic medium is assumed to be isotropic and homogenous. The layout of the wellbore 

is shown in Figure 3-1. The boundary conditions set for this problem pertain to a wellbore 
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with impermeable casing which is perforated only along a segment of length 2b. Dimension-

less time is defined as 𝜏𝜏 = 2𝐺𝐺𝐺𝐺(1−𝜈𝜈)𝑡𝑡
𝑎𝑎2𝜇𝜇(1−2𝜈𝜈)

  and dimensionless perforated length is defined as 𝑏𝑏� =

𝑏𝑏
𝑎𝑎
, where a is the wellbore radius, G and ν are the shear modulus and Poisson’s ratio, 𝑘𝑘 is the 

permeability, t is the time and 𝜇𝜇 is the dynamic viscosity of the fluid. Fluid is injected at the 

rate of 𝑞𝑞0 along the length 2b. The resulting pore pressure at midplane of the wellbore (Z=0) 

is normalized by 𝜅𝜅𝜅𝜅
𝑎𝑎𝑞𝑞0

 (𝜅𝜅 = 𝑘𝑘
𝜇𝜇
) and plotted against the normalized radial distance. Figure 3-2 

shows the induced pore pressure along the radial direction for 𝑧𝑧 = 0.0, 𝜏𝜏 = 10 andError! 

Bookmark not defined. b̄ =1.0. A good match is observed between the numerical and ana-

lytical solutions. Different cases with different wellbore radii were modeled and it was ob-

served that they yielded the same results if z, τ and 𝑏𝑏� were kept constant 

 

Figure 3-1. Wellbore layout for analytical solution of constant rate injection into the well-

bore. 
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Figure 3-2. Pore pressure induced by injection at different radial distances ( 𝒛𝒛 =

𝟎𝟎.𝟎𝟎, 𝝉𝝉 = 𝟏𝟏𝟏𝟏.𝟎𝟎, 𝒃̄𝒃 = 𝟏𝟏.𝟎𝟎) 

3.2.2 Mandel’s Problem 

Classical Mandel’s problem (Mandel 1953, Cheng and Detournay 1988) serves as a good 

benchmark to examine the validity of numerical solutions for poroelasticity. It also demon-

strates the non-monotonic pore pressure response arising from coupled effect of pore pres-

sure diffusion and solid deformation. The poroelastic response of an infinitely long sample 

specimen loaded under plane strain conditions is examined. The poroelastic sample speci-

men is sandwiched between two rigid impermeable frictionless plates and is in equilibrium 

with zero pore pressure. Compressive forces of magnitude 2F per unit length in y direction 

are applied at t=0+ on the rigid plates (Figure 3-3). The sample dimensions are 2a × 2b in 

XZ-plane. Drainage is permitted on the lateral boundaries and they are traction free. 
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Figure 3-3. Mandel’s problem, boundary conditions and simulation domain discretiza-
tion. 
 

When the load is applied instantaneously at t=0, an initial uniform pore pressure rise is ob-

served since the instantaneous response to the loading is undrained. This uniform pressure 

drops quickly in the proximity of lateral boundaries as drainage evolves. A load transfer 

happens from outer weaker zones to the stiffer inner zones of the sample due to compatibility 

requirement causing the pore pressure to rise in the middle of the sample for some time 

before dissipating. The pore pressure rise above its initial undrained value is referred to as 

Mandel-Cryer effect (Cryer 1963, Mandel 1953). This non-monotonic behavior cannot be 

predicted by uncoupled theory of Terzaghi-Rendulic 3D consolidation. Finally, the pore 

pressure returns to zero as the fluid flows  
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out through the outer surface. The original problem was solved analytically by Mandel 

(1953) for the limiting case of incompressible fluid and solid particles and it was later gen-

eralized to compressible constituents by Cheng and Detournay (1988). The analytical solu-

tion for pore pressure and displacements is given below (Cheng and Detournay, 1988): 

   𝑝𝑝 =
2𝐹𝐹𝐹𝐹(1 + 𝜈𝜈𝑢𝑢)

3𝑎𝑎 �
𝑠𝑠𝑠𝑠𝑠𝑠𝛼𝛼𝑖𝑖

𝛼𝛼𝑖𝑖 − 𝑠𝑠𝑠𝑠𝑠𝑠𝛼𝛼𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼𝑖𝑖

∞

𝑖𝑖=1

�𝑐𝑐𝑐𝑐𝑐𝑐
𝛼𝛼𝑖𝑖𝑥𝑥
𝑎𝑎 − 𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼𝑖𝑖� exp (

−𝛼𝛼𝑖𝑖2𝑐𝑐𝑐𝑐
𝑎𝑎2 ) (3.88) 

 

𝑢𝑢𝑥𝑥 = �
𝐹𝐹𝐹𝐹

2𝐺𝐺𝐺𝐺 −
𝐹𝐹𝜈𝜈𝑢𝑢
𝐺𝐺𝐺𝐺 �

𝑠𝑠𝑠𝑠𝑠𝑠𝛼𝛼𝑖𝑖
𝛼𝛼𝑖𝑖 − 𝑠𝑠𝑖𝑖𝑖𝑖𝛼𝛼𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼𝑖𝑖

∞

𝑖𝑖=1

exp (
−𝛼𝛼𝑖𝑖2𝑐𝑐𝑐𝑐
𝑎𝑎2 )� 𝑥𝑥

+
𝐹𝐹
𝐺𝐺�

𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼𝑖𝑖
𝛼𝛼𝑖𝑖 − 𝑠𝑠𝑠𝑠𝑠𝑠𝛼𝛼𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼𝑖𝑖

𝑠𝑠𝑠𝑠𝑠𝑠
𝛼𝛼𝑖𝑖𝑥𝑥
𝑎𝑎

∞

𝑖𝑖=1

exp (
−𝛼𝛼𝑖𝑖2𝑐𝑐𝑐𝑐
𝑎𝑎2 ) 

(3.89) 

 𝑢𝑢𝑦𝑦 = �−
𝐹𝐹(1 − 𝜈𝜈)

2𝐺𝐺𝐺𝐺 +
𝐹𝐹(1 − 𝜈𝜈𝑢𝑢)

𝐺𝐺𝐺𝐺 �
𝑠𝑠𝑠𝑠𝑠𝑠𝛼𝛼𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼𝑖𝑖

𝛼𝛼𝑖𝑖 − 𝑠𝑠𝑠𝑠𝑠𝑠𝛼𝛼𝑖𝑖𝑐𝑐𝑐𝑐𝑐𝑐𝛼𝛼𝑖𝑖

∞

𝑖𝑖=1

exp (
−𝛼𝛼𝑖𝑖2𝑐𝑐𝑐𝑐
𝑎𝑎2 )� 𝑦𝑦 (3.90) 

where c is hydraulic diffusivity and B is Skempton coefficient. 𝛼𝛼𝑖𝑖 should satisfy: 

 𝑡𝑡𝑡𝑡𝑡𝑡𝛼𝛼𝑖𝑖 =
1− 𝜈𝜈
𝜈𝜈𝑢𝑢 − 𝜈𝜈 𝛼𝛼𝑖𝑖 (3.91) 

A homogenous and isotropic 3D finite element model with dimensions a×b×L and properties  

given in Table 3-1 is built. The constituents are assumed incompressible. The model only 

considers one quarter of the domain due to problem symmetry. Proper boundary conditions 

are set in place to ensure the plane strain condition in y direction. The rigid plate is modeled 

by assuming that all the nodes on top of the model have equal unknown constant value. The 

simulation domain is discretized using 8-node isoparametric brick elements. The pore pres-

sure distribution, horizontal and vertical displacements at five different times (Table 3-2) are 

shown in Figures 3-4 to 3-6 and compared with the analytical solution given above. In these 

figures, horizontal distance is normalized by a, ux is normalized by a, uy is normalized by b 

and normalized pore pressure is 𝑎𝑎𝑎𝑎
𝐹𝐹

. In Figure 3-4, it can be observed that the pressure rises 
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above the initial uniform pressure (the Mandel-Cryer effect). Also, a good agreement be-

tween analytical and FEM results can be observed for the horizontal and vertical displace-

ments. 

Table 3-1. Poroelastic rock properties and parameters used in Mandel’s problem. 

Parameters Values 

Young’s modulus, E 1×102 MPa 

Poisson’s ratio, ν 0.2 

Undrained Poisson’s ratio, νu 0.5 

Permeability, k 100 md 

Fluid Viscosity, μ 1×10-3 Pa.s 

Biot’s coefficient, α 1.0 

Applied force, F 1×108 N/m 

Sample width, 2a 200.0 m 

Sample thickness, 2b 20.0 m 

Sample length, L 1000.0 m 

 
Table 3-2. Output time steps 

ti t1 t2 t3 t4 t5 

Time (s) 1×103 1×104 1×105 1×106 2×106 
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Figure 3-4. Pore pressure profile along horizontal direction at various times (symbols: 
analytical, lines: FEM) 
 

 
Figure 3-5. Horizontal displacement profile at different times (symbols: analytical, 
lines: FEM). 
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Figure 3-6. Vertical displacement profile of sample top at different times (symbols: an-
alytical, lines: FEM). 
 

3.2.3 A poroelastic cylinder subject to vertical loading  

The problem of a poroelastic cylinder under vertical loading is studied in this example. Fig-

ure 3-7 shows a cylindrical sample with radius a  and height 2h. The sample undergoes 

constant displacement rate, u0, on its upper and lower ends. So, at time t , the vertical dis-

placement is 𝑢𝑢(𝑟𝑟, ±ℎ, 𝑡𝑡) = 𝑢𝑢0𝑡𝑡. Two rigid, permeable and frictionless plates on top and bot-

tom of the sample are used to apply the displacement, so that the displacement will be uni-

form on upper and lower ends of the sample. The sample can only drain through the top and 

bottom plates and a membrane around the curved boundary prevents any flow to occur from 

side surface. Initial pore pressure is zero since the sample has been consolidated under con-

fining pressure before applying the displacement. No confining pressure is applied to the 

sample. The sample properties are shown in Table 3-3. 



22 

 
Figure 3-7. Cylinder under loading, a constant displacement rate applied to the two ends of 

cylinder. 

 

Table 3-3. Physical properties of the rock sample 

Parameter Value 

Fluid viscosity, μf (Pa.s) 1.0×10-3 

Shear modulus, G (GPa) 7.6 

Intrinsic permeability, k (md) 0.1 

Poisson’s ratio, ν  0.2 

Undrained Poisson’s ratio, νu  0.4 

Skempton coefficient, B  0.9 
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Permeable rigid 
plate 

0( , )u r t u t=

0( , )u r t u t=

r

z

2a 

2h 

Permeable rigid 
plate 



23 

The radial displacement of the outer surface of the cylinder at its mid-plane (z=0, r=a) is 

normalized by 𝑎𝑎
2𝑢𝑢0
𝑐𝑐

 where c is diffusion coefficient given by: 

 
)1)((9

)1()1(2 22

uu

ukGBc
νννµ

νν
−−

−+
=  (3.92) 

The dimensionless plot of radial displacement vs. time is shown in Figure 3-9. The results 

are depicted for cylinders with different height to radius ratios. The comparison with the 

analytical results presented by Kaewjuea et al. (2011) shows a good match. As we can see 

from this figure, the sample extends in radial direction over time. It is observed that for a 

constant sample radius, radial displacements increase as sample height decreases. The tan-

gential stress at the surface of the cylinder mid-plane is normalized by 𝐺𝐺𝐺𝐺𝑢𝑢0
𝑐𝑐

 and its time 

evolution is shown in Figure 3-10. Tangential stress magnitude increases over time until they 

reach a point when they maintain a nearly constant value afterwards. Except for the short 

cylinder with ℎ
𝑎𝑎

= 0.5, the induced tangential stress is tensile. The tangential stress is very 

small compared to the axial stress and pore pressure. If the rate of displacement is small, the 

tensile tangential stress will not cause fractures in the rock. Figure 3-11 shows the time his-

tory of dimensionless axial stress at the curved surface of the sample at mid-plane. The axial 

stress increases with time following vertical displacements. For a fixed sample diameter, 

longer samples have smaller vertical strain compared to shorter ones since they all undergo 

identical vertical displacement rates. Pore pressure evolution over time is depicted in Figure 

3-8. By applying displacement, pore pressure is increased and then stays constant as the 

steady state condition is reached. It takes less time for the shorter cylinder to reach the steady 

state since the flow has a shorter path to free draining boundary.  
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Figure 3-8. Evolution of pore pressure over time at the cylinder mid-plane curved boundary 
(symbols: Kaewjuea et al. (2011), lines: FEM). Results are shown for different height to ra-

dius ratio cases. 



25 

 
Figure 3-9. Change of radial displacement with time at the boundary of cylinder mid-plane 
(symbols: Kaewjuea et al. (2011), lines: FEM). Results are shown for different height to ra-

dius ratio cases. 
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Figure 3-10. Change of tangential stress with time at the cylinder mid-plane curved boundary 

(symbols: Kaewjuea et al. (2011), lines: FEM). Results are shown for different height to ra-
dius ratio cases. 

 

 

Figure 3-11. Change of axial stress with time at cylinder mid-plane curved boundary (sym-
bols: Kaewjuea et al. (2011), lines: FEM). Results are shown for different height to radius ra-

tio cases. 
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3.2.4 Drilling a vertical wellbore in a poroelastic formation with given far field stresses 

Creating a circular hole and applying drilling fluid could result in wellbore instability or 

casing collapse. Therefore, it is very important to develop mathematical models to simulate 

drilling and production processes and predict rock deformation. When oil and gas are pro-

duced in harsher environments such as deepwater or high-pressure high-temperature reser-

voirs, the knowledge of wellbore stability becomes even more important.  

 

Figure 3-12. Schematic of wellbore drilling problem with in-situ stresses, 𝝈𝝈𝑯𝑯 and 𝝈𝝈𝒉𝒉. 

 

The concentration of stress around the wellbore can lead to compressive failure also known 

as breakouts. Excessive breakouts will result in collapse failure of the well. Fracturing of 

wellbore occurs when rock stress changes to tension leading to tensile fractures. The stress 

distribution around a circular hole in a homogenous isotropic elastic medium subjected to 

far field stresses in an infinite medium was first solved analytically by Kirsch (1898). The 

elastic solution fails to address the time dependent fluid flow effect resulting from drilling, 

which might significantly change the near wellbore pore pressure and stress concentration, 

making it only applicable to steady state cases. By incorporating the transient fluid diffusion 
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process, Carter and Booker (1984), presented an analytical solution for the displacements 

and stress changes around a deep and long circular tunnel, cut in a saturated rock material 

based on Biot’s poroelasticity theory. However, the pore fluid and rock particles were as-

sumed to be incompressible. Later, the solution for a vertical wellbore in a linear poroelastic 

medium in a non-hydrostatic stress field was obtained by Detournay and Cheng (1988) 

which accounted for the compressibility of the grains and fluid. Wellbore was considered 

permeable and mud pressure could penetrate the formation. In order to explain this problem, 

let’s suppose a well drilled in an isotropic poroelastic saturated porous medium with far field 

stresses 𝜎𝜎𝐻𝐻 and 𝜎𝜎ℎ and in-situ pore pressure p0 as shown in Figure 3-12. The well length is 

assumed to be infinite, therefore a plane strain condition is assumed in the cross section of 

the well (zero strain along Z axis). It is also assumed that the well is drilled instantaneously, 

and it is aligned with vertical principal stress. Zero normal displacements and impermeable 

boundary condition are imposed at far field boundary. Drilling can be modelled as removing 

the stresses at the periphery of the wellbore at 𝑡𝑡 = 0+ and reducing the pore pressure from 

p0 to zero or mud pressure. The induced stresses resulting from removing these stresses was 

analytically obtained (Detournay and Cheng 1988, Carter and Brooker 1984). In order to 

simplify the problem, the loading was decomposed into three different modes. Each of these 

were solved separately and then the principle of superposition was employed to obtain the 

full solution of pore pressure and stresses. The loading condition at wellbore wall for each 

of the loading modes can be identified as (zero mud pressure is assumed): 

Mode 1 (isotropic stress loading): 

∆𝜎𝜎𝑟𝑟𝑟𝑟 = 𝑃𝑃0 

∆𝜎𝜎𝑟𝑟𝜃𝜃 = 0 
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∆𝑝𝑝 = 0 

Mode 2 (pore pressure loading): 

∆𝜎𝜎𝑟𝑟𝑟𝑟 = 0 

∆𝜎𝜎𝑟𝑟𝑟𝑟 = 0 

∆𝑝𝑝 = −𝑝𝑝0 

Mode 3 (deviatoric stress loading): 

∆𝜎𝜎𝑟𝑟𝑟𝑟 = −𝑆𝑆0𝑐𝑐𝑐𝑐𝑐𝑐 2𝜃𝜃 

∆𝜎𝜎𝑟𝑟𝑟𝑟 = 𝑆𝑆0𝑠𝑠𝑠𝑠𝑠𝑠 2𝜃𝜃 

∆𝑝𝑝 = 0 

where: 

𝑃𝑃0 = −
1
2 (𝜎𝜎𝐻𝐻 + 𝜎𝜎ℎ) 

𝑆𝑆0 = −
1
2 (𝜎𝜎𝐻𝐻 − 𝜎𝜎ℎ) 

Stress and pore pressure distribution from mode 1 and 2 are axisymmetric since the loading 

is independent of θ. No rotation is generated in these modes. Analytical solution to each of 

the subproblems mentioned above were given in the Laplace transform domain and then 

transformed to time domain. We will check the validity of the FEM code by comparing the 

analytical solution of each mode to the numerical results. The input data used for the simu-

lations are given in Table 3-4. Isoparametric quadrilateral elements with 8 displacement 

nodes and 4 pressure nodes were used in the analysis. Only the results in the vicinity of the 

well are presented. Figure 3-13 shows the variation of radial displacement with radial dis-

tance for isotropic stress loading, mode 1. The solution is independent of time since there is 
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no volumetric strain in this mode. Pore pressure is not generated in this mode so the poroe-

lastic solution is equivalent to elastic solution and can be found using Kirsch equations. The 

symmetrical loading in mode 1 causes the rock to move inward and reduce the size of the 

well. There is a good agreement between numerical and analytical results. 

 

Table 3-4. Poroelastic properties used in modelling the response of wellbore 

 

 
 

 

 

 

 

Figure 3-14 shows the variation of tangential stress with radius for mode 1. A good match 

between the results is observed. It can be observed from this figure that loading by mode 1 

induces a time independent compressive tangential stress and the maximum stress is on well-

bore wall. 

Figure 3-15 shows pore pressure history for mode 2 at different locations. Dimensionless 

time is defined as 𝑡𝑡𝑑𝑑 = 𝑐𝑐𝑐𝑐
𝑎𝑎2

 . Initially formation pore pressure is 𝑝𝑝0 and over time the pore 

pressure perturbation applied at the wellbore wall propagates into the formation and at very 

large time the pore pressure of the formation will approach zero. The results are in good 

agreement with analytical solution reported by Detournay and Cheng (1988). 

Figure 3-16 shows the tangential stress profile for mode 2 for a range of dimensionless radial 

distances at a given dimensionless time. η is a poroelastic coefficient defined as 𝜂𝜂 =

Parameter Value 

Fluid viscosity, μf (Pa.s) 1.0×10-3 

Shear modulus, G (MPa) 833 

Intrinsic permeability, k (md) 500 

Poisson’s ratio, ν  0.2 

Undrained Poisson’s ratio, νu  0.4 

Skempton coefficient, B  0.8 
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3(𝑣𝑣𝑢𝑢−𝑣𝑣)
2𝐵𝐵(1−𝑣𝑣)(1+𝑣𝑣𝑢𝑢)

. At every point in the reservoir except at the wellbore wall, the tangential stress 

is first compressive and over time it changes to tensile. 

 

 
Figure 3-13. Analytical and numerical results comparison for radial deformation along the 

radial distance due to mode 1 loading  

 
For mode 3 (deviatoric loading), the induced stress and pore pressure vary not only in radial 

direction but also in tangential direction. The maximum induced pore pressure is initially in 

the close vicinity of wellbore and over time it travels further away from the well and dissi-

pates (Figure 3-17). The induced pore pressure is positive in the direction of maximum prin-

cipal stress (as shown) and negative in the minimum principal stress direction. At the instant 
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of loading (t→0+), total tangential stress from mode 3 at the wellbore wall is 𝜎𝜎𝜃𝜃𝜃𝜃 =

4𝑆𝑆 (1−𝜈𝜈𝑢𝑢)
(1−𝑣𝑣)

𝑐𝑐𝑐𝑐𝑐𝑐 2𝜃𝜃. Shortly after, (0+ ˂ td ≤10-3), fluid drains out from the wellbore wall while 

the inner region stays undrained, which makes it a stiffer zone compared to the immediate 

vicinity of the wellbore, giving rise to stress concentration in the inner region. This is de-

picted in Figure 3-19 where the peak of tangential stress is inside the formation for 𝑡𝑡𝑑𝑑 ≤

10−3. Over time, the pore pressure in the formation dissipates and stiffness contrast will be 

decreased. After certain time, the peak will be at wellbore wall and it will increase until it 

reaches the drained solution, 𝜎𝜎𝜃𝜃𝜃𝜃 = 4𝑆𝑆 𝑐𝑐𝑐𝑐𝑐𝑐2𝜃𝜃 (Figure 3-19). Since the tangential stress in 

undrained case is smaller than the drained case at the wellbore wall (𝑣𝑣𝑢𝑢 > 𝑣𝑣), it can be con-

cluded that considering the poroelastic effect results in a lower tangential stress value at 

wellbore wall (less compressive) compared to elastic analysis. Consequently, the breakdown 

pressure predicted by poroelastic analysis will be less than its elastic analysis prediction 

value (Jaeger et al., 2009). 

3.2.5 Thermally induced consolidation of a medium with an embedded cylindrical heat 

source 

The classical theory of thermo-poroelasticity is an extension of Biot’s theory which shows 

the effect of temperature changes on pore pressure and stresses. The main mechanisms can 

be summarized as below: 

1) The effect of temperature change on pore fluid pressure 

2) The effect of temperature change on volumetric rock deformation 

3) The effect of pore pressure changes on deformations 

The coupling between heat transfer, fluid flow and stress/deformation in fluid saturated po-

rous medium has attracted considerable attention in many engineering fields. In petroleum 
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industry, enhanced oil recovery by steam or hot water injection, fluid injection/extraction for 

enhanced geothermal systems (Ghassemi et al. 2008), wellbore stability (Chen and Ewy, 

2005) and coal beds exploitation for methane are examples of its application. Other engi-

neering problems, in which heat and fluids play important roles, involve underground radi-

oactive waste disposal (Fall et al. 2014) and containment transport analysis. Thermo-poro-

elastic effects can materialize in the host rock as heating/cooling is taking place. Thus, un-

derstanding and quantifying thermo-poro-elasticity is important for mathematical modeling 

and numerical simulation of engineering projects. Brownell et al. (1977) discussed rock-

fluid interactions in geothermal systems, which involve momentum and energy transfer and 

the dependence of porosity and fluid flow and solid deformations. However, the effect of 

convection, pore fluid compressibility and its expansion due to temperature change was ig-

nored. Thermoelastic consolidation was investigated by Aboustit et al. (1983) using a gen-

eral variational formulation. However, the effect of matrix and fluid compressibility and 

coupling between pore pressure and temperature were disregarded. Numerical results were 

presented for a 1D thermoelastic consolidation.  

The poroelastic solution for a cylindrical radiating heat source in an infinite porous and sat-

urated medium was investigated analytically by Booker and Savvidou (1985). Their formu-

lation neglected the effect of fluid and solid compressibility and convection. They used the 

Fourier and Laplace transform techniques to derive a solution for a point heat source ne-

glecting the convective terms. Then they extended the point source solution to a cylindrical 

heat source introducing a heat density, 𝑞𝑞𝑣𝑣 , which is the thermal energy release per unit time 

per unit volume. The cylindrical source is approximated by a series of heat point sources and 
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solution is derived using volume integration. Pore pressures, displacements, temperatures 

and stresses are calculated by this method. The details of analysis can be found in their paper. 

According to Booker and Savvidou (1985), if heat source energy release is qv per unit time 

per unit volume and the source volume is Vs, the solutions for temperature and pore pressure 

at a point with coordinates (𝑥𝑥𝐹𝐹, 𝑦𝑦𝐹𝐹 , 𝑧𝑧𝐹𝐹) at time t are as follows: 

 𝑇𝑇(𝑥𝑥𝐹𝐹 ,𝑦𝑦𝐹𝐹 , 𝑧𝑧𝐹𝐹 , 𝑡𝑡) = �
𝑞𝑞𝑣𝑣

4𝜋𝜋𝑘𝑘𝑇𝑇𝑅𝑅𝑉𝑉𝑠𝑠
𝑓𝑓(
𝑐𝑐𝑇𝑇𝑡𝑡
𝑅𝑅2 )𝑑𝑑𝑑𝑑 (3.93) 

 𝑝𝑝(𝑥𝑥𝐹𝐹 ,𝑦𝑦𝐹𝐹 , 𝑧𝑧𝐹𝐹 , 𝑡𝑡) = �
𝑋𝑋

(1− 𝑐𝑐
𝑐𝑐𝑇𝑇)𝑉𝑉𝑠𝑠

𝑞𝑞𝑣𝑣
4𝜋𝜋𝑘𝑘𝑇𝑇𝑅𝑅

�𝑓𝑓(
𝑐𝑐𝑇𝑇𝑡𝑡
𝑅𝑅2 )− 𝑓𝑓(

𝑐𝑐𝑐𝑐
𝑅𝑅2)� 𝑑𝑑𝑑𝑑 (3.94) 

where: 

 𝑥𝑥 = 𝑥𝑥𝐹𝐹 − 𝑥𝑥𝑠𝑠 (3.95) 

 𝑦𝑦 = 𝑦𝑦𝐹𝐹 − 𝑦𝑦𝑠𝑠 (3.96) 

 𝑧𝑧 = 𝑧𝑧𝐹𝐹 − 𝑧𝑧𝑠𝑠 (3.97) 

 𝑅𝑅2 = (𝑥𝑥𝐹𝐹 − 𝑥𝑥𝑠𝑠)2 + (𝑦𝑦𝐹𝐹 − 𝑦𝑦𝑠𝑠)2 + (𝑧𝑧𝐹𝐹 − 𝑧𝑧𝑠𝑠)2 (3.98) 

 𝑓𝑓(
𝑐𝑐𝑇𝑇𝑡𝑡
𝑅𝑅2 ) = 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(

𝑅𝑅
2√𝑐𝑐𝑇𝑇𝑡𝑡

) (3.99) 

 𝑋𝑋 = 𝑎𝑎𝑢𝑢(𝜆𝜆 + 2𝐺𝐺) − 𝑏𝑏′ (3.100) 

In the above equations xs, ys and zs denote the coordinates of a point within the heat source, 

𝑘𝑘𝑇𝑇 is thermal conductivity, λ  and G are Lame constants, 𝑐𝑐𝑇𝑇 is the thermal diffusivity as 

defined in Eq. (2.25) and c is hydraulic diffusivity. Fluid and solid grains are assumed to be 

incompressible (𝛼𝛼 = 1,𝐵𝐵 = 1 ; 𝑣𝑣𝑢𝑢 = 0.5); So, hydraulic diffusivity from Eq. (3.92) reduces 

to: 

 
µ

λ )2( Gkc +
=  (3.101) 

au and b´ are defined as: 
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 𝑎𝑎𝑢𝑢 = 𝛼𝛼𝑚𝑚(1 −𝜙𝜙) + 𝛼𝛼𝑓𝑓𝜙𝜙 (3.202) 

 aGb ′+=′ )
3

2(λ  (3.303) 

where 𝛼𝛼𝑚𝑚 and 𝛼𝛼𝑓𝑓 are the coefficients of volume thermal expansion of solid matrix and pore 

fluid respectively and 𝜙𝜙 is porosity. 𝑎𝑎′ is the coefficient of volume thermal expansion of the 

solid matrix. Gravitational forces are neglected. Using Eqs. (3.93) and (3.94), analytical so-

lutions for temperature and pore pressure were obtained for the case of a cylindrical heat 

source in a continuum and compared with the numerical results from finite element method. 

An axisymmetric finite element model was used for this purpose. The finite element mesh 

used for this problem is shown in Figure 3-20. The cylindrical heat source radius and height 

are 0.16 m and 0.32 m respectively. It is represented by four elements in the finite element 

mesh. Only a quarter of the cylinder and the surrounding rock is analyzed due to the sym-

metry. For boundaries r=0 and z=0, normal displacements are assumed to be zero and im-

permeable to fluid and heat flow due to symmetry. Far field boundaries have fixed pressure 

and temperature and zero displacements to simulate the infinity: 

 𝑇𝑇(𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑡𝑡) = 0;𝑝𝑝(𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑡𝑡) = 0;𝑢𝑢𝑟𝑟(𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑡𝑡) = 0; 𝑢𝑢𝑧𝑧(𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑡𝑡) = 0 

𝑇𝑇(𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑡𝑡) = 0;𝑝𝑝(𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑡𝑡) = 0;𝑢𝑢𝑟𝑟(𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑡𝑡) = 0;𝑢𝑢𝑧𝑧(𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑡𝑡) = 0 
 

 The initial conditions may be expressed in cylindrical coordinates as: 

 𝑇𝑇(𝑟𝑟, 0) = 0;𝑝𝑝(𝑟𝑟, 0) = 0;𝑢𝑢𝑟𝑟(𝑟𝑟, 0) = 0   

The heat output is qv=1000 cal/(m3day) and 𝑎́𝑎
𝑎𝑎𝑢𝑢

= 1
4
 . The surrounding rock properties are 

shown in Table 3-5. To better compare numerical results with closed form results, the nor-

malized system of plotting is adopted. The temperature is normalized against Tmax: 

 
T

v

k
rqT

2
0

max 45.1=  (3.404) 

where r0 is the radius of heat source. The pore pressure is normalized against PN given by:  
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max

1
1 2 1 3N u

E aP T a ν
ν ν

′ −  = −  − +  
 (3.505) 

Also normalized time is given by: 

 
2

0

T

N
c tt
r

=  (3.606) 

Figure 3-21 shows the temperature variation with time at the mid-plane of the cylindrical 

heat source for three different distances from cylinder axis. It can be seen that the tempera-

ture of the medium around the cylinder increases with until it reaches a steady value. For the 

points closer to the heat source, the temperature rise begins earlier and over time reaches a 

higher value compared to the points farther from the heat source. This figure also indicates 

a good agreement between the numerical results and the analytical solution provided by 

Booker and Savvidou (1985). Figure 3-22 shows the pore pressure evolution with time at 

the mid-plane of the heat source (Z=0) for three different distances from cylinder axis. It is 

observed that initially at all three points the pore pressure increases owing to the pore fluid 

and solid grains expansion and reaches a peak value. Later, the pore pressure is decreased as 

pore pressure diffusion and consolidation takes place. Obviously, closer points to the source 

experience higher peak in pore pressure and the increase starts earlier. The agreement be-

tween the results is good, though not perfect. Lewis et al. (1986) observed the sensitivity of 

the results to the ratio between the heat source size and the length of the domain. 
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Figure 3-14. Induced total tangential stress along the radial distance due to mode 1 loading 
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Figure 3-15. Analytical and numerical results comparison for pore pressure variation with 
time at different distances from the well due to mode 2 loading  

 

 
Figure 3-16. Temporal variation of total tangential stress with radius due to mode 2 loading  
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Figure 3-17. Analytical and numerical results comparison for induced pore pressure varia-
tion with time along X axis due to mode 3 loading (θ=0) 



40 

 

 

Figure 3-18. Radial displacement variation with time for a point on the borehole wall (r=a 
and θ=0) due to mode 3 loading  

 

 
Figure 3-19. Temporal variation of total tangential stress with radius due to mode 3 loading 

for θ=0  
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Figure 3-20. Finite element mesh for the axisymmetric heat source problem  

 

z

r

100 m

100 m
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Table 3-5. Properties of soil for thermal analysis 

Parameter Value 

Radius of heat source, r0 0.16 m 

Height of the heat source, h 0.32 m 

Thermal conductivity, kT 1.02857 cal m-1 K-1 day-1 

Heat generation, qv 1000 cal m-3 day-1 

Porosity, 𝜙𝜙 0.5 

Heat capacity, ρc 40 cal m-3 K-1 

Solid thermal expansion coefficient, αm 0.9 × 10−6 K-1 

Pore fluid thermal expansion coefficient, αf 0.63 × 10−5 K-1 

Permeability coefficient, 𝑘𝑘 0.4 × 10−5 𝑚𝑚/𝑑𝑑𝑑𝑑𝑑𝑑 

Young modulus, 𝐸𝐸 6.0 × 107 𝑃𝑃𝑃𝑃 

Poisson’s ratio, ν 0.4 

Biot coefficient, α 1 
Fluid compressibility, cf 0 

Fluid density, ρ 1000 kg/m3 
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Figure 3-21. Variation of temperature with time for a cylindrical heat source 
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Figure 3-22. Comparison between analytical and numerical results for pore pressure  
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4. Impact of Poroelasticity on Refrac Operations 

4.1 Introduction 

Importance of refracturing of horizontal wells in the low permeability reservoirs is well rec-

ognized in oil and gas industry. Under certain reservoir conditions, the refracturing technique 

can restore or increase well productivity and may provide additional reserves by improving 

hydrocarbon recovery. Common practices include refracturing of the original production 

(“Parent”) well or that of an infill (“Child”) well drilled near the “Parent” well (e.g., Martinez 

et al., 2012; Agharazi and Kashikar, 2016; Miller et al. 2016; Morales et al., 2016). The 

production from the parent well fractures creates a “pressure sink” and reduced stress. If an 

infill well is drilled nearby this zone and is stimulated, its hydraulic fractures would have 

tendency to grow towards areas of lowest reservoir stresses or in other words towards de-

pleted reservoir zones (e.g., Safari et al., 2016). This may involve communication between 

the parent and child wells, which is termed as a “frac-hit”. It is realized that the “frac-hit” 

problem usually reduces productivity of the parent wells and in some cases may lead to 

complete damage of the parent well. Subsequently, the production potential of the child well 

is also decreased since it is now draining from the same reservoir area as the parent well. 

Re-pressurization of the parent well before infill well stimulation has been suggested as a 

technique for mitigation of “frac-hit” risks (e.g., Martinez et al., 2012; Miller et al., 2016).  

In last three decades, several numerical and experimental studies have been presented to 

demonstrate and quantify the effects of fluid injection or reservoir depletion on the reservoir 

pore pressure and stress state (Perkins and Gonzalez, 1985; Warpinski and Branagan, 1989; 

Elbel and Mack, 1993; Palmer, 1993; Wright and Conant, 1995; Berchenko and Detorunay, 

1997, Siebrits et al., 1998; Zhang, 2004). The concept of stress reorientation/reversal was 
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discussed by Perkins and Gonzalez (1985) in the context of the thermoelastic stress changes 

in injection well fracturing. They introduced the concept of the stress reorientation or rever-

sal as shown in Figure 4-1. The production from an initial fracture causes a local redistribu-

tion of pore pressure in an expanding elliptical region around the wellbore and fracture sur-

faces. Due to the coupling between pore pressure and deformations in a poroelastic medium, 

pore pressure depletion results in the change of reservoir stress state in the vicinity of the 

production fractures. With increase of the production time, the horizontal stress component 

parallel to the initial fracture (i.e., 𝜎𝜎𝐻𝐻 in this case) reduces more than the horizontal stress 

component orthogonal to the production fractures (i.e., 𝜎𝜎ℎ in this case), which results in an 

anisotropic variation of the in-situ stresses in the reservoir. This anisotropic variation of the 

horizontal stress will cause the modification of principal stresses both in the magnitude and 

orientation and may lead to complete stress reversal as shown in Figure 4-1, if the induced 

stress changes are large enough to overcome the effect of the initial horizontal in-situ stress 

contrast ( 𝜎𝜎𝐻𝐻 − 𝜎𝜎ℎ). Thermo-poroelastic coupling is also important in this context (Ghassemi 

and Zhang, 2006, Ghassemi et al., 2013). If the well is refractured after stress reversal has 

occurred, the new fracture will tend to propagate in the direction orthogonal to the initial 

preferred fracture propagation direction until the limit of this stress reversal region is 

reached. Beyond that zone, the new hydraulic fracture would tend to realign with the original 

in-situ maximum horizontal stress direction. This is because fractures tend to propagate in 

the direction of maximum compressional stress since they tend to open against the least 

principal stress.  
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As the stress reversal zone is a function of pore pressure depletion, its development is time 

dependent and varies with reservoir poroelastic properties and the background stress con-

trast. The problem of stress variation in the infill region has been treated in a number of 

studies. Roussel et al. (2013) and Safari et al. (2015) aspects of infill well fracturing in the 

case of closely spaced multiple horizontal wells using 3D models. Through extensive para-

metric analysis, Safari et al. [21] demonstrated that protecting parent wells from infill well 

fractures has a greater chance of success in a reservoir with low stress anisotropy, low hy-

drocarbon viscosity, low bottomhole production pressure, high reservoir pore pressure gra-

dient, high reservoir permeability, and high Biot’s constant. Most of these earlier simulations 

were carried out using two different models for the reservoir depletion analysis and the sub-

sequent fracturing of the infill wells. Rezaei et al. (2017) presented a refracturing analysis 

using a two-dimensional (2D) poroelastic displacement discontinuity model built on the 

work of Zhang (2004), Ghassemi and Zhang (2006), and Chun (2013).  

Kumar et al. (2018) presented primary and infill (or “parent” and “child”) well fracturing 

simulations to address the “frac-hit” issue in horizontal well refracturing and its mitigation 

strategy. They used a fully coupled 3D poroelastic model “GeoFrac-3D” for the numerical 

simulations. The model was based on the 3D poroelastic displacement discontinuity (DD) 

method for the solid rock deformation and pore fluid diffusion in the rock matrix. The fluid 

flow inside the fractures was simulated using the Galerkin’s finite element method (FEM). 

The fracture propagation was implemented in the framework of the linear elastic fracture 

mechanics approach (LEFM). with “GeoFrac-3D” model, they simulated multistage fractur-

ing of the multiple horizontal wells considering both aspects of refracturing simulation (i.e., 

reservoir depletion analysis and subsequent fracturing of the infill well). However, the DD 
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model was limited to homogenous reservoir rock mass. To investigate the impact of reservoir 

heterogeneities on the depletion induced reservoir pore pressure and stress change, they used 

a coupled Galerkin’s FEM model to simulate the same problem. The results from both mod-

els were compared and a good match was observed.  

 

 

Figure 4-1. Schematic showing expanding elliptical reservoir pore pressure and stress rever-
sal zone around a production fracture (solid black lines show the trajectories of the local 

maximum principal stress). 

 

In this chapter, a fully coupled 3D poroelastic model is developed which can analyze reser-

voir depletion and predict frac-hit issues. The model is based on Galerkin’s finite element 

method to simulate solid rock and fracture deformation and fluid diffusion in rock matrix. 

The model is then used to study the stress reorientation in several cases including a single 

vertical well, a single vertical fracture intersected by a horizontal well and one or two hori-

zontal wells intersected with multiple hydraulic fractures. The results of 3D analysis have 
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been discussed and its applications in the design of hydraulic fractures in shale reservoirs 

have been presented. 

4.2 Poroelastic coupling for 3D FEM 

The theory for fluid saturated poroelastic media which is under mechanical and hydraulic 

loading is governed by the following equation: 

 
ijijkkijij pGG δαδε

ν
νεσ  −

−
+=

21
22  (4.1) 

 𝜁𝜁̇ = 𝛼𝛼𝜀𝜀̇ +
1
𝑀𝑀 𝑝̇𝑝 (4.2) 

where 𝜎𝜎𝑖𝑖𝑖𝑖 is the total stress and 𝜀𝜀𝑖𝑖𝑖𝑖 is the corresponding strain. The relation between strain 

and displacement is given as: 

 𝜀𝜀𝑖𝑖𝑖𝑖 =
1
2 (𝑢𝑢𝑖𝑖,𝑗𝑗 + 𝑢𝑢𝑗𝑗,𝑖𝑖) (4.3) 

Balance of momentum is given as below: 

 𝜎𝜎𝑖𝑖𝑖𝑖,𝑗𝑗 + 𝜌𝜌𝑔𝑔𝑖𝑖 = 0 (4.4) 

The poroelastic governing equations can be derived from Eqs. (4.1)-(4.4) considering Eqs. 

(2.16) and (2.22). 

4.2.1 FEM discretization 

By applying Green’s theorem and Galerkin weighted residual method to the governing equa-

tions and integration in time using finite difference method, matrix equations for each ele-

ment are obtained as below: 
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where: 

 𝑲𝑲 = � [𝑩𝑩𝑇𝑇][𝑫𝑫][𝑩𝑩]𝑑𝑑𝑑𝑑
𝛺𝛺

 (4.6) 
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 𝑳𝑳 = � [𝑩𝑩𝑇𝑇][𝒎𝒎]�𝑵𝑵𝑝𝑝�𝛼𝛼𝛼𝛼Ω
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 (4.7) 

 𝑯𝑯𝒑𝒑𝒑𝒑 = ��𝛻𝛻𝑵𝑵𝑝𝑝
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 𝑭𝑭𝒖𝒖 = � [𝑵𝑵𝒖𝒖]𝑇𝑇𝜌𝜌[𝒈𝒈]𝑑𝑑𝑑𝑑 + � [𝑵𝑵𝒖𝒖]𝑇𝑇[𝒕𝒕]𝑑𝑑𝑑𝑑
𝛤𝛤𝑢𝑢𝑁𝑁𝛺𝛺

 (4.10) 

θ is a coefficient characterizing temporal discretization. Smith and Griffith (2004) have 

shown that the system of equations in (4.5) is unconditionally stable only if 
2
1

≥θ . ∆t is the 

time step size and 𝛥𝛥𝐹𝐹𝑢𝑢 is the external loading vector. In the following numerical examples, 

we chose 1=θ  which is the “fully implicit” method. 

4.3 Case 1: production from a single vertical well  

Figure 4-2 shows a single vertical well in a homogenous reservoir. The well is under pro-

duction with bottomhole pressure of 20.7 MPa and initial reservoir pressure of 68.9 MPa. 

The in-situ stresses in X and Y direction are equal (isotropic stress state in XY plane) 𝜎𝜎𝑥𝑥 =

𝜎𝜎𝑦𝑦 = 75.8 𝑀𝑀𝑀𝑀𝑀𝑀. A high in-situ stress magnitude in Z direction is chosen, 𝜎𝜎𝑧𝑧𝑧𝑧 = 99.6 𝑀𝑀𝑀𝑀𝑀𝑀 

so that it always remains as maximum principal stress. The reservoir mechanical properties 

and fluid properties can be found in Table 4-1. The perforated zone of the well is 1 m long 

and is in the middle of the well’s length. The model dimensions are 20 m×20 m×15 m. The 

wellbore radius and length are 10 cm and 10 m respectively. The domain was discretized 

into 44,941 nodes and 259,038 tetrahedral elements. A variable time stepping scheme was 

adopted with the initial time step of Δt=8.3×103 s and the following time steps increased by 

a factor of 1.1. After producing for 12 days, the pore pressure distribution in the reservoir is 
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shown in Figures 4-2 and 4-3 in 3D and 2D respectively. A circular pore pressure depletion 

zone is observed in XY plane. In Figure 4-4, the direction of maximum principal stress in 

XY plane and near the wellbore is depicted. It can be observed that at the near proximity of 

the well, trajectories are normal to the well and pressure contour lines. As we get farther 

from the well, the maximum stress direction shows a circular pattern, as seen in Figure 4-5, 

which is due to the high gradient of pore pressure in radial direction, making the radial di-

rection the minimum principal stress and tangential stresses the maximum principal stress.  

Table 4-1. Rock mechanical properties and in-situ stresses. 
Parameter Units Value 

Initial reservoir pressure, pi MPa (psi) 68.9 (10,000) 

Bottomhole producing pressure, pb MPa (psi) 20.7 (3,000) 

Reservoir rock intrinsic permeability, k m2 (nd) 3×10-19 (300) 

Reservoir fluid viscosity, μf Pa.s (cP) 2.5×10-4 (0.25) 

Poisson’s ratio, drained, ν  0.2 

Biot coefficient, α  0.7 

Biot Modulus, M GPa (psi) 5.86 (8.5×105) 

Young Modulus, E GPa (psi) 13.8 (2.0×106) 
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Figure 4-2. 3D view of a single vertical well under production along part of its length. The 
pore pressure contours after 12 days of production are shown. 

 

Figure 4-3. Horizontal section of the well at the middle of production zone showing the con-
tours of pore pressure after 12 days of production. 



53 

 
Figure 4-4. Near wellbore direction of maximum principal stress after 12 days of production 

from a single well. The section is made at the middle of production zone. 

 

 
Figure 4-5. Far field direction of maximum principal stress after 12 days of production. 
The section is made at the middle of production zone 
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4.4 Case 2: Effects of production from one fracture 

As an illustrative example, the case of production from a single vertical fracture which is 

produced by a horizontal well is considered. The fracture and the reservoir properties are 

given in Tables 4-1 and 4-2. The fracture is in the middle of a homogenous reservoir (reser-

voir size is assumed to be 200 m×200 m×200 m which is very large compared to the size of 

fracture) and is intersected by a horizontal well at the fracture center. The fracture and finite 

element mesh near the fracture are shown in Figure 4-6. The FE mesh consists of 88,800 

nodes and 82,859 hexahedral elements. A variable time stepping scheme was adopted with 

the initial time step of Δt=8.3×103 s and the following time steps increased by a factor of 1.1  

Because of production, pore pressure will decrease in the form of elliptical regions around 

the fracture surface (Figure 4-7). The decrease in pore pressure will increase the effective 

stresses in the reservoir. This increase in effective stress will cause the matrix to contract 

which induces a tensile stress to the neighboring elements. Considering the pore pressure 

contours in Figure 4-7, the highest gradient of pore pressure reduction for every point is 

normal to the pore pressure contour line at that point. The pore pressure reduction in this 

direction causes a significant decrease of total stress along this direction which makes it the 

direction of the minimum principal stress. Therefore, the direction tangent to the pore pres-

sure contour curve will be the maximum principal stress direction. It has been shown in 

Figure 4-7 that the maximum principal stresses are tangent to the pore pressure contour lines 

except for the proximity of fracture which will be discussed later. In Figure 4-9, the vector 

components represent induced total stresses in X and Y direction after 12 days of production. 

Negative or positive direction of vector components signify the decrease or increase of total 

stress for that component. It is observed that the magnitude of induced stress parallel to 
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production fracture is greater than the horizontal stress component orthogonal to the produc-

tion fracture in the close vicinity of fracture. In other words, the horizontal stress component 

parallel to the production fracture (i.e., 𝜎𝜎H) decreases more than the horizontal stress com-

ponent perpendicular to the fractures (i.e., 𝜎𝜎h). This is due to the fact that the length of the 

depleted zone (along fracture azimuth) is much longer than the width of depleted zone (nor-

mal to fracture). This anisotropic reduction in horizontal stresses can result in complete stress 

reorientation/reversal if the induced stress changes are large enough to overcome the effect 

of the initial horizontal stress contrast (i.e., 𝜎𝜎𝐻𝐻 − 𝜎𝜎ℎ). This direction change can be observed 

in Figure 4-8. A zone of stress reversal has formed in the vicinity of the fracture. If a refrac-

ture treatment is being considered, it’s important to note that it will propagate normal to 

original fracture until it reaches the limits of stress reversal zone where it will reorient par-

allel to the original in-situ maximum horizontal stress direction. The point on Y axis which 

is located on the limit of this zone is identified as isotropic point. After a refracture reaches 

the isotropic point, its direction gradually reverts parallel to the initial fracture. As the stress 

reversal zone is a function of pore pressure depletion, its development is time dependent and 

dependent on reservoir poroelastic properties and the in-situ stress contrast. The size of stress 

reversal zone is characterized by parameter Lf´ past which the maximum principal stress 

turns back to its initial position.  

The development of the stress reversal zone was first noted by Elbel and Mack (1993).  

Using a finite difference, 2D model, they showed that producing from a fractured well 

changes the distribution of stress, and refracturing leads to propagation normal to the original 

fracture in its close proximity. 
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Siebrits et al. (1998) also reported the occurrence of stress reversal zone near a fracture. They 

attributed this stress reversal to the production induced displacements, suggesting that the 

displacement field close to the fracture and near the Y axis is towards the fracture but away 

from the well. This will cause expansion parallel to the fracture on the Y axis and reduces 

the total stress in x direction, making the Y direction the maximum principal stress direction. 

However, looking at our simulation results for one fracture (Figure 4-10), it is clearly shown 

that displacements are towards the well, not away from it. So, the explanation given by 

Siebrits et al. (1998) doesn’t seem to be valid.  

In reservoirs where the difference between the principal stresses is minimal, switching be-

tween directions of principal stresses frequently occurs (Elbel and Mack, 1993). To show 

this concept, two different models were constructed with identical fracture size and proper-

ties. The only difference between the two models was the magnitude of stress anisotropy. 

For case a, in-situ stresses are 𝜎𝜎𝑥𝑥𝑥𝑥 = 79.25 𝑀𝑀𝑀𝑀𝑀𝑀;  𝜎𝜎𝑦𝑦𝑦𝑦 = 75.8 𝑀𝑀𝑀𝑀𝑀𝑀; while for case b, 𝜎𝜎𝑥𝑥𝑥𝑥 =

84.25 𝑀𝑀𝑀𝑀𝑀𝑀 and 𝜎𝜎𝑦𝑦𝑦𝑦 = 70.8 𝑀𝑀𝑀𝑀𝑀𝑀. Other parameters of the reservoir and fracture are given 

in Tables 4-1 and 4-2. Figure 4-11 shows the direction of maximum principal stress direc-

tions after 12 days of production for both cases. It can be observed that the stress reversal 

zone didn’t form in case (b) where the stress contrast is high. As the stresses become more 

isotropic, it’s easier to alter the direction of principal stresses by producing from a fracture. 
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Table 4-2. In-situ stress and hydraulic fracture properties 

Parameter Units Value 

Fracture permeability, kf m2 (D) 1.5×10-7 (1.5×105) 

Fracture half length, 0.5Lf m (ft) 1.5 (4.92) 

Fracture height, hf m (ft) 1.0 (3.28) 

Fracture aperture m (ft) 0.05 (0.16) 

Maximum horizontal compressive stress, 𝜎𝜎𝑥𝑥𝑥𝑥 MPa (psi) 79.25 (11,500) 

Minimum horizontal compressive stress, 𝜎𝜎𝑦𝑦𝑦𝑦  MPa (psi) 75.8 (11,000) 

Vertical in situ stress, 𝜎𝜎𝑧𝑧𝑧𝑧 MPa (psi) 89.6 (13,000) 

Orientation of max. horizontal compressive stress  XX direction 
 

 

Figure 4-6. Illustration of a single vertical fracture and part of the finite element mesh in XY 
plane. Only one eighth of the region has been modeled due to symmetry relative to X, Y and 

Z axes 
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Figure 4-7. Plan view of depletion induced reservoir pore pressure around a fracture after 12 

days of production. The maximum principal stress direction is also shown in this figure. 
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Figure 4-8. Stress reversal zone and direction of maximum principal stress after 12 days of 
production from a single fracture. Dashed red line shows the boundary of this zone. 

 
4.5 Case 3: Production from two parallel horizontal wells with multiple fractures 

Unconventional shale oil and gas reservoirs require horizontal well drilling with multiple 

transverse fractures to create a stimulated reservoir volume (SRV). Within the SRV, reser-

voir fluids flow from shale with nano-Darcy permeability to the created fracture network. 

Reducing the horizontal well spacing by drilling new horizontal wells and fracturing them 

can significantly increase the field recovery. 
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Figure 4-9. Induced stress components in X and Y direction shown as a vector plot after 12 

days of production from a single fracture. 

 

To better understand the effect of production on the direction of principal stresses, a hypo-

thetical tight oil reservoir is considered. The reservoir is confined on top and bottom by very 

low permeability layers which have similar mechanical properties with the pay zone (Figure 

4-13b). The fluid and mechanical properties and geometry of fractures are taken from Rous-

sel et al. (2013). The stress regime in this reservoir is normal faulting regime where mini-

mum horizontal stress is the least principal stress. It’s well known that drilling horizontal 

wells in the direction of minimum principal stress is optimal to create transverse fractures as 

it will maximize the stimulated reservoir volume (SRV). 

To develop this reservoir, two horizontal wells are drilled in the minimum horizontal stress 

direction (YY) and several fractures are created along the length of the horizontal well (Fig 
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ure 4-12). The fractures are perpendicular to the horizontal wells, opening against the least 

principal stress. An enhanced permeability region between the fractures was modeled as 

SRV and was assigned a higher permeability value compared to the host rock as shown in 

Table 4-3. The two horizontal wells are producing at constant bottom hole pressure of 20.7 

MPa. In this problem the frictional losses due to flow along the horizontal wells are neglected 

and pressure drops along the horizontal well are small. The initial reservoir pressure is 68.9 

MPa. The well completion method for fractured horizontal wells is cased/perforated com-

pletion. In this type of completion, wellbore flow is only contributed by fractures. There is 

no direct communication between reservoir and wellbore. A schematic diagram showing 

flow direction in this completion method is shown in Figure 4-14. The horizontal plane stress 

anisotropy in this example is small (𝜎𝜎𝐻𝐻 − 𝜎𝜎ℎ = 500 𝑝𝑝𝑝𝑝𝑝𝑝). We have deliberately chosen a 

small stress contrast so that the reorientation of stresses could be observed. As previously 

illustrated, it is more difficult to change the direction of principal stress by production if the 

stress contrast is large. If the stress contrast is too large, the induced stresses from production 

are not adequate to change the principal stress directions. The reservoir permeability is iso-

tropic but in situ stress is anisotropic as mentioned before. Inertial effects are neglected. The 

basic reservoir and wellbore properties used in this problem are shown in Table 4-3. The 

fluid phase is assumed to be isothermal, single phase and slightly compressible. The reser-

voir behaves according to the Biot’s linear poroelastic theory. 
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Figure 4-10. Displacement vectors close to the fracture after 12 days of production. 

 

  
 

Figure 4-11. Direction of maximum principal stress in case of (a) low stress contrast (b) high 
stress contrast. 
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Figure 4-12. Illustration of horizontal wells intersected by multiple transverse vertical frac-
ture. 

  

Figure 4-13. Layout of the reservoir with fractures. Top: the plan view; bottom: section AA 
from top figure. The displacement boundary conditions are also shown in both figures. 
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Figure 4-14. Close view of fractures and horizontal well. Right: intersection of well and frac-
ture; The elements along the horizontal well which are located inside the fracture (portion of 
the well between two colored circles) are removed and nodes on lateral surface of this cylin-
der are specified to have constant pressure equal to bottom hole pressure. Left: schematic of 

flow direction from reservoir to the well 
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Table 4-3. Rock mechanical properties and in-situ stresses 

Parameter Units Value 

Initial reservoir pressure, pini MPa (psi) 68.9 (10,000) 

Bottomhole producing pressure, pbot MPa (psi) 20.7 (3,000) 

Reservoir rock intrinsic permeability, k m2 (nd) 3×10-19 (300) 

Reservoir fluid viscosity, μ Pa.s (cp) 2.5×10-4 (0.25) 

Intrinsic permeability of SRV zone, kSRV m2 (μd) 1.5×10-18 (1.5) 

Maximum horizontal compressive stress, 𝝈𝝈𝒙𝒙𝒙𝒙 MPa (psi) 79.25 (11,500) 

Minimum horizontal compressive stress, 𝝈𝝈𝒚𝒚𝒚𝒚 MPa (psi) 75.8 (11,000) 

Vertical in situ stress, 𝝈𝝈𝒛𝒛𝒛𝒛 MPa (psi) 89.6 (13,000) 

Orientation of max. horizontal compressive stress  XX direction 

Poisson’s ratio, drained, ν  0.2 

Biot coefficient, α  0.7 

Biot modulus, M GPa (psi) 5.86 (8.5×105) 

Young modulus, E GPa (psi) 13.8 (2.0×106) 

Fracture half length, 0.5Lf m (ft) 88 (289) 

Fracture height, hf m (ft) 60 (197) 

Fracture spacing, Sf m (ft) 91 (299) 

Fracture aperture m (ft) 1 (3.28) 

Fracture permeability, kf m2 (md) 1.5×10-7 (1.5×108) 

Total number of fractures  20 

Pay zone thickness, hr m (ft) 121 (397) 

Low permeability layer thickness, hl m (ft) 122 (400) 

Horizontal well spacing, Sw m (ft) 465 (1525) 

 

4.5.1 Model description 

A 3D model representing two horizontal wells with 10 hydraulic fractures in each well was 

set up. The model dimensions are 1600 m long, 1400 m wide and 366 m thick. 10 equi-



66 

spaced hydraulic fractures are located along and perpendicular to each of two horizontal 

wells with a length of 914 m. The fractures dimensions are given in Table 4-3. The model 

consists of three layers as shown in Figure 4-13b. The middle layer is the pay zone and has 

a thickness of 121 m and is enclosed on the top and bottom with layers having very low 

permeability but similar mechanical properties with the pay zone. The fractures are idealized 

having fixed length, aperture and orientation. The fractures aperture was set to 1 m. 

This problem is obviously symmetric under such geometry and loading conditions about X, 

Y and Z axes. So only one eighth of the reservoir has been modelled to speed up the simu-

lation. The fractures were explicitly modeled with an unstructured fine grid so that the model 

was capable of capturing fracture flow and the large pressure gradients involved. Unstruc-

tured grid for fractures and porous media was generated with the open-source 3D FE mesh 

generator Gmsh (Geuzaine and Remacle, 2009) and is shown in Figure 4-15. 20-node second 

order hexahedrons were employed with 60 displacement degrees of freedom and 8 pressure 

degrees of freedom as illustrated in Figure 4-16. The smallest element size is 1.0 m and the 

largest element size is 21.9 m. Fractures are modeled by thin and high permeability elements. 

In total, 268,784 brick elements and 280,924 nodes were used in the finite element mesh.an 

initial time step of Δt=28,140 was used in the simulation and increased by a factor of 1.1 in 

subsequent steps. 

4.5.2 Boundary Condition 

The model outer boundaries have zero flow rate boundary condition. The displacement 

boundary condition is also specified as depicted in Figure 4-13. 

Recall that the boundary conditions for a wellbore are specified as constant pressure or con-

stant rate. In the present work, constant well pressure is employed for the portion of the well 
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inside fracture. Typically, the horizontal wells have small diameter and modelling them 

could result in excessive computation time. Therefore, only cavity formed at the intersection 

of the well and the fractures is modelled, and pore pressure is applied to outer boundary of 

the cavity to represent a well with constant bottomhole pressure (Figure 4-14). Flow 

transport along the horizontal well between the fractures is not studied here and only the 

production in the portion of the well intersecting each fracture is considered. The specified 

pore pressure in the well is smaller than the initial reservoir pressure which leads to flow 

from fractures into the horizontal well.  

4.5.3 Solution 

To compute pore pressures and stresses at a given time step, the induced pore pressures and 

displacements determined from Eq. (4.5) are added to the known values at previous time 

step. Stresses can be determined from the displacements using Eq. (4.1). Time marching 

starts at time zero in which we already know the pore pressure and displacements, given as 

initial conditions. Figure 4-17 shows the pore pressure distribution and maximum compres-

sive stress directions at t=0, 6 months, 9 months and 7.5 years from the start of production. 

The maximum principal stress directions are also shown in this figure. Initially, the maxi-

mum principal stress is in X direction which is the way the problem was defined. Production 

induces a pore pressure reduction in the region around the fracture. Since the pore pressure 

contours are in the form of concentric ellipses, at every point on the ellipse, the largest de-

crease of pore pressure is in the direction normal to the contour line. This large decrease is 

equivalent to large decrease of total stress in this direction which renders the direction that 

is tangent to the pressure contour ellipse at that point, the maximum principal stress direc-

tion. In this way, the direction of maximum principal stress becomes ortho-radial around 
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each fracture. However, in very close vicinity of each fracture, stress reversal zone forms, 

and the maximum principal stress is normal to the fracture as was already observed in the 

case of a single well and a single fracture. 

 

 

Figure 4-15. The numerical mesh for 3D fracture model. Only one eighth of the re-
gion is modelled due to symmetry in respect to XY, YZ and XZ planes. 

 

 
Figure 4-16. Degrees of freedom for 20-node hexahedron used in this model 
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Figure 4-17. Evolution of pore pressure and maximum principal stress (maximum compres-
sive stress) directions from fluid production after a) 0; b) 6 months; c) 9 months; d) 7.5 years 

of production 
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Figure 4-18. Total stress in X and Y directions in the infill region between two horizontal 
wells a) at t=0; b) after 6 months; c) after 9 months; d) after 7.5 years of production.  

 

Over time the pore pressure gradient penetrates a larger area of the reservoir, consequently 

the ellipse expands and from Figure 4-17b to Figure 4-17c we can observe the principal 

directions have changed in a larger area around the fractures. After considerable time has 

passed, as in Figure 4-17d which shows the depletion pattern after 7.5 years of production, 

the pore pressures in the SRV zone equilibrate and the gradient of pore pressure will be very 

small in this region. Now we can assume all ten fractures along each horizontal well as one 
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fracture with its length equal to horizontal well length in y direction. The orthoradial pattern 

of maximum principal stress now will form around this huge fracture and causes the infill 

area to have principal stresses parallel to Y direction. 

The maximum principal stress pattern in Figure 4-17 can also be used to figure out the di-

rections along which fractures might propagate at different times and predict potential ori-

entations of hydraulic fractures in infill wells. This is a useful tool to plan the optimum infill 

well drilling locations and time. 

 In Figure 4-18 the total horizontal stresses in X and Y direction are shown in the infill region 

at different times. The horizontal stress, 𝜎𝜎𝑥𝑥𝑥𝑥, is shown to be decreasing over time. Due to 

pore pressure reduction around the fractures, the total stress 𝜎𝜎𝑥𝑥𝑥𝑥 decreases while the effec-

tive stress increases. The region next to faces of fracture experiences tension as fracture 

causes the reservoir rock to pull inward. 

In Figure 4-18, it’s also observed that 𝜎𝜎𝑦𝑦𝑦𝑦  is increased slightly from its original in-situ value 

in the infill region. The stresses in Y direction in SRV region are decreasing due to the pro-

duction from fractures. The decrease in the stresses could cause the infill region stresses in 

Y direction to increase so that total in situ stresses are carried by the reservoir. Over time, 

these stresses equilibrate and everywhere in the reservoir, 𝜎𝜎𝑦𝑦𝑦𝑦  will be smaller compared to 

its original in situ magnitude.  

Figure 4- 19 shows the evolution of stresses at a point halfway between two horizontal wells. 

The induced stress contrast is also shown in this figure. As discussed above, stresses in X 

direction decrease while in Y direction, stresses initially increase and then decrease after 

about 6 years of production. After about 4 years from start of production, the principal stress 

direction changes from X to Y direction due to the sharp decrease of stresses in X direction 
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compared to the Y direction. When the induced stress exceeds 500 psi, the reorientation of 

principal stresses takes place and after that time, YY will be the principal direction. 

 

 

Figure 4-19. Horizontal stresses at a point in the infill region over time. Induced stress con-
trast is also plotted in this figure.  

 
Results from current work and previous studies on a single fracture, confirm that total stress 

component parallel to a fracture (in X direction) reduces faster than the orthogonal direction 

(Y direction) as a function of time (Siebrits et al., 1998).  
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4.6 Case 4: Production from multiple fractures in a layered reservoir 

4.6.1 Introduction 

Well-to-well interference or communication between a primary production well (or “Parent” 

well) and the in-fill well (or “child” well) is one of the main concerns in horizontal wells 

refracturing, because it results in productivity reduction of both the wells. This section pre-

sents a geomechanical modeling and analysis to better understand the problem of “frac-hits” 

during infill fracturing. 

4.6.2 Model description 

For the numerical example in this section, we study production from a shale formation hav-

ing five layers as shown in Figure 4-20. The poroelastic properties of the layered reservoir 

are summarized in Table 4-4 (Kumar et al., 2018). The reservoir rocks in each layer is as-

sumed to be a homogenous, isotropic medium with uniform permeability. A 3D schematic 

of the parent well and the proposed location of the child well is shown in Figure 4-21a. 

Reservoir domain is 1220×1220×99.85 m. A horizontal cross-section of the parent well frac-

tures and proposed location of the child well in the central XY-plane are shown in Figure 4-

21b. The child well is located at a distance of 200 m from production well. The dash-dotted 

“blue line” shows a location in between the parent and child well (i.e., at Y =140 m) where 

depletion induced pore pressure and stress change orthogonal to the production fractures are 

evaluated; whereas, the dotted “green line” shows the location of a potential child well hy-

draulic fracture. The in-situ stress state of the reservoir is in the normal faulting regime. The 

minimum horizontal (𝜎𝜎ℎ) and maximum horizontal (𝜎𝜎𝐻𝐻) in-situ stresses are acting along the 

X- and Y-axes, respectively, and the vertical in-situ stress (𝜎𝜎𝑉𝑉) is acting along the Z-axis. 

Both, the parent and child wells are drilled parallel to the minimum horizontal stress (𝜎𝜎ℎ) 
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direction (i.e., along the X-axis in this case) and the production fractures are assumed planar 

and orthogonal to the wellbore axis (i.e., parallel to the YZ-plane). A single fracturing stage 

with six clusters spaced 25 m apart is considered. In each cluster, one fracture is propagated. 

The production fractures are fully propped with initial uniform fracture aperture equal to 2.0 

mm. Each production fracture has half-length equal to 90 m and fracture height equal to 60 

m. The in-situ stresses and fluid properties are listed in Table 4-5. Each fracture is explicitly 

modeled with an unstructured fine grid. Grid refinement is particularly important in areas 

with large pressure gradients such as in the vicinity of fractures. A horizontal well with a 

diameter of 0.152 m (6 inches) intersects each fracture and a bottomhole pressure of 10.5 

MPa is applied at each intersection node as a boundary condition. Fluid phase is assumed to 

be isothermal, single phase and slightly compressible. Permeability is assumed to be iso-

tropic. Due to symmetry in the YZ- and XZ-planes, only ¼th of the geometry is modeled and 

the plane of symmetry boundary conditions are applied on the XZ- and YZ-planes. The outer 

boundaries of the model are considered as “no flow” boundaries. Zero normal displacements 

are assigned to all outer boundaries except for the top boundary. The linear 8-node hexahe-

dral elements are used for domain discretization. A stimulated reservoir volume (SRV) is 

modeled with the dimensions of 175 m x 230 m x 60 m as shown by “colored” region in 

Figure 4-21b and a permeability of 15 times higher than the reservoir layer permeabilities is 

assigned to the SRV region to capture the enhanced permeability in the region next to 

propped fractures. In this simulation example, an optimum configuration for the SRV region 

is considered where the entire region between hydraulic fractures is activated as fracture 

network. Hydraulic fracture properties are presented in Table 4-6. 
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The finite element mesh consists of 787,636 nodes and 749,700 elements. The initial time 

step is 62,700 s and it is increased by a factor of 1.1 at subsequent steps. 

Production from the parent well fractures is carried-out at a constant bottomhole pressure 

(BHP) of 10.5 MPa for 2 years. In the figures presented in this section, the positive sign of 

stresses represents compression and negative sign represents tension. The depletion-induced 

reservoir pore pressure will affect both the total and effective reservoir stresses and are stud-

ied next.  

4.6.3 Impact of Reservoir Depletion on the Total Stresses  

The reservoir pore pressure and the total stresses distribution after 2 years of production are 

shown in Figures 4-22a, b, c and d, respectively. The reservoir pore pressure and the total 

stress are presented for a section of the reservoir volume in the vicinity of the parent well 

fractures. The reservoir pore pressure distribution is shown in Figure 4-22a, which demon-

strates an ellipsoidal depletion zone formed around the production fractures. In this elliptical 

zone, pore pressure changes from minimum of 10.5 MPa at wellbore location to 50.38 MPa 

original pore pressure. The impact of reservoir depletion on the total horizontal stress com-

ponent 𝜎𝜎𝑥𝑥𝑥𝑥 is shown in Figure 4-22b indicating a decrease of 9.2 MPa (i.e., from in-situ 

value of 54.2 to 45.0 MPa). The impact of reservoir depletion on the total horizontal stress 

component 𝜎𝜎𝑦𝑦𝑦𝑦  is shown in Figure 4-22c, which shows that its value has decreased to 46.0 

MPa in the depletion zone from its original value of 57.5 MPa. Figure 4-22d shows that the 

vertical stress 𝜎𝜎𝑉𝑉 is decreased to 67.0 MPa from 72.83 MPa. Depending on the reservoir 

initial stress state, the depletion induced stress change might alter the stress regime. An as-

sessment is carried out for the status of stress regime after 2 years of production time. The 
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difference between the vertical stress and minimum horizontal stress (𝜎𝜎𝑉𝑉 − 𝜎𝜎ℎ) and the max-

imum horizontal stress (𝜎𝜎𝑉𝑉 − 𝜎𝜎𝐻𝐻) are shown in Figure 4-23a and 4-23b, respectively. Posi-

tive values of the difference between the vertical and total horizontal stresses show that the 

reservoir stress state is still in the normal faulting regime (i.e., 𝜎𝜎𝑉𝑉 > 𝜎𝜎𝐻𝐻 > 𝜎𝜎ℎ). 

Another perspective of the reservoir pore pressure and the total stresses change is presented 

using a horizontal cross-section in the central XY-plane as shown in Figure 4-24. The reser-

voir pore pressure distribution and the local maximum principal stress trajectories after 2 

years of production time are shown in Figure 4-24a. The pore pressure distribution plot 

shows an elliptical depletion zone around the production fractures. A significant reorienta-

tion of the stress state in the vicinity of production fractures has occurred. The total horizon-

tal stress components σxx and σyy have decreased from their in-situ values around the pro-

duction fractures (Figure 4-24b and Figure 4-24c). The plot of (σyy − σxx) in Figure 4-24d 

is shown to evaluate the stress reversal. If the stress contrast is negative, the magnitude of 

the maximum horizontal stress becomes less than the minimum horizontal stress and stress 

reversal takes place. As we can see from this figure, no negative values of stress contrast are 

observed. So, stress reversal doesn’t happen. 

4.6.4 Impact of Reservoir Depletion on the Effective Stresses and displacements 

The impact of reservoir depletion on the effective stresses are presented in this section. A 

3D visualization of the effective horizontal stress components 𝜎𝜎𝑥𝑥𝑥𝑥′  and 𝜎𝜎𝑦𝑦𝑦𝑦′ , and the effective 

vertical stress  𝜎𝜎𝑧𝑧𝑧𝑧′  are shown in Figures 4-25a, b, and c, respectively. Due to reservoir de-

pletion both the pore pressure and the total stress components are decreasing; However, the 

rate of pore pressure decrease is higher than the total stresses reduction. Hence, the resultant 

effective stress components (𝜎𝜎′𝑖𝑖𝑖𝑖 = 𝜎𝜎𝑖𝑖𝑖𝑖 − 𝛿𝛿𝑖𝑖𝑖𝑖𝛼𝛼𝛼𝛼) are increasing. For example, in this case 
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after 2 years of production, at wellbore level, the maximum value of  the effective horizontal 

stress component 𝜎𝜎𝑥𝑥𝑥𝑥′  has increased to 36.0 MPa from its in-situ value of 21.4 MPa, the max-

imum value of effective horizontal stress component 𝜎𝜎𝑦𝑦𝑦𝑦′  has increased to 39.1 MPa from its 

in-situ value equal to 24.8 MPa, and maximum value of effective vertical stress  𝜎𝜎𝑧𝑧𝑧𝑧′  has 

increased to 59.3 MPa from its in-situ value equal to 40.2 MPa. The increase of the effective 

stresses results in increase of the reservoir rocks displacements around the parent well frac-

tures. The reservoir rock displacements along X and Y axes are shown in Figures 4-26a and 

426b, respectively. Figure 4-26c, depicts the magnitude of displacements and the “black” 

arrows show the resultant displacement directions. From Figure 4-26c, it can be observed 

that the reservoir rock is compressed in both the X and Y directions. A temporal variation of 

the resultant displacement along the parent well axis is shown in Figure 4-26d, which shows 

that reservoir compression is increasing with production time.  

4.6.5 Impact of Production Time on Reservoir Pore pressure and Total Stresses  

Figure 4-27 shows the temporal variation of the reservoir pore pressure, total horizontal 

stress components 𝜎𝜎𝑥𝑥𝑥𝑥 and 𝜎𝜎𝑦𝑦𝑦𝑦 , and the horizontal stress contrast  ∆𝜎𝜎 = (𝜎𝜎𝑦𝑦𝑦𝑦 − 𝜎𝜎𝑥𝑥𝑥𝑥) along 

a line orthogonal to the parent well fractures in the central XY-plane (i.e., along the dash-

dotted “blue line” in Figure 4-21b). With the increase in the production time, the reservoir 

pore pressure decreases (i.e., Figure 4-27a) resulting in the decrease of both the horizontal 

stress components 𝜎𝜎𝑥𝑥𝑥𝑥  (Figure 4-27b) and 𝜎𝜎𝑦𝑦𝑦𝑦  (Figure 4-27c). However, the stress 

component parallel to the production fractures (𝜎𝜎𝑦𝑦𝑦𝑦) decreases at a higher rate as compared 

to the horizontal stress component perpendicular to the production fractures (𝜎𝜎𝑥𝑥𝑥𝑥). For 

example, in this case after 2 years of production, the horizontal stress component 𝜎𝜎𝑦𝑦𝑦𝑦  has 

decreased to 47.89 MPa from its in-situ value equal to 57.72 MPa (i.e., 17% reduction from 
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the in-situ value); whereas, the stress component  𝜎𝜎𝑥𝑥𝑥𝑥  has decreased to 46.15 MPa from its 

in-situ value equal to 54.3 MPa (i.e., 15% reduction from the in-situ value). The contrast in 

the reduction of horizontal stresses may result in rotation of the principal stresses and lead 

to development of stress reversal zones as indicated by negative values in Figure 4-27d. It 

should be noted that in this case, the reservoir pore pressure and stress changes are occurring 

due to the combined effect of the mechanical closure of the production fractures and the 

depletion-induced poroelastic effect. From Figure 4-27b, it can be observed that in the early 

production time (i.e., 17 hrs. or 3.5 days) the stress component perpendicular to the parent 

well fractures, 𝜎𝜎𝑥𝑥𝑥𝑥, has increased from its in-situ value near the production fracture tips. 

When a fracture is producing the faces of fracture experience tension and fracture tips 

experience compression. The production induced stresses are opposite in sign to those when 

a fracture is propagated. In the latter case, the tips of fracture experience tension while its 

faces experience compressive stress. As a result of production, the horizontal stress 

component 𝜎𝜎𝑥𝑥𝑥𝑥 has increased near the production fractures tips.  

To investigate the impact of depletion-induced stress on subsequent child well fracture prop-

agation paths, consider Figure 4-28 where the time variations of the reservoir pore pressure, 

the total horizontal stress components σ𝑥𝑥𝑥𝑥 and σ𝑦𝑦𝑦𝑦, and the horizontal stress contrast in the 

central XY plane and parallel to the parent well fractures are presented (i.e., along the dashed 

“green line” in Figure 4-21b). It can be observed that with production time, an anisotropic 

reduction in the reservoir pore pressure is occurring (Figure 4-28a), which causes a hetero-

geneous reduction of the total horizontal stresses (Figures 4.28b and 4.28c). However, except 

for the region close to fracture tips, the stress component parallel to the production fractures 

(𝜎𝜎𝑦𝑦𝑦𝑦) decreases at a higher rate as compared to the stress component perpendicular to the 
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production fractures (𝜎𝜎𝑥𝑥𝑥𝑥). If a child well is drilled at a time and location where Δσ is nega-

tive, its fractures will turn away from the parent well fracture tips. As a result of stress reor-

ientation, the child well fractures will turn away from the parent well fractures tips. It is 

observed that in areas very close to the production fracture tips (horizontal dashed line in 

Fig. 4-28d), the horizontal stress contrast values have increased and in fact their values are 

greater than the in-situ stress contrast value (i.e., 3.4 MPa in this case), which is the result of 

fracture closure. 

4.6.6 Comparison of pore pressure from two modelling approaches 

In this section, the results of simulation of two modelling approaches for hydraulic fracture 

have been compared. In the first approach which is used throughout this thesis, hydraulic 

fracture is modelled explicitly using elements with higher permeability (150 md) and smaller 

Young modulus (80% of reservoir rock E). In the second approach, hydraulic fracture is 

simulated as a joint or closed fracture with normal and shear stiffnesses using a boundary 

element method-based model, which can implicitly account for the stress shadowing effect 

among the production fractures.  A description of the latter modeling approach is given in 

Masouleh et al. (2020).  Pore pressure and stresses along a line parallel to production well 

(the blue line in Figure 4-21b) is compared for the two models in Figure 4-29. The maximum 

difference in pore pressure is about 8.6%, stresses in X direction 2.6%, stresses in Y direction 

1.7% and stresses in Z direction 1.9% which implies that using explicit fracture model is an 

acceptable alternative with a significant reduction in computational effort. In fact, the effect 

of the stress shadowing on the pore pressure change is very localized in between the produc-

tion fractures and we can barely notice an impact in the infill well zone.  
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4.7 Conclusions 

A poroelastic 3D numerical model was developed to understand production induced stress reori-

entation in several cases including a single vertical well, a single fracture and a producing shale 

oil reservoir with multiple wells and fractures. The induced poroelastic stresses interact with ini-

tial in situ stresses to reorient the stresses away from their original principal directions. The 

change of principal directions is time and space dependent. 

The present model is a valuable tool in determining the stress trajectories from which possible 

fracture orientations for infill drilling can be determined. 

 

 

Figure 4-20. A vertical cross-section of the reservoir rock layers. Parent well fractures are as-
sumed to be fully contained in the MRMC-200 and MRMC-300 layers. 
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Table 4-4. Physical properties of the reservoir rocks in different layers. 

Parameter MRMC MRMC-100 MRMC-200 MRMC-300 MRMC-400 
Layer thickness, d 
(m) 3.35 8.5 26.2 33.8 28.0 

TVD of layer top, h 
(m) 2396.22 2699.57 2708.07 2734.27 2773.07 

Young’s modulus, E 
(GPa) 57.28 56.88 53.57 53.64 60.1 

Poisson’s ratio (ν) 0.29 0.29 0.29 0.29 0.29 

Permeability, k (μd) 0.07 1.84 3.04 2.96 1.84 
Matrix porosity, ϕ 
(%) 2.1 3.6 4.5 4.0 3.3 

Biot’s coefficient, α 0.65 0.65 0.65 0.65 0.65 
 

  

Figure 4-21. (a) A 3D schematic and (b) plan-view of reservoir showing “Parent” and “Child” 
well system (PW: Parent well; CW: Child well).  Each production fracture has half-length = 
90 m, height = 60 m and cluster spacing dcluster= 25 m. The colored region around the “Par-

ent” well fractures represents the stimulated reservoir volume (SRV) region for the finite ele-
ment modeling. LSRV=175 m, WSRV = 230 m, HSRV = 60 m 
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Table 4-5. Fluid properties and in-situ stresses. 

Parameter Value 

Fluid viscosity, μ (Pa.s) 2.5×10-4 

Fluid bulk modulus, 𝐾𝐾𝑓𝑓 (MPa) 2.0×109 

Vertical stress ( 𝜎𝜎𝑉𝑉) gradient, (MPa/m) 0.0266 

Max. horizontal stress ( 𝜎𝜎𝐻𝐻 ) gradient, (MPa/m) 0.0210 

Min. horizontal stress (𝜎𝜎ℎ)  gradient, (MPa/m) 0.0198 

Reservoir pore pressure (p) gradient, (MPa/m) 0.0184 

Bottomhole pressure, (MPa) 10.5 
 

Table 4-6. Hydraulic fracture properties 

Parameter Value 

Fracture stages 6 

Fracture spacing, (m) 25  

Fracture conductivity, (md.ft) 100  

Fracture half-length, (m) 90  

Fracture height, (m) 60  

Fracture aperture, (m) 2 × 10-3  

SRV dimensions, (m×m×m) 175 × 230 × 60  
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Figure 4-22. A 3D visualization of the reservoir pore pressure and total stress changes around 
“Parent” and “Child” wells after 2 years of production, (a) pore pressure, (b) horizontal 

stress component 𝝈𝝈𝒙𝒙𝒙𝒙, (c) horizontal stress component 𝝈𝝈𝒚𝒚𝒚𝒚, (d) the vertical stress 𝝈𝝈𝒛𝒛𝒛𝒛.  Reser-
voir pore pressure is decreasing in an expanding ellipsoidal shape around the production 
fracture resulting in a decrease of all three total stress components. In-situ reservoir pore 

pressure and stresses at the wellbore level: 𝒑𝒑𝟎𝟎 = 50.38 MPa, 𝝈𝝈𝑽𝑽 = 𝟕𝟕𝟕𝟕.𝟖𝟖𝟖𝟖 MPa, 𝝈𝝈𝑯𝑯 = 𝟓𝟓𝟓𝟓.𝟓𝟓𝟓𝟓 
MPa, 𝝈𝝈𝒉𝒉 = 𝟓𝟓𝟓𝟓.𝟐𝟐𝟐𝟐 MPa. It should be noted that pore pressure and stress gradients with for-

mation depth are considered in the model. 
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Figure 4-23. (a) Difference of the vertical stress and minimum horizontal stress (𝝈𝝈𝑽𝑽 − 𝝈𝝈𝒉𝒉), (b) 
difference of the vertical stress and maximum horizontal stress (𝝈𝝈𝑽𝑽 − 𝝈𝝈𝑯𝑯) . Positive values of 
difference between the vertical and horizontal stresses show that after 2 years of the produc-

tion, the reservoir stress state is still in the normal faulting regime (i.e., 𝝈𝝈𝑽𝑽 > 𝝈𝝈𝑯𝑯 > 𝝈𝝈𝒉𝒉). 
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Figure 4-24. Reservoir pore pressure and total stresses distribution in a horizontal cross-sec-
tion in the central XY-plane after 2 years of production: (a) reservoir pore pressure distribu-
tion (black lines are trajectories of the local maximum principal stress), (b) horizontal stress 
component 𝝈𝝈𝒙𝒙𝒙𝒙, (c) horizontal stress component 𝝈𝝈𝒚𝒚𝒚𝒚, (d) horizontal stress contrast, (𝝈𝝈𝒚𝒚𝒚𝒚 −

𝝈𝝈𝒙𝒙𝒙𝒙) distribution.  
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Figure 4-25. A 3D visualization of effective stress change around the production well after 2 
years of production: (a) effective horizontal stress component 𝝈𝝈𝒙𝒙𝒙𝒙′ , (b) effective horizontal 

stress component 𝝈𝝈𝒚𝒚𝒚𝒚′ , (c) effective vertical stress 𝝈𝝈𝒛𝒛𝒛𝒛′ . In-situ effective stresses at the wellbore 
level: 𝝈𝝈′𝑽𝑽 = 𝟒𝟒𝟒𝟒.𝟐𝟐 Mpa, 𝝈𝝈′𝑯𝑯 = 𝟐𝟐𝟐𝟐.𝟖𝟖 𝐌𝐌𝐌𝐌𝐌𝐌,   𝝈𝝈′𝒉𝒉 = 𝟐𝟐𝟐𝟐.𝟒𝟒 Mpa. 
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Figure 4-26. Depletion-induced reservoir displacements after 2 years of production: (a) dis-
placement along wellbore axis (along X-axis), and (b) displacement perpendicular to the well-
bore axis (along Y-axis), (c) resultant displacement; vectors show resultant displacement di-
rections, and (d) time variation of the resultant displacement along the production well axis. 
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Figure 4-27. A time variation of: (a) reservoir pore pressure, (b) horizontal stress component 
𝝈𝝈𝒙𝒙𝒙𝒙, (c) horizontal stress component 𝝈𝝈𝒚𝒚𝒚𝒚 , and (d) horizontal stress anisotropy (𝝈𝝈𝒚𝒚𝒚𝒚-𝝈𝝈𝒙𝒙𝒙𝒙) 

along a line parallel to production well (dash-dotted “blue line” in Figure 4-21b). Negative 
values of the stress anisotropy show stress reversal zones. The extent of the stress reversal 

zone is increasing with production time.   
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Figure 4-28. A time variation of: (a) reservoir pore pressure, (b) horizontal stress component 
𝝈𝝈𝒙𝒙𝒙𝒙, (c) horizontal stress component 𝝈𝝈𝒚𝒚𝒚𝒚 , and (d) horizontal stress anisotropy (𝝈𝝈𝒚𝒚𝒚𝒚-𝝈𝝈𝒙𝒙𝒙𝒙) 

along the potential propagation path of the child well fractures (along dotted “green line” in 
Figure 4-21b) in the central XY-plane. The dash-dot “red line” shows location of the parent 

well fracture tips. 
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Figure 4-29. Pore pressure and stress difference between explicit fracture model and joint 
model considering stress shadow. 
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5. Isothermal Two-phase flow in the reservoir  

5.1 Introduction 

Numerical simulation of multiphase flow in deforming porous media is of significant interest 

in diverse range of engineering fields including nuclear waste disposal (Fall et al. 2014), 

geologic sequestration of CO2 (Rutqvist et al. 2007), groundwater contamination in subsur-

face systems (Rahman et. al 1999), consolidation analysis of partially saturated soil (Khoei 

et al. 2011), wellbore stability and sand production (Wang and Lu 2001), reservoir compac-

tion and surface subsidence due to production (Schrefler 2001, Lewis et al. 1993), water-

flooding (Hwang et al. 2015) and hydraulic fracturing (Ji et al. 2009). Due to recent interest 

in hydraulic fracturing in oil and gas reservoirs, coupled multiphase flow is even of more 

significance today.  

In traditional reservoir simulators, geomechanical effects are represented by pore compress-

ibility. It is assumed that porosity changes with reservoir pressure in a linear manner. The 

slope of this line is called pore compressibility which is the only geomechanical parameter 

in traditional reservoir simulators and is assumed constant during the simulation (Minkoff et 

al. 2003, Mainguy et al. 2002). However, this parameter is not an intrinsic property of rock 

and can change due to loading history and boundary conditions.  

Modeling poroelastic multiphase flow can be done in three ways (Kim et al. 2013, Jha and 

Juanes 2014, Mikelic et al. 2013, Wan 2002); fully implicit (fully coupled or monolithic), 

sequentially implicit (iterative coupling) and loosely coupled (explicit coupling). In the fully 

implicit method, coupled system of equations are solved simultaneously, commonly using 

Newton-Raphson or Picard method. In sequentially implicit coupling, separate modules are 

used for flow and geomechanics. Each module solves its own governing equations and at 
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each iteration the coupling variables are exchanged. In explicit coupling method, flow cal-

culations are performed every time step and displacements are calculated only during se-

lected time steps (Dean et al. 2006, Minkoff et al. 1999). This method is less accurate and 

needs a good estimate for when to update the displacements. In reservoir engineering, itera-

tive coupling of finite difference or finite volume flow model with finite element stress 

model is very common (Jeannin et al. 2007, Kim 2010). Iterative coupling results in less 

computational effort compared to fully coupled approaches. Many commercial simulators 

use sequentially implicit method; examples include TOUGH+FLAC (Rutqvist and Tsang 

2002), STOMP+ABAQUS (Nguyen et al. 2016) and OpenGeoSys (Kolditz et al. 2012). 

However, they may be limited in numerical stability and convergence. In some cases, a re-

laxation term was added to improve the stability and convergence rate of sequential method 

(Jeannin et al. 2007). There are four types of iterative coupling for coupling geomechanics 

and flow: undrained split, the fixed stress split, the drained split and the fixed strain split 

(Mikelic et al. 2013, Kim 2010). Fixed stress split scheme was shown to be the most stable 

of the four schemes. This method solves the flow problem first while freezing the rate of 

total mean stress. Then solves the mechanical problem by prescribing the pressure from flow 

step. The advantage of iterative coupling is that flow and geomechanics problem can be 

solved with separate software modules. However, the simulated examples are often homog-

enous, and it is not shown whether the method is stable in heterogenous conditions. The 

accuracy of these methods is still debatable and the parameter range that can be used in such 

simulators in not known (Garipov et al. 2018). Hence the practical performance of this 

method is still under investigation. One challenge is finding good preconditioners for each 
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module (flow and geomechanics) that can work well in large contrast materials (White et al. 

2016). 

Coupling the flow and deformation processes by fully implicit method has unconditional 

stability and internal consistency since the full system of equations are solved simultane-

ously. One other advantage of fully coupled approach is that it has second order convergence 

of nonlinear iterations. The Galerkin finite element method is a powerful tool for spatial 

discretization of flow and deformation equations. Reservoir geometries are complex, and 

FEM is very flexible in dealing with such geometries by employing unstructured mesh.  

Coupling a flow simulator with geomechanics simulator has been investigated by many re-

searchers and various coupling schemes have been implemented (Settari and Mourtis 1994, 

Dean et al. 2006, Kim 2010, Jha and Juanes 2014, Rutqvist 2007). Settari and Mourtis (1994, 

1998) used a modular approach to sequentially and iteratively couple flow and geomechanics 

simulators. Porosity was used as coupling parameter between module for stress analysis and 

reservoir simulator. Flow problem was solved first and then pressure corrections from res-

ervoir simulator were applied as equivalent nodal loads for geomechanical simulator. Geo-

mechanical module predicted the porosity change and then corrected porosity was used by 

reservoir simulator. At each time step, an iterative process ensured that convergence has 

been achieved. 

Gutierrez et al. (2001) identified a possible drawback in iteratively coupled approaches. For 

the cases with negative compressibility where pore pressure decreases with volume increase 

due to shear dilation, there is no proof that the solution is unique given that in such a case 

the pore compressibility would be negative and numerical instability may arise. 
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Some researchers (Lewis and Sukirman, 1993, Li and Zienkiewicz 1992, Yin et el. 2009, 

Meng 1998) developed a fully coupled multiphase flow model using finite element discreti-

zation. However, they used Bishop’s average pressure in their formulations which isn’t com-

pletely consistent with thermodynamic constraints. 

Khoei and Mohammadnejad (2011) simulated the seismic behavior of partially saturated 

dams considering water and air as immiscible compressible fluids and used fully coupled 

Biot’s formulation with finite element method. They used Bishop’s average pressure concept 

for pore pressure. Full Newton approach was adopted to deal with nonlinearity of equations. 

Georke et al. (2011) used a sequentially coupled multiphase model for the simulation of CO2 

gas injection into saline aquifers. However, they neglected the compressibility of phases and 

solid matrix.  

To satisfy the local mass conservation in coupled poroelasticity, some researchers have pro-

posed using mixed finite element method for flow equations and coupling it to a standard 

Galerkin finite element discretization for geomechanics (Daegil 2013). This method can deal 

with complex geometries and heterogeneities.  In mixed formulation, velocity field is a pri-

mary unknown rather than being derived from pressure solution. But introducing a new un-

known increases the number of equations to be solved and consequently computational cost.  

Hwang et. al. (2015) used finite volume method and an explicitly coupled approach to model 

waterflooding and studied the stress magnitude and orientation changes in the reservoir. 

Some authors have neglected the capillary pressure and defined a global pressure which is 

same as wetting and non-wetting pressure (Wang and Lu 2001, Jeannin 2007). Simplifying 

assumptions such as uniaxial strain (e.g. Eker et al. 2017) or incompressible phases (e.g. 
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Goerke et al. 2011) are also common in reservoir engineering literature considering poroe-

lasticity. It’s worth noting that in reservoir engineering, a simple relation for porosity change 

is assumed through pore compressibility, the validity of which cannot be verified (Pao et al. 

2001): 

 𝜕𝜕𝑛𝑛
𝜕𝜕𝑡𝑡 = 𝑛𝑛𝑐𝑐𝑝𝑝

𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡  (5.24) 

In this chapter, a fully coupled finite element model for deforming porous media containing 

two immiscible pore fluids is introduced. The coupled governing equations of flow and ge-

omechanics are solved simultaneously at every time step. A converged solution is obtained 

through iteration, using Newton-Raphson method. The fully coupled approach is uncondi-

tionally stable. The non-linear formulation can properly model systems with high compress-

ibility or strong capillary pressure such as CO2 sequestration or shale gas production. 

In order to avoid the complicated case of transition from two-phase flow formulation to one-

phase flow, relative permeability of phases is kept above a very small but finite value (e.g. 

1×10-4) in the model to avoid change of formulation and maintain a two-phase system 

(Gawin and Schrefler, 1996). Primary unknowns include displacement, nonwetting phase 

and wetting phase pressures. In hydrocarbon reservoir when oil and water are present, oil is 

usually the nonwetting phase while water is the wetting phase.  

Throughout this chapter following simplifying assumptions are made: 

• The fluids are immiscible 

• Temperature is constant and chemical reactions are neglected 

• There is no spatial variation of density 

• Capillary hysteresis (different paths between imbibition and drainage in saturation-

capillary pressure curve) is not considered  
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• Porous medium is assumed to be elastic and isotropic 

• Acceleration of fluid and solid phases is not considered 

5.2 Mathematical formulation  

In the model, we consider a porous medium which is filled by two fluids, one being the 

wetting phase, w, and the other the non-wetting phase, n. It is not possible to linearize the 

equation of poroelasticity due to its nonlinear nature. Thus, we use the incremental form of 

the equations. 

5.2.1 Constitutive equations 

The constitutive equation for the solid skeleton in incremental form may be written as: 

 ′ = eσ D ε   (5.1) 

where 𝑫𝑫𝒆𝒆 is elasticity matrix. Under assumptions of infinitesimal displacements, strain-dis-

placement relation is given by: 

 =ε Bu   (5.2) 

where 𝒖𝒖 is solid phase displacement vector. Bishop (1955) introduced an effective stress 

parameter, χ, to define changes of effective stress in partially saturated soil due to changes 

in water content. His expression for effective stress was: 

 𝝈́𝝈 = 𝝈𝝈 + 𝒎𝒎{𝑝𝑝𝒂𝒂 − 𝜒𝜒(𝑝𝑝𝑎𝑎 − 𝑝𝑝𝑤𝑤)} (5.3) 

where [ ]1 1 1 0 0 0 T=m and χ was related to saturation and was equal to 1 for satu-

rated soil rendering the above equation equivalent to Terzaghi effective stress. Later, same 

expression for effective stress was obtained by other researchers (Lewis and Schrefler 1998, 

Hassanizadeh and Gray 1979) using averaging techniques but with Bishop’s parameter equal 

to saturation 𝜒𝜒 = 𝑆𝑆𝑤𝑤. Substituting 𝜒𝜒 = 𝑆𝑆𝑤𝑤 in Eq. (5.3) and considering solid grains com-

pressibility, effective stress can be written as: 



98 

 𝝈́𝝈 = 𝝈𝝈 + 𝛼𝛼𝒎𝒎{𝑆𝑆𝑤𝑤𝑝𝑝𝑤𝑤 + 𝑆𝑆𝑛𝑛𝑝𝑝𝑛𝑛)} (5.4) 

where 𝑝𝑝𝑛𝑛  is non-wetting phase pressure, pw is wetting phase pressure, 𝑆𝑆𝑛𝑛  is non-wetting 

phase saturation and Sw is wetting phase saturation. The pressures 𝑝𝑝𝑛𝑛 and pw are relative 

pressures, usually measured with respect to atmospheric pressure. The validity of effective 

stress formulation using average pressure has been a subject of debate and different expres-

sions have been used by authors (Li et al. 1990, Lewis et al. 1993, Kim et al. 2013). Defining 

pore pressure as 𝑆𝑆𝑗𝑗𝑝𝑝𝑗𝑗  in Eq. (5.4) ignores the tensile surface stresses acting along the inter-

faces and their subsequent effects on the deformation of solid matrix (Coussy 2004). Alter-

natively, effective stress can be expressed as: 

 𝝈́𝝈 = 𝝈𝝈 + 𝛼𝛼𝒎𝒎(𝑝𝑝𝑛𝑛 − 𝑆𝑆𝑤𝑤𝑝𝑝𝑐𝑐 − 𝑈𝑈) (5.5) 

where U is the interfacial energy per unit of porous volume computed from capillary pres-

sure: 

  𝑈𝑈(𝑆𝑆𝑤𝑤) = � 𝑝𝑝𝑐𝑐(𝑆𝑆𝑤𝑤)𝑑𝑑𝑆𝑆𝑤𝑤
1

𝑆𝑆𝑤𝑤
 (5.6) 

Capillary pressure, pc, is the pressure difference between wetting and non-wetting phases: 

 𝑝𝑝𝑐𝑐 = 𝑝𝑝𝑛𝑛 − 𝑝𝑝𝑤𝑤 (5.7) 

In hydrocarbon reservoirs, oil is usually the non-wetting phase and water is the wetting 

phase. Considering incremental form of Eqs. (5.1), (5.5), (5.6) and (5.7), total stress can be 

written as: 

 𝜎𝜎𝚤𝚤𝚤𝚤̇ = 2𝐺𝐺𝜖𝜖𝑖̇𝑖𝑖𝑖 +
2𝐺𝐺𝐺𝐺

1 − 2𝜈𝜈 𝜀𝜀𝑘𝑘𝑘𝑘̇ 𝛿𝛿𝑖𝑖𝑖𝑖 − 𝛼𝛼𝛿𝛿𝑖𝑖𝑖𝑖(𝑆𝑆𝑤𝑤𝑝𝑝𝑤̇𝑤 + 𝑆𝑆𝑛𝑛𝑝𝑝𝑛̇𝑛) (5.7b) 

Therefore, an equivalent pressure can be defined as: 

 𝑑𝑑𝑝𝑝𝐸𝐸 = 𝑆𝑆𝑤𝑤𝑑𝑑𝑝𝑝𝑤𝑤 + 𝑆𝑆𝑛𝑛𝑑𝑑𝑝𝑝𝑛𝑛 (5.8) 

It is assumed that the pore volume is filled entirely with both fluids such that: 
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 𝑆𝑆𝑤𝑤 + 𝑆𝑆𝑛𝑛 = 1 (5.9) 

At constant temperature, there is a unique relation between the liquid saturation and the ca-

pillary pressure. In general, capillary pressure is a nonlinear function of fluid saturation and 

is derived from lab experiments: 

 𝑝𝑝𝑐𝑐 = 𝑓𝑓(𝑆𝑆𝑤𝑤) (5.10) 

Irreducible wetting phase saturation, Swr, refers to the fraction of pore volume occupied by 

the wetting phase at maximum nonwetting phase saturation.  

Following Biot’s notation, for each fluid phase η, we introduce dζη as the variation of fluid 

volume per unit of bulk volume due to diffusive mass transport. The rate of fluid accumula-

tion for each fluid phase depends on the following factors (Rahman and Lewis, 1999): 

1- Rate at which the volumetric strain changes 

2- Rate of change of solid grains volume 

3- Compression rate of fluid phase 

4- Rate of fluid saturation change 

5- Rate of solid grains compression due to effective stresses 

Considering the above contributing factors, for each fluid phase η we can write: 

 𝜁𝜁𝜂̇𝜂 = 𝛼𝛼𝑆𝑆𝜂𝜂𝜀𝜀𝑖̇𝑖𝑖𝑖 + 𝑆𝑆𝜂𝜂 �
(𝛼𝛼 − 𝑛𝑛)
𝐾𝐾𝑠𝑠

𝑝̇𝑝 +
𝑛𝑛
𝐾𝐾𝜂𝜂

𝑝̇𝑝𝜂𝜂� + 𝑛𝑛𝑆𝑆𝜂̇𝜂  (5.11) 

where 𝐾𝐾𝜂𝜂 is fluid bulk modulus. 

5.2.3 Transport of pore fluids 

The generalized Darcy’s law for multiphase flow can be written as (Muskat 1981): 

 𝒖𝒖𝜂𝜂 = 𝒌𝒌𝜂𝜂(−∇𝑝𝑝𝜂𝜂 + 𝜌𝜌𝜂𝜂𝒈𝒈) (5.14) 

where 𝒈𝒈 is the gravity vector, 𝜌𝜌𝜂𝜂  is phase density, and 𝒌𝒌𝜼𝜼 is given by: 
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 𝒌𝒌𝜂𝜂 = 𝒌𝒌
𝑘𝑘𝑟𝑟𝑟𝑟
𝜇𝜇𝜂𝜂

 (5.25) 

𝒌𝒌 is the intrinsic permeability of the matrix and 𝜇𝜇𝜂𝜂  is the 𝜂𝜂-th phase dynamic viscosity. 𝑘𝑘𝑟𝑟𝑟𝑟 

is the relative permeability of the η-th phase which depends on the saturation of that phase: 

 𝑘𝑘𝑟𝑟𝑟𝑟 = 𝑓𝑓(𝑆𝑆𝜂𝜂) (5.36) 

The product of 𝑘𝑘𝑘𝑘𝑟𝑟𝑟𝑟 is referred to as effective permeability to phase η and rk η

ηµ
is defined as 

mobility of phase η.  

5.2.4 Equations of state 

The equations of state are needed to express the fluid densities as a function of pressure. For 

isothermal conditions and compressible phases, the following relations are assumed for each 

phase. 

Non-wetting phase: 

 1
𝐾𝐾𝑛𝑛

𝑑𝑑𝑝𝑝𝑛𝑛
𝑑𝑑𝑑𝑑 =

1
𝜌𝜌𝑛𝑛
𝑑𝑑𝜌𝜌𝑛𝑛
𝑑𝑑𝑑𝑑  (5.47) 

Wetting phase: 

 
dt

d
dt

dp
K

w

w

w

w

ρ
ρ
11

=  (5.58) 

where Kw is the bulk modulus of wetting phase and Kn is the bulk modulus of non-wetting 

phase. 

5.2.5 Equilibrium equations 

Under quasi-static conditions (𝑢̈𝑢 = 0), the linear momentum balance equation of a contin-

uum in terms of its averaged Cauchy stress is given by: 

 0=+∇ gσ ρ.  (5.19) 

Or its time derivation: 
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 ∇. 𝝈̇𝝈 + 𝜌𝜌𝒈̇𝒈 = 0 (5.20) 

where ρ is the average density of the medium and is defined as: 

 𝜌𝜌 = 𝑛𝑛𝑆𝑆𝑤𝑤𝜌𝜌𝑤𝑤 + 𝑛𝑛(1− 𝑆𝑆𝑤𝑤)𝜌𝜌𝑛𝑛 + (1 − 𝑛𝑛)𝜌𝜌𝑠𝑠 (5.21) 

5.2.6 Wetting phase continuity 

Similar to Eq. 2.22 for single phase flow, we can write the continuity equation for wetting 

phase as: 

 𝜁𝜁𝑤̇𝑤 + 𝛻𝛻.𝒖𝒖𝑤𝑤 = 𝑞𝑞𝑤𝑤𝑤𝑤 (5.22) 

where qws is the rate of injected wetting phase volume per unit bulk volume of the porous 

solid (represents sources/sinks. If it’s positive, it represents injection). 

Variation of wetting phase content from the relation (5.11) for wetting phase may be written 

as: 

 
𝜁𝜁𝑤̇𝑤 = 𝛼𝛼𝑆𝑆𝑤𝑤𝜀𝜀𝑖̇𝑖𝑖𝑖 + 𝑆𝑆𝑤𝑤 �

(𝛼𝛼 − 𝑛𝑛)
𝐾𝐾𝑠𝑠

𝑝̇𝑝 +
𝑛𝑛
𝐾𝐾𝑤𝑤

𝑝̇𝑝𝑤𝑤� + 𝑛𝑛𝑆𝑆𝑤̇𝑤 (5.23) 

Substituting Eq. (5.14) in Eq. (5.23) gives: 

 
𝜁𝜁𝑤̇𝑤 = 𝑆𝑆𝑤𝑤𝛼𝛼

𝜕𝜕𝜀𝜀𝑣𝑣
𝜕𝜕𝜕𝜕 + 𝑛𝑛

𝜕𝜕𝑆𝑆𝑤𝑤
𝜕𝜕𝜕𝜕 +

𝑛𝑛𝑆𝑆𝑤𝑤
𝐾𝐾𝑤𝑤

𝜕𝜕𝑝𝑝𝑤𝑤
𝜕𝜕𝜕𝜕 + 𝑆𝑆𝑤𝑤

𝛼𝛼 − 𝑛𝑛
𝐾𝐾𝑠𝑠

𝜕𝜕𝑝𝑝
𝜕𝜕𝑡𝑡  (5.25) 

Since saturation is a function of capillary pressure, the chain rule can be applied for time 

derivative of saturation resulting in: 

 𝜕𝜕𝑆𝑆𝑤𝑤
𝜕𝜕𝜕𝜕 =

𝜕𝜕𝑆𝑆𝑤𝑤
𝜕𝜕𝑝𝑝𝑐𝑐

𝜕𝜕𝑝𝑝𝑐𝑐
𝜕𝜕𝜕𝜕 = 𝑆𝑆 ′𝑤𝑤(

𝜕𝜕𝑝𝑝𝑛𝑛
𝜕𝜕𝜕𝜕 −

𝜕𝜕𝑝𝑝𝑤𝑤
𝜕𝜕𝜕𝜕 ) (5.26) 

Combination of Eqs. (5.8) and (5.26) with Eq. (5.25) leads to the following relation: 

 
( )v n w w w w n

w w w w w n
w s

p p nS p n p pS nS S S S
t t t K t K t t

ε αζ α ∂ ∂ ∂ ∂ − ∂ ∂ ′= + − + + + ∂ ∂ ∂ ∂ ∂ ∂ 
  (5.27) 

Using Eq. (5.9), Eq. (5.27) can be rewritten as: 

 
2 ( ) ( )(1 )v w w n

w w w w w w w
s w s

n nS p n pS S nS S S nS
t K K t K t

ε α αζ α
   ∂ − ∂ − ∂′ ′= + + − + − +   ∂ ∂ ∂   

  (5.28) 
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Finally, from Eqs. (5.14), (5.22) and (5.28), the continuity equation of wetting phase can be 

derived as: 

 

{ }

2 ( ) ( )(1 )

. ( )

v w w n
w w w w w w

s w s

ws
w w w

n nS p n pS S nS S S nS
t K K t K t

p q

ε α αα

ρ

   ∂ − ∂ − ∂′ ′+ + − + − + +   ∂ ∂ ∂   
∇ −∇ + =k g

 (5.28) 

5.2.7 Non-wetting phase continuity 

Mass conservation equation for non-wetting phase is as follows: 

 𝜁𝜁𝑛̇𝑛 + 𝛻𝛻.𝒖𝒖𝒏𝒏 = 𝑞𝑞𝑛𝑛𝑛𝑛 (5.29) 

where qns is the rate of injected non-wetting fluid volume per unit bulk volume of the porous 

solid (represents sources and sinks. If it’s positive, it represents injection). 

Variation of non-wetting phase content from relation (5.11) may be written as: 

 𝜁𝜁𝑛̇𝑛 = 𝛼𝛼𝑆𝑆𝑛𝑛𝜀𝜀𝑖̇𝑖𝑖𝑖 + 𝑆𝑆𝑛𝑛 �
(𝛼𝛼 − 𝑛𝑛)
𝐾𝐾𝑠𝑠

𝑝̇𝑝 +
𝑛𝑛
𝐾𝐾𝑛𝑛

𝑝̇𝑝𝑛𝑛�+ 𝑛𝑛𝑆𝑆𝑛̇𝑛 (5.30) 

From Eq. (5.9) it follows: 

 𝜕𝜕𝑆𝑆𝑛𝑛
𝜕𝜕𝜕𝜕 = −

𝜕𝜕𝑆𝑆𝑤𝑤
𝜕𝜕𝜕𝜕  (5.32) 

Substituting Eqs. (5.32), (5.26) and (5.8) and (5.9) in Eq. (5.30) gives: 

 
𝜁𝜁𝑛̇𝑛 = 𝛼𝛼𝑆𝑆𝑛𝑛

𝜕𝜕𝜀𝜀𝑣𝑣
𝜕𝜕𝜕𝜕 − 𝑛𝑛 �𝑆𝑆 ′𝑤𝑤(

𝜕𝜕𝑝𝑝𝑛𝑛
𝜕𝜕𝜕𝜕 −

𝜕𝜕𝑝𝑝𝑤𝑤
𝜕𝜕𝜕𝜕 )� +

𝑛𝑛𝑆𝑆𝑛𝑛
𝐾𝐾𝑛𝑛

𝜕𝜕𝑝𝑝𝑛𝑛
𝜕𝜕𝑡𝑡

+ 𝑆𝑆𝑛𝑛
𝛼𝛼 − 𝑛𝑛
𝐾𝐾𝑠𝑠

�𝑆𝑆𝑤𝑤
𝜕𝜕𝑝𝑝𝑤𝑤
𝜕𝜕𝜕𝜕 + (1 − 𝑆𝑆𝑤𝑤)

𝜕𝜕𝑝𝑝𝑛𝑛
𝜕𝜕𝜕𝜕

� 
(5.33) 

Or: 

 
2

( )(1 ) (1 )

( ) (1 )(1 )

w
n w v w w w

s

w n
w w

s n

n pS nS S S
K t

n n S dpnS S
K K dt

αζ α ε

α

 − ∂′= − + + −  ∂ 
 − −′+ − + − + 
 

 

 (5.34) 

Finally, from Eqs. (5.14), (5.29) and (5.34), the continuity equation of non-wetting phase 

can be derived as: 
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{ }2

( )(1 ) (1 )

( ) (1 )(1 ) . ( )

w
w v w w w

s

nsw n
w w n n n

s n

n pS nS S S
K t

n n S dpnS S p q
K K dt

αα ε

α ρ

 − ∂′− + + −  ∂ 
 − −′+ − + − + + ∇ −∇ + = 
 

k g



 (5.34a) 

5.2.8. Casting 2-phase constitutive relations in the poroelasticity framework 

The constitutive poroelastic Eq. (5.28) can also be written in the following form: 

 

11 12

1 1
w w v w np p

M M
ζ α ε= + +     (5.28b) 

where: 

 𝛼𝛼𝑤𝑤 = 𝑆𝑆𝑤𝑤𝛼𝛼 

1
𝑀𝑀11

= 𝑆𝑆𝑤𝑤2
(𝛼𝛼 − 𝑛𝑛)
𝐾𝐾𝑠𝑠

+
𝑛𝑛𝑆𝑆𝑤𝑤
𝐾𝐾𝑤𝑤

− 𝑛𝑛𝑆𝑆𝑤́𝑤 

1
𝑀𝑀12

= 𝑆𝑆𝑤𝑤(1− 𝑆𝑆𝑤𝑤)
(𝛼𝛼 − 𝑛𝑛)
𝐾𝐾𝑠𝑠

+ 𝑛𝑛𝑆𝑆𝑤́𝑤  

(5.29c) 

Also, Eq. (5.34) can also be written as: 

 
21 22

1 1
n n v w np p

M M
ζ α ε= + +     (5.34d) 

where: 

 𝛼𝛼𝑛𝑛 = (1− 𝑆𝑆𝑤𝑤)𝛼𝛼 

1
𝑀𝑀21

= 𝑆𝑆𝑤𝑤(1 − 𝑆𝑆𝑤𝑤)
(𝛼𝛼 − 𝑛𝑛)
𝐾𝐾𝑠𝑠

+ 𝑛𝑛𝑆𝑆𝑤́𝑤 

1
𝑀𝑀22

= (1− 𝑆𝑆𝑤𝑤)2
(𝛼𝛼 − 𝑛𝑛)
𝐾𝐾𝑠𝑠

+
𝑛𝑛(1 − 𝑆𝑆𝑤𝑤)

𝐾𝐾𝑛𝑛
− 𝑛𝑛𝑆𝑆𝑤́𝑤 

(5.34e) 

M11, M12, M21 and M22 can be considered as elements of Biot modulus matrix M. In gener-

alized form, we can write two-phase constitutive relations as: 

 
𝜎𝜎𝚤𝚤𝚤𝚤̇ = 2𝐺𝐺𝜖𝜖𝑖̇𝑖𝑖𝑖 +

2𝐺𝐺𝐺𝐺
1− 2𝜈𝜈 𝜀𝜀𝑘𝑘𝑘𝑘̇ 𝛿𝛿𝑖𝑖𝑖𝑖 + 𝛼𝛼𝛿𝛿𝑖𝑖𝑖𝑖𝑆𝑆𝑘𝑘𝑝𝑝𝑘̇𝑘  

𝜁𝜁𝑗̇𝑗 = 𝛼𝛼𝑗𝑗𝜀𝜀𝑣̇𝑣 +
1
𝑀𝑀𝑗𝑗𝑗𝑗

𝑝̇𝑝𝑘𝑘  
(5.34f) 

where: 
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 𝛼𝛼𝑗𝑗 = 𝑆𝑆𝑗𝑗𝛼𝛼 

1
𝑀𝑀12

=
1
𝑀𝑀21

= 𝑆𝑆𝑤𝑤(1− 𝑆𝑆𝑤𝑤)
(𝛼𝛼 − 𝑛𝑛)
𝐾𝐾𝑠𝑠

+ 𝑛𝑛𝑆𝑆𝑤́𝑤  

1
𝑀𝑀𝜂𝜂𝜂𝜂

= 𝑆𝑆𝜂𝜂2
(𝛼𝛼 − 𝑛𝑛)
𝐾𝐾𝑠𝑠

+
𝑛𝑛𝑆𝑆𝜂𝜂
𝐾𝐾𝜂𝜂

− 𝑛𝑛𝑆𝑆𝑤́𝑤 

(5.29a) 

5.2.8 Initial and boundary conditions 

It is further necessary to define the initial and boundary conditions. The initial conditions 

specify the full fields of displacement, wetting and non-wetting pore pressure at 𝑡𝑡 = 𝑡𝑡0: 

 𝑢𝑢 = 𝑢𝑢0 ;𝑝𝑝𝑤𝑤 = 𝑝𝑝𝑤𝑤0 ;𝑝𝑝𝑛𝑛 = 𝑝𝑝𝑛𝑛0       𝑎𝑎𝑎𝑎     𝑡𝑡 = 𝑡𝑡0 (5.35) 

The boundary conditions can be of the first kind or Dirichlet boundary condition, Γ𝑖𝑖1 or of 

the second type or Neumann boundary condition, Γ𝑖𝑖2. 

Boundary condition of the first kind, where displacement, wetting pore pressure and non-

wetting pore pressure are prescribed on the boundary are as follows: 

 1ˆ uu u on= Γ  (5.36) 

 1ˆw w wp p on= Γ  (5.37) 

 1ˆn n np p on= Γ  (5.38) 

Boundary condition of the second kind, where tractions or fluxes on the boundary are prescribed 

can be written in the form: 

 𝐥𝐥𝐓𝐓𝛔𝛔 = 𝐭𝐭                  𝑜𝑜𝑜𝑜                  𝛤𝛤𝑢𝑢2 (5.39) 

 �−𝒌𝒌𝒘𝒘(𝛻𝛻𝑝𝑝𝑤𝑤 − 𝜌𝜌𝑤𝑤𝒈𝒈)�.𝒏𝒏 = 𝑞𝑞𝑤𝑤            𝑜𝑜𝑜𝑜     𝛤𝛤𝑤𝑤2 (5.40) 

 �−𝒌𝒌𝑛𝑛(𝛻𝛻𝑝𝑝𝑛𝑛 − 𝜌𝜌𝑛𝑛𝒈𝒈)�.𝒏𝒏 = 𝑞𝑞𝑛𝑛           𝑜𝑜𝑜𝑜     𝛤𝛤𝑛𝑛2 (5.41) 

where 𝒏𝒏 is the unit normal vector, t  is the applied traction, and 𝑞𝑞𝑤𝑤 and 𝑞𝑞𝑛𝑛 are the prescribed 

wetting and non-wetting phase fluid flux. 𝐥𝐥 is given by: 
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0 0

0
0

0

x

y

z

y x

z y

z x
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n
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 
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 
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 
 
 
  

l  (5.42) 

5.3 Numerical scheme   

The numerical treatment of the coupled two-phase problem in deformable porous media is based 

on governing field equations together with discretization in space and time. The weighted residual 

method is applied to previously mentioned governing equations to derive the weak formulations. 

In two-phase flow problems, selection of primary unknowns is very important for modeling effi-

ciency and stability of the solution due the highly nonlinear nature of multiphase coupled problems. 

Here, we have chosen displacements and wetting and non-wetting phase pressures as primary un-

knowns. The choice of saturation as a primary unknown can introduce infinity or near infinity terms 

to the Jacobian matrix (Khoei et al. 2011).  

The displacements and pore pressures for any point in the element domain are approximated in 

terms of shape functions and nodal unknowns as: 

 𝑢𝑢 = 𝑁𝑁𝑖𝑖𝑢𝑢𝑢̄𝑢𝑖𝑖 (5.43) 

 𝑝𝑝𝑤𝑤 = 𝑁𝑁𝑖𝑖
𝑝𝑝𝑝̄𝑝𝑤𝑤𝑤𝑤 (5.44) 

 𝑝𝑝𝑛𝑛 = 𝑁𝑁𝑖𝑖
𝑝𝑝𝑝̄𝑝𝑛𝑛𝑛𝑛  (5.45) 

where 𝑁𝑁𝑖𝑖𝑢𝑢 and 𝑁𝑁𝑖𝑖
𝑝𝑝  are shape functions for displacement and pressures and 𝑢̄𝑢𝑖𝑖 are nodal displace-

ments, 𝑝̄𝑝𝑤𝑤𝑤𝑤 and 𝑝̄𝑝𝑛𝑛𝑛𝑛 are the wetting phase and non-wetting phase pressures at node i respectively. 

In this study, 8-node isoparametric brick elements are used. 
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Using weighted residual method for continuity equation of wetting phase Eq. (5.28) and 

boundary condition Eq. (5.40): 

 
{ }

2

2

(1 )

( . ( ) )

[( ( )). ] 0
w

p w w
k w w

s w

p n
k w w w

s

p p
k w v k w w

p ws p w
k k w w w

nS pnN S nS d
K K t

pnN S S nS d
K t

N S d N p d

N q d N p q d

α

α

αε ρ

ρ

Ω

Ω

Ω Ω

Ω Γ

  ∂− ′+ − Ω +  ∂ 
  ∂− ′− + Ω +  ∂ 

Ω + ∇ −∇ + Ω −

Ω − − ∇ − − Γ =

∫

∫

∫ ∫

∫ ∫

wk g

k g n



 (5.46) 

Using Green’s theorem: 

 { }

2

2

(1 )

( ) .

. ( )

[( ( )). ] 0
w

p n
k w w w

s

p w w
k w w

s w

p p
k w v k w w

p p ws
k w w k

p w
k w w w

n pN S S nS d
K t

n nS pN S nS d
K K t

N S d N p d

N p d N q d

N p q d

α

α

αε ρ

ρ

ρ

Ω

Ω

Ω Γ

Ω Ω

Γ

 − ∂′− + Ω +  ∂ 
 − ∂′+ − Ω +  ∂ 

Ω + −∇ + Γ −

∇ −∇ + Ω − Ω −

− ∇ − − Γ =

∫

∫

∫ ∫

∫ ∫

∫

w

w

k g n

k g

k g n

  (5.47) 

Since 𝛤𝛤 = 𝛤𝛤𝑤𝑤1 + 𝛤𝛤𝑤𝑤2 and 𝑁𝑁𝑖𝑖
𝑝𝑝 = 0 on 𝛤𝛤𝑤𝑤1 : 

 

2

2

(1 )

. ( ) 0
w

p n
k w w w

s

p w w
k w w

s w

p p p ws p w
k w v k w w k k

pnN S S nS d
K t

nS pnN S nS d
K K t

N S d N p d N q d N q d

α

α

αε ρ

Ω

Ω

Ω Ω Ω Γ

  ∂− ′− + Ω +  ∂ 
  ∂− ′+ − Ω +  ∂ 

Ω − ∇ −∇ + Ω − Ω + Γ =

∫

∫

∫ ∫ ∫ ∫wk g

 (5.48) 

Using the approximation stated in Eqs. (5.43), (5.44) and (5.45) and strain-displacement Eq. 

(5.2): 
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 [ ] [ ]

[ ] [ ]

2

2

(1 )

w

Tp p
w w w n

s

Tp pw
w w w

s w

T Tp
w

TTTp p p p ws
ww

Tp w

nN S S nS N p d
K

n nSN S nS N p d
K K

N S m B u d

N N p d N d N q d

N q d

α

α

α

ρ

Ω

Ω

Ω

Ω Ω Ω

Γ

 − ′   − + Ω +       
 
 − ′   + − Ω +       
 

  Ω +   

        + ∇ ∇ Ω − ∇ Ω − Ω +        

  Γ 

∫

∫

∫

∫ ∫ ∫

∫

w wk k g







0=

 (5.49) 

In matrix form the wetting phase continuity equation can be written as: 

 [ ] [ ] [ ] [ ]T w
w ww w nw n cw wL u S p L p K p f   + + + =             

    (5.50) 

Using weighted residual method for non-wetting phase continuity Eq. (5.34) and boundary 

condition (5.41), it follows: 

 

2

2

( (1 )

(1 )(1 ) (1 )

( ( ) )

( ( ). ) 0
n

p w
i w w w

s

p pw n
i w w i w v

s n

p nsn
i n n i

i i

p n
i n n n

pnN nS S S d
K t

n S dpnN nS S d N S d
K K dt

pN g q d
x x

N p q d

α

α α ε

ρ

ρ

Ω

Ω Ω

Ω

Γ

  ∂−′ + − Ω +  ∂ 
 −−′− + − + Ω + − Ω + 
 

 ∂∂
− + − Ω − ∂ ∂ 

− ∇ − − Γ =

∫

∫ ∫

∫

∫

k

k g n



 (5.51) 

It can be reorganized to give: 
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2 2
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(1 )(1 )
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α
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ρ

Ω

Ω

Ω Ω

Ω Γ Γ

  ∂−′ + − Ω +  ∂ 
 −−′− + − + Ω + 
 

− Ω + ∇ −∇ + Ω −

Ω + ∇ − Γ + Γ =

∫

∫

∫ ∫

∫ ∫ ∫

k g

k g n



 (5.52) 
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Using Green’s theorem gives: 

 

2 2
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n n
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i w w i w v

s n

p p p ns
i n n n i n n n i

p p n
i n n n i

pnN nS S S d
K t

n S dpnN nS S d N S d
K K dt

N p d N p d N q d

N p d N q d

α

α α ε

ρ ρ

ρ

Ω

Ω Ω

Γ Ω Ω

Γ Γ
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 
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∫

∫ ∫

∫ ∫ ∫

∫ ∫

k g n k g

k g n

  
(5.53) 

Since 𝛤𝛤 = 𝛤𝛤𝑛𝑛1 + 𝛤𝛤𝑛𝑛2 and 𝑁𝑁𝑖𝑖
𝑝𝑝 = 0 on 𝛤𝛤𝑛𝑛1 we have: 
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  ∂−′ + − Ω +  ∂ 
 −−′− + − + Ω + − Ω − 
 

∇ −∇ + Ω − Ω + Γ =

∫

∫ ∫

∫ ∫ ∫k g


 (5.54) 

Using the approximation stated in Eqs. (5.43) through (5.45) and strain-displacement rela-

tion (5.2) we obtain: 
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∫
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∫ ∫

∫ ∫






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0
n

T nq d
Γ

  Γ = ∫

 (5.55) 

In matrix form the non-wetting phase continuity equation can be written as: 

 [ ] [ ] [ ] [ ][ ]T n
n nw w nn n cn nL u L p S p K p f + + + =            

    (5.56) 

Eq. (5.20) can be written as: 

 𝑳𝑳𝑻𝑻𝝈̇𝝈+ ρ̇𝐠𝐠 = 𝟎𝟎 (5.57) 
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where L is written as: 

 

0 0

0 0

0 0

0

0

0

x

y

z

y x

z y

z x

∂ 
 ∂ 

∂ 
 ∂
 

∂ 
 ∂

=  ∂ ∂ 
 ∂ ∂
 ∂ ∂ 
 ∂ ∂
 ∂ ∂ 
 ∂ ∂ 

L  (5.58) 

Applying weighted residual method to equilibrium Eq. (5.57) and using boundary condition 

(5.39) we obtain: 

 � 𝑵𝑵𝒖𝒖
𝑇𝑇𝑳𝑳𝑻𝑻𝝈̇𝝈 𝑑𝑑Ω + � 𝑵𝑵𝒖𝒖

𝑇𝑇𝜌̇𝜌𝒈𝒈𝑑𝑑Ω
Ω

− � 𝑵𝑵𝒖𝒖
𝑇𝑇(𝐥𝐥𝑻𝑻𝝈̇𝝈 − 𝒕̇𝒕)𝑑𝑑Γ

Γ𝑢𝑢2Ω
= 0 (5.59) 

Using Green’s theorem gives: 

 � 𝑵𝑵𝑢𝑢
𝑇𝑇𝐥𝐥𝑻𝑻𝝈̇𝝈𝑑𝑑Γ

Γ
− � (𝑳𝑳𝑵𝑵𝒖𝒖)𝑇𝑇𝝈̇𝝈𝑑𝑑Ω

Ω
+ � 𝑵𝑵𝒖𝒖

𝑇𝑇𝜌̇𝜌𝒈𝒈𝑑𝑑Ω
Ω

− � 𝑵𝑵𝒖𝒖
𝑇𝑇(𝐥𝐥𝑻𝑻𝝈̇𝝈 − 𝒕̇𝒕)𝑑𝑑Γ

Γ𝑢𝑢2

= 0 

(5.60) 

Since 𝛤𝛤 = 𝛤𝛤𝑢𝑢1 + 𝛤𝛤𝑢𝑢2  and 𝑵𝑵𝑢𝑢 = 0  on  𝛤𝛤𝑢𝑢1 it follows: 

 � (𝑳𝑳𝑵𝑵𝒖𝒖)𝑇𝑇𝝈̇𝝈𝑑𝑑Ω
Ω

−� 𝑵𝑵𝒖𝒖
𝑇𝑇𝜌̇𝜌𝒈𝒈𝑑𝑑Ω

Ω
−� 𝑵𝑵𝒖𝒖

𝑇𝑇𝒕̇𝒕𝑑𝑑Γ
Γ𝑢𝑢2

= 0 (5.60) 

Substituting effective stress relation in Eq. (5.5) and considering Eq. (5.6) gives: 

 
� (𝑳𝑳𝑵𝑵𝒖𝒖)𝑇𝑇𝝈̇́𝝈𝑑𝑑Ω −� (𝑳𝑳𝑵𝑵𝒖𝒖)𝑇𝑇𝛼𝛼𝒎𝒎(𝑝̇𝑝𝑤𝑤𝑆𝑆𝑤𝑤 + 𝑝̇𝑝𝑛𝑛𝑆𝑆𝑛𝑛)𝑑𝑑Ω

ΩΩ
−� 𝑵𝑵𝒖𝒖

𝑇𝑇𝜌̇𝜌𝒈𝒈𝑑𝑑Ω
Ω

−� 𝑵𝑵𝒖𝒖
𝑇𝑇𝒕̇𝒕𝑑𝑑Γ

Γ𝑢𝑢2
= 0 

(5.61) 

Using approximations (5.44) and (5.45): 



110 

 
� (𝑳𝑳𝑵𝑵𝒖𝒖)𝑇𝑇𝝈̇́𝝈𝑑𝑑Ω − � (𝑳𝑳𝑵𝑵𝒖𝒖)𝑇𝑇𝛼𝛼𝒎𝒎(𝑵𝑵𝒑𝒑𝒑𝒑�𝒘̇𝒘𝑆𝑆𝑤𝑤 + 𝑵𝑵𝒑𝒑𝒑𝒑�𝒏̇𝒏𝑆𝑆𝑛𝑛)𝑑𝑑Ω

ΩΩ

−� 𝑵𝑵𝒖𝒖
𝑇𝑇𝜌̇𝜌𝒈𝒈𝑑𝑑Ω

Ω
−� 𝑵𝑵𝒖𝒖

𝑇𝑇𝒕̇𝒕𝑑𝑑Γ
Γ𝑢𝑢2

= 0 

(5.62) 

In this work, rock is assumed to be elastic and isotropic. From Eqs. (5.1) and (5.2) it follows: 

 𝝈́𝝈 = 𝑫𝑫𝑫𝑫 = 𝑫𝑫𝑫𝑫𝒖𝒖� (5.63) 

Eq. (5.33) can be written as: 

 
� 𝑩𝑩𝑇𝑇𝑫𝑫𝑫𝑫𝒖𝒖�̇𝑑𝑑Ω − � 𝑩𝑩𝑇𝑇𝛼𝛼𝑆𝑆𝑤𝑤𝒎𝒎𝑵𝑵𝒑𝒑𝒑𝒑�̇𝒘𝒘𝑑𝑑Ω − � 𝑩𝑩𝑇𝑇𝛼𝛼(1 − 𝑆𝑆𝑤𝑤)𝒎𝒎

𝛀𝛀
𝑵𝑵𝒑𝒑𝒑𝒑�𝒏̇𝒏𝑑𝑑Ω

ΩΩ

−� 𝑵𝑵𝒖𝒖
𝑇𝑇𝜌̇𝜌𝒈𝒈𝑑𝑑Ω

Ω
−� 𝑵𝑵𝒖𝒖

𝑇𝑇𝒕̇𝒕𝑑𝑑Γ
Γ𝑢𝑢𝑁𝑁

= 0 

(5.64) 

In matrix form the equilibrium equation can be written as: 

 [ ] [ ] [ ]w w n n uK u L p L p f − − =            
    (5.65) 

Eqs. (5.50), (5.56) and (5.65) can be combined into the following system of nonlinear alge-

braic equations: 

 �
−𝐾𝐾 𝐿𝐿𝑤𝑤 𝐿𝐿𝑛𝑛
𝐿𝐿𝑤𝑤𝑇𝑇 𝑆𝑆𝑤𝑤𝑤𝑤 𝐿𝐿𝑛𝑛𝑛𝑛
𝐿𝐿𝑛𝑛𝑇𝑇 𝐿𝐿𝑛𝑛𝑛𝑛 𝑆𝑆𝑛𝑛𝑛𝑛

� �
𝑢̇̄𝑢
𝑝̇̄𝑝𝑤𝑤
𝑝̇̄𝑝𝑛𝑛
� + �

0 0 0
0 𝐾𝐾𝑐𝑐𝑐𝑐 0
0 0 𝐾𝐾𝑐𝑐𝑐𝑐

� �
𝑢̄𝑢
𝑝̄𝑝𝑤𝑤
𝑝̄𝑝𝑛𝑛
� = �

−𝑓𝑓̇𝑢𝑢
𝑓𝑓𝑤𝑤
𝑓𝑓𝑛𝑛

� (5.66) 

The coefficients in the above matrix are given in appendix A. We can also write the above 

in terms of capillary pressure instead of non-wetting phase pressure resulting in: 

 �
𝐾𝐾 −𝐿𝐿𝑤𝑤 − 𝐿𝐿𝑛𝑛 −𝐿𝐿𝑛𝑛
𝐿𝐿𝑤𝑤𝑇𝑇 𝑆𝑆𝑤𝑤𝑤𝑤 + 𝐿𝐿𝑛𝑛𝑛𝑛 𝐿𝐿𝑛𝑛𝑛𝑛
𝐿𝐿𝑛𝑛𝑇𝑇 𝐿𝐿𝑛𝑛𝑛𝑛 + 𝑆𝑆𝑛𝑛𝑛𝑛 𝑆𝑆𝑛𝑛𝑛𝑛

� �
𝑢̇̄𝑢
𝑝̇̄𝑝𝑤𝑤
𝑝̇̄𝑝𝑐𝑐
� + �

0 0 0
0 𝐾𝐾𝑐𝑐𝑐𝑐 0
0 𝐾𝐾𝑐𝑐𝑐𝑐 𝐾𝐾𝑐𝑐𝑐𝑐

� �
𝑢̄𝑢
𝑝̄𝑝𝑤𝑤
𝑝̄𝑝𝑐𝑐
� = �

𝑓𝑓̇𝑢𝑢
𝑓𝑓𝑤𝑤
𝑓𝑓𝑛𝑛
� (5.67) 

To make the coefficient matrix symmetric, we can rewrite the above equation as: 
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�
−𝐾𝐾 𝐿𝐿𝑤𝑤 + 𝐿𝐿𝑛𝑛 𝐿𝐿𝑛𝑛

𝐿𝐿𝑤𝑤𝑇𝑇 + 𝐿𝐿𝑛𝑛𝑇𝑇 𝑆𝑆𝑤𝑤𝑤𝑤 + 𝐿𝐿𝑛𝑛𝑛𝑛 + 𝐿𝐿𝑛𝑛𝑤𝑤 + 𝑆𝑆𝑛𝑛𝑛𝑛 𝐿𝐿𝑛𝑛𝑛𝑛 + 𝑆𝑆𝑛𝑛𝑛𝑛
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(5.68) 

5.4 Solution of FEM equations 

For a compact representation of the system of equations in (5.68), they can be written sym-

bolically as: 

 [ ][ ] [ ][ ] [ ]( ) ( ) ( )A x x B x x C x+ =  (5.69) 

We use fully implicit method to discretize the Eq. (5.69) in time. So, it follows: 
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In the above equation, the subscripts denote the time step number. The coupled system of 

equations in (5.66) or (5.68) is highly nonlinear and requires linearizing by an iterative 

method. In this work, Newton-Raphson method is used to solve the system of equations: 
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where l is iteration number. After solving the above equation, set: 

 𝒙𝒙𝑛𝑛+1𝑙𝑙+1 = 𝒙𝒙𝑛𝑛+1𝑙𝑙 + Δ𝒙𝒙𝑛𝑛+1𝑙𝑙  (5.72) 

The iterations are continued until the residuals are below a convergence tolerance. 

The iterative solution sequence is as follows: 

1. From the solution of previous time step, obtain the initial guess for the unknowns. 

2. Calculate the coefficient matrix and right-hand side vector and solve for unknowns. 
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3. Using the new unknown values calculate coefficient matrix and right-hand side 

vector and solve. 

4. Repeat until acceptable convergence is achieved. Then go to next time step. 

5.4.1 Time step size 

The time step size is adaptively adjusted according to the convergence behavior of the pre-

vious nonlinear iteration to optimize convergence and CPU efficiency. At each time step of 

the simulation, the current time step size is increased by a factor of 1.14, if the convergence 

at the previous iteration is achieved in fewer than 5 iterations. If the theme is not convergent 

after 5 iterations, the time step is decreased by a factor of 0.5. The main advantage of dy-

namic time marching is that it avoids undesirable abrupt changes in time step.  

5.5 Verification examples 

In order to show the validity of the multiphase numerical model, some examples are solved 

and compared with already available solutions. The first example is drainage from a satu-

rated vertical column and the second example is consolidation of partially saturated soil col-

umn. 

5.5.1 Gravity drainage of a saturated soil column 

The water drainage of a vertical saturated soil column is a typical problem for the validation 

of coupled two-phase models. This problem has been solved by many researchers (Gawin et 

al. 1997, Ehlers et al. 2004, Nagel and Meschke 2010). If a saturated sample of soil with 

zero initial water pressure is let to drain and it’s open to air on top and bottom, water will 

flow out of the bottom due to gravity forces and air will gradually flow in from top to replace 

water. This will result in negative gauge pressures for both water and air inside the sample. 

As the flow progresses, the length of unsaturated section on top of sample will increase. This 
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process was studied by Liakopoulos (1965). In his PhD thesis he conducted experiments on 

the drainage of water from a fully saturated vertical sand column of Del Monte sand under 

the effect of gravity. The test was conducted on a 1 m column of sand with 0.1 m diameter 

which was instrumented to measure moisture tension at several points along its height. Be-

fore the beginning of the test, the water was continuously added from the top and allowed to 

drain freely at the bottom through a filter until steady state water flow was established. The 

fully saturated steady state flow is associated with zero water pressure over the entire height 

of the column. After this initial stage, the water supply was ceased, and the specimen was 

allowed to drain from bottom. At this stage, the ends of the column were exposed to atmos-

phere. A tensiometer recorded the capillary pressure at several points along the column. The 

water outflow at the draining end was periodically measured.  

Capillary pressure and water relative permeability are dependent on water saturation by the 

following relationships (Liakopoulos, 1965): 

 𝑆𝑆𝑤𝑤 = 1.0 − 1.9722 × 10−11𝑝𝑝𝑐𝑐2.4279 (5.73) 

 𝑘𝑘𝑟𝑟𝑟𝑟 = 1.0 − 2.207(1− 𝑆𝑆𝑤𝑤)1.0121 (5.74) 

The above relation between saturation and capillary pressure is valid for Sw≥0.91. pc is in 

Pascals. The relationship between relative permeability of pore air and water saturation fol-

lows Brooks and Corey (Brooks et al. 1964) model: 

 
)1()1(

)2(
2

λ
λ+

−−= eerg SSk  (5.75) 

 
rw

rww
e S

SSS
−
−

=
1

 (5.76) 

where λ is the pore size distribution index, 𝜆𝜆 = 3.  
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5.5.1.1 Initial condition 

Initially, steady state water flow is established throughout the column while both ends are 

exposed to atmosphere. Since the specimen is fully saturated at the initial stage of the test, 

water and air pressure are atmospheric for the whole domain. The column is at a state of 

mechanical equilibrium at t=0. 

 

Table 5-1. Material properties of the sand column model for Liakopoulos (1965) test verifica-
tion 

Property Value 

Young’s modulus (E), MPa 1.3 

Poisson’s ratio (ν) 0.4 

Porosity (𝑛𝑛) 0.2975 

Water density (𝜌𝜌𝑤𝑤), kg/m3 1000 

Solid phase density (𝜌𝜌𝑠𝑠), kg/m3 2000 

Air density (𝜌𝜌𝑔𝑔) at Patm, kg/m3 1.2 

Solid phase bulk modulus (Ks), Pa 1×1012 

Water bulk modulus (Kw), Pa 2×109 

Intrinsic permeability (k), m2 4.5×10-13 

Water viscosity (𝜇𝜇𝑤𝑤), Pa.s 1.0×10-3 

Air viscosity (𝜇𝜇𝑎𝑎), Pa.s 1.8×10-5 

Irreducible water saturation (Srw) 0.2 

Gravitational acceleration (g), m/s2 9.806 

Atmospheric pressure (Patm), Pa 1.01325×105 
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Figure 5-1. Schematic of soil column and boundary conditions for the Liakopoulos test 

 

5.5.1.2 Boundary condition 

The air pressure at both upper and lower ends of the column and the water pressure at the 

bottom are equal to the atmospheric pressure as shown in Figure 5-1. Water can only flow 

through the bottom end of the column. Sides are impermeable to both water and air. The 

lower boundary is prescribed with fully constrained displacements while the side boundaries 

are constrained in normal direction. 
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5.5.1.3. Simulation model and Results 

Simulations were made with finite element method. Eight-node isoparametric brick elements 

were used to discretize the domain and the resulting mesh consists of 6929 nodes and 5760 

elements. A constant time step of 2 seconds was used in the simulations. 

The constitutive model was assumed to be elastic. The material properties of the Del Monte 

sand are given in Table 5-1. 

The results of simulations including the water pressure, air pressure, water saturation, verti-

cal displacement and flow rate is shown in Figure 5-2 through 5-6 and compared with exist-

ing numerical and experimental results. 

An important check of the obtained results is performed with comparing the outflow rate at 

the bottom of the column with results from other researchers. The outflow is the result of the 

desaturation of the column as well as squeezing effect related to soil deformation. The time 

history of the simulated water outflow rate through the bottom of the column is shown in 

Figure 5-2 and compared with other numerical results and experimental results of Liakopou-

los (1964). It is observed that the outflow gradually decreases over time and if the test were 

long enough, water outflow rate could approach zero. The flow rates show similar trend 

having a better match at later stages of the test. Simulated results deviate from experimental 

results as seen in the figure but keep the same trend. In Figure 5-4, it can be observed that 

the air pressure is negative. The reason could be that as water is draining, the air moves 

inside the column from top boundary to fill in the empty pore space, but it cannot totally fill 

the pore volume left by water and this results in a pressure less than atmospheric pressure. 

In Figure 5-5, we can observe that the column vertical displacements increase over time. 
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This could be because as water is draining, the column effective stress increases, and con-

solidation takes place resulting in continuous settlement of the column over time. A good 

match is observed between results from this work and the results obtained by Samimi and 

Pak (2016). 

 

Figure 5-2. Evolution of water outflow rate through the bottom surface of the column (com-
parison of experimental and numerical results) 

 

 
Figure 5-3. Comparison of water pressure profiles. Lines show results from this work and 

symbols are the results from Samimi and Pak (2016) 
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Figure 5-4. Comparison of air pressure profiles. Lines show results from this work and sym-
bols are the results from Samimi and Pak (2016). 

 

 

Figure 5-5. Comparison of vertical displacement profiles. Lines show results from this work 
and symbols are the results from Samimi and Pak (2016). 
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Figure 5-6. Comparison of water saturation profiles. Lines show results from this work and 

symbols are the results from Samimi and Pak (2016) 

 
5.5.2 Coupled two-phase consolidation 

Two-phase (air and water) consolidation of a column of soil under vertical loading is con-

sidered in this example. This problem was solved numerically by Rahman and Lewis (1999), 

Khoei and Mohammadnejad (2011) and Asadi et. al. (2015). A partially saturated soil col-

umn with linear elastic material is subject to an external surface load of 1000 Pa. The column 

is 1 m in height and has a rectangular cross section of 0.1 m × 0.1 m. It is initially unsaturated 

with an initial pore water pressure of -280 kPa and initial water saturation of 0.52. An initial 

state of equilibrium is assumed. This column is subject to an instantaneous pore water pres-

sure change from -280 kPa to -420 kPa at its top surface. In practice, similar changes can 

arise from environmental changes affecting surface soil systems, such as evaporation from 

soil surface which builds up a negative pore pressure. Because of surface pressure change, 

the soil layer experiences a decrease in volume or consolidation. Material properties used in 

the simulation are given in Table 5-2. For the air phase, the ideal gas equation is used to 

compute air bulk modulus. The boundary conditions are as follows: 
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-lateral surfaces: 𝑞𝑞𝑤𝑤 = 0; 𝑞𝑞𝑎𝑎 = 0; 𝑢𝑢ℎ = 0 

-top surface: 𝑝𝑝𝑎𝑎 = 𝑃𝑃𝑎𝑎𝑡𝑡𝑚𝑚; 𝑝𝑝𝑤𝑤 = −420 𝑘𝑘𝑘𝑘𝑘𝑘; F= −1 𝑘𝑘𝑘𝑘𝑘𝑘 

-Bottom surface: 𝑢𝑢𝑣𝑣 = 0; 𝑞𝑞𝑎𝑎 = 0; 𝑞𝑞𝑤𝑤 = 0 

Brooks and Corey (1964) relationship for the dependence of capillary pressure on saturation 

was used in this model: 

 𝑝𝑝𝑐𝑐 = 𝑝𝑝𝑒𝑒(𝑆𝑆𝑒𝑒)−
1
𝜆𝜆        (𝑝𝑝𝑐𝑐 > 𝑝𝑝𝑒𝑒) (5.77) 

 𝑆𝑆𝑒𝑒 =
𝑆𝑆𝑤𝑤 − 𝑆𝑆𝑟𝑟𝑟𝑟
1 − 𝑆𝑆𝑟𝑟𝑟𝑟

 (5.78) 

where 𝑝𝑝𝑒𝑒 is entry pressure (or displacement pressure) and λ is pore size distribution index. 

These parameters are given in Table 5-2. Brook and Corey (1964) relation is used for the 

relative permeability which is given by Eq. (5.75) for gas phase and by the following relation 

for water phase: 

 2 3

rw ek S
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+

=  (5.79) 

To achieve a non-oscillating solution for fluid pressures, a lower limit of relative gas perme-

ability equal to 1 × 10−4 is used in the simulations. 

Figure 5-7 depicts the evolution of saturation over time at different heights within the col-

umn. Pore water pressure distribution throughout the soil column at different time intervals 

is shown in Figure 5-8. The figure shows how the applied pore pressure on top boundary is 

gradually transferred to the bottom over time and finally entire soil column will have the 

same pore water pressure. The results are in good agreement with results shown in Asadi et. 

al. (2015). Figure 5-9 shows the time evolution of vertical displacements for different points 

during the consolidation process. The points are located at 0.1, 0.5, 0.7 and 0.95 m from the 

column base. Good agreement is observed with the results reported in Asadi et. al. (2015). 
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Table 5-2. Material properties for partially satuated consolidation problem 

Properties Values 

Young’s modulus (E), MPa 6.0 

Poisson’s ratio (ν) 0.4 

Porosity (𝑛𝑛) 0.3 

Intrinsic permeability (k), m2 0.46×10-11 

Water viscosity (𝜇𝜇𝑤𝑤), Pa.s 1×10-3 

Gas viscosity (𝜇𝜇𝑎𝑎), Pa.s 1×10-3 

Water bulk modulus (Kw), Pa 0.43×1013 

Solid phase bulk modulus (Ks), Pa 0.14×1013 

Displacement pressure (pe), Pa 225×106 

Pore size distribution index, λ 3.0 

Residual water saturation (Srw) 0.3966 

Initial gas density (𝜌𝜌𝑔𝑔), kg/m3 1.22 

Water density (𝜌𝜌𝑤𝑤), kg/m3 1000 

Solid phase density (𝜌𝜌𝑠𝑠), kg/m3 2000 
 

 

Figure 5-7. Time history of saturation at different heights. solid lines: this study; dashed 
lines: Asadi et al. (2015). 
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Figure 5-8. Water pressure profile at different times. solid lines: this study; dashed lines: 
Asadi et al. (2015). 

 

 
Figure 5-9. Time history of vertical displacement at different heights. Solid lines: Asadi et al. 

(2015); dashed lines: this study. 

 
5.6 Case studies 

In the following sections, two case studies will be considered. First, water injection/produc-

tion in a water oil system is simulated. In the second case, production from a single fracture 

in a two-phase reservoir with oil and water will be considered. The results of the simulation 
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will be compared with a similar reservoir which contains oil only and conclusions will be 

made. 

5.6.1 Waterflooding problem  

A waterflooding problem in a homogenous oil reservoir under plane strain conditions is con-

sidered. Similar problems were solved by Kim et al. (2013), Sangnimnuan (2020) and Daegil 

(2013). Kim et al. (2013) investigated whether Bishop’s average pressure or equivalent pres-

sure is appropriate for multiphase flow in porous media and tested the stability of these two 

definitions for different values of capillarity. They found that average pressure formulation 

can become unstable for low porosity formations but using equivalent formulation results in 

stable and accurate solutions. In this work, same definition of pressure is adopted. 

A schematic of the problem and initial and boundary conditions are shown in Figure 5-10. 

Water (wetting phase) is injected at a constant rate of 250 kg/m/day at the lower right corner 

and a mixture of oil and water is produced at the upper left zone. The initial oil saturation is 

0.58 and water is injected at a constant rate and fluids are produced at the same rate of in-

jection. 

The domain considered for reservoir model is rectangular with a width of 20 m (in Y direc-

tion) and a length of 100 m (in the X direction). Fluids cannot flow through boundaries. The 

horizontal displacements of the left boundary as well as the vertical displacements of lower 

boundary are constrained. For simplicity, the rock is considered elastic and isotropic. Rate 

of water injection and total liquid production are identical qinj=qprod=250 kg/day/m and were 

kept constant over the duration of simulation time. Water and oil in the system are assumed 

to be immiscible. Gravity effects are neglected. The basic reservoir and fluid properties used 

in this problem are shown in Table 5-3. The simulations are performed for 40 days. The 
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discretization of the domain is accomplished using hexahedral elements as shown in Figure 

5-12. The mesh is comprised of 69,856 elements and 141,134 nodes. A monitoring point is 

considered which has coordinates of X=25m, Y=12.5m and its location is shown in Figure 

5-10.  

The relative permeability of oil and water phases are based on the modified Brooks-Corey 

relative permeability relation (Charoenwongsa et. al. 2010): 
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The relative permeability parameters used are shown in Table 5-4 and the corresponding 

curves are shown in Figure 5-13.  

The capillary pressure model used for this simulation model is from van Genuchten (1980): 

 𝑝𝑝𝑐𝑐 − 𝑝𝑝𝑒𝑒 = 𝑀𝑀�𝑆𝑆𝑒𝑒
− 1
𝑚𝑚 − 1�

1−𝑚𝑚
    0<m<1      𝑆𝑆𝑒𝑒 = 𝑆𝑆𝑤𝑤−𝑆𝑆𝑟𝑟𝑟𝑟

1−𝑆𝑆𝑟𝑟𝑟𝑟−𝑆𝑆𝑟𝑟𝑟𝑟
 (5.82) 

where M is capillary modulus, pe is entry pressure and Srw and Sro are residual water and oil 

saturation respectively. m is a parameter that characterizes the shape of capillary pressure 

curve and is between 0 and 1. The capillary pressure plot as a function of water saturation 

for M=0.2 MPa and different values of parameter m is shown in Figure 5-12. The parameters 

used for van Genuchten model in this example problem are given in Table 5-5. Since the 

value of m is close to 1, the capillary pressure is nearly constant (Figure 5-12). The finite 

element mesh consists of 69,856 elements and 141,134 nodes. Initial time step size is 1,800 

s and is increased by a factor of 1.14 using considerations of section 5.4.1. 

The distribution of saturation after 35 days of waterflooding is shown in Figure 5-14. Due 

to water injection, the water saturation increases in a radial pattern around the injection point. 
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The displacement vectors after 35 days are shown in Figures 5-15. The displacement in the 

left half are to the left and downwards due to the production and consolidation under over-

burden. For the right half, the displacements are upward and to the left due to the expansion 

resulting from injection of water into the reservoir. 

Figure 5-16 shows the distribution of pore pressure after 35 days of injection. It is observed 

that pore pressure in the vicinity of the injection point has increased and in the vicinity of 

production point decreased as we expect. 

Figures 5-17 and 5-18 show the oil and water velocity direction and magnitude near the 

production zone and injection zone respectively. The oil and water velocity are highest in 

magnitude closer to production and injection zone and as we get farther, the magnitude is 

decreased. Also next to boundaries the velocity is parallel to boundary due to its impermea-

bility. Also, it’s observed that water velocity is greater in magnitude and larger in extension 

compared to oil velocity. 

In Figure 5-19, the time evolution of oil pressure at the monitoring point is depicted. It is 

observed that in the initial phase of waterflooding the pressure decreases at the monitoring 

point as it is closer to the production point. However, over time the water injection causes 

the pressure at the monitoring point to reach a steady state condition where it stays constant 

over time. 
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Figure 5-10. Sketch of the domain used for modeling. Initial and boundary conditions for 
coupled 2-phase flow problem of waterflooding are shown in this figure. 

 

Table 5-3. Material properties for the analysis of waterflooding problem 

Properties Values 

Oil density (𝜌𝜌𝑜𝑜), kg/m3 1000 

Water density (𝜌𝜌𝑤𝑤), kg/m3 1000 

Oil viscosity (𝜇𝜇𝑜𝑜), cp 1.0 

Water viscosity (𝜇𝜇𝑤𝑤), cp 1.0 

Porosity (𝑛𝑛) 0.3 

Intrinsic permeability (k), md 500 

Young modulus (E), MPa 24.0 

Poisson’s ratio(ν) 0.3 

Biot coefficient (α) 1.0 

Initial oil saturation (Swi) 0.58 

Water bulk modulus (Kw), Pa 2.5×109 

Oil bulk modulus (Ko), Pa 2.5×108 

Residual oil saturation (Sro) 0.0 

Residual water saturation (Srw) 0.0 

Initial pressure (Pi), MPa 9.95 

Initial oil pressure (Poi), MPa 10.145 
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Table 5-4. Parameters for modified Brooks-Corey relative permeability relation 

Parameter Value 

𝑘𝑘𝑟𝑟𝑟𝑟
∗ 1 

𝑘𝑘𝑟𝑟𝑟𝑟
∗ 1 

nw 2 

no 2 
 

Table 5-5. Parameters for van Genuchten (1980) capillary curve used in the analysis 

Parameter Value 

Entry pressure, pe 0.0 MPa 

m 0.98 

Capillary modulus, M 0.2 MPa 
 

 

Figure 5-11. Discretization of the domain used for simulation of waterflooding problem. The 
mesh consists of 69,856 hexahedral elements and 141,134 nodes 
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Figure 5-12. The shape of van Genuchten (1980) capillary pressure (Eq. 5.82) for M=0.2, 
Srw=0, Sro=0 and different values of parameter m 

 

 

Figure 5-13. Relative permeability as a function of water saturation based on modified 
Brooks and Corey model used in the waterflooding simulation (parameters given in Table 5-

4) 
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Figure 5-14 Water saturation distribution after 35 days of injection 

 

 

Figure 5-15. Rock displacement magnitude and direction after 35 days of waterflooding 

 

 

Figure 5-16. Pore pressure distribution after 35 days of waterflooding 
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Figure 5-17. Oil velocity direction (vectors) and magnitude (contours) near the production 
point 

 

 

Figure 5-18. Water velocity direction (vectors) and magnitude (contours) near the injection 
point 
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Figure 5-19. Evolution of oil pressure at the monitoring point 

 

In the following section, 3D simulation of production from a hydraulic fracture in a two-

phase reservoir is performed. 

5.6.2 Production from a single fracture  

In conventional reservoirs, capillary pressure is relatively small (Siripatrachai et al. 2017) 

and is sometimes ignored. However, in tight formations such as shales, the capillary pressure 

can be high and in the order of thousands of psi (Holditch 1979). Neglecting the inherent 

high capillary pressure can lead to inaccurate prediction of production performance. This 

study evaluates the geomechanical effects of producing oil above bubble point pressure in a 

low permeability unconventional oil formation with two phases.  
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A single planar hydraulic fracture intersected by a horizontal well in a rectangular reservoir 

is simulated in this example problem. Fracture is perpendicular to the horizontal well pene-

trating total reservoir thickness and is assumed to be planar. The pay zone is 60 m thick 

bounded by a 400 m layer of overburden on the top and 400 m of underburden on the bottom. 

The permeability of the bounding layers is negligible, so flow occurs mainly within the res-

ervoir. The reservoir domain is 1200 m× 1200 m× 860 m in X, Y and Z directions respec-

tively. Fracture dimensions are given in Table 5-6. A normal faulting stress regime (i.e., 𝜎𝜎𝑉𝑉 

> 𝜎𝜎𝐻𝐻 > 𝜎𝜎ℎ) with an in-situ horizontal stress contrast equal to 0.69 (MPa) is assumed. The 

minimum horizontal (𝜎𝜎ℎ) and maximum horizontal (𝜎𝜎𝐻𝐻) in situ stresses are acting along the 

x- and y-axes, respectively, and the vertical in situ stress (𝜎𝜎𝑉𝑉) is acting along the z-axis. The 

production well is drilled parallel to the minimum horizontal stress (𝜎𝜎ℎ) direction (i.e., along 

the x-axis in this case). The production fracture is assumed to be fully propped, with the 

initial uniform fracture aperture equal to 1.0 cm. Figure 5-20 shows a section of the model 

domain passing through the fracture. Due to symmetry in the XY, YZ and XZ planes, only 

1/8th of the geometry is modeled, and the plane of symmetry boundary conditions are ap-

plied on the XY, XZ and YZ planes, respectively. No flow conditions are imposed at all 

outer boundaries and planes of symmetry. The zero normal displacements are applied to the 

outer and bottom boundary. The production from the fracture is carried out at a constant 

bottomhole pressure (BHP) of 9.3 MPa for 4 years. The fracture is modeled explicitly with 

a structured fine grid representation. The refined grid can capture large pressure gradients 

near matrix-fracture interface. In total, the mesh consists of 141,192 nodes and 132,860 hex-

ahedral elements. The initial time step is 0.05 s and it is increased by a factor of 1.25 in the 

subsequent time steps. The entire reservoir is initialized to 18.1 MPa in-situ pore pressure. 
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The relative permeability to oil and water in the matrix and fracture is assigned according to 

the relations shown in Figure 5-21a and 5-21b. The capillary pressure curve for shale matrix 

is based on the empirical relation given by Nojabaei et al. (2014) for Bakken rock and shown 

in Figure 5-21c. The in-situ stresses and poroelastic properties of the reservoir rocks are 

listed in Table 5-7.  

Two cases are considered and compared to see the difference between production from an 

oil saturated reservoir (single phase) and a two-phase reservoir consisting of oil and water. 

For the oil saturated reservoir, properties of oil are identical to the oil properties for two-

phase reservoir and the initial pressure is the same for two cases. The simulation results are 

presented in a horizontal cross-section in the central XY-plane passing through the produc-

tion well. Comparisons of the reservoir pore pressure distribution from single phase and 

multiphase FEM models after 18 days and 4 years of production are shown in Figure 5-22a–

d. It can be observed that at the early stage of production, the difference between single 

phase and multiphase flow is small, but after 4 years, the fluid diffusion front advances faster 

in the case of single-phase flow compared to multiphase flow. The relative permeability 

causes the fluid to have more resistance to flow compared to the oil saturated case. This is 

because the sum of effective permeability to oil and water phases is less than the absolute 

permeability of the matrix. The impact of reservoir depletion on the total horizontal stress 

components 𝜎𝜎𝑥𝑥𝑥𝑥 and 𝜎𝜎𝑦𝑦𝑦𝑦  after 18 days and 4 years is shown in Figures 5-23 and 5-24, which 

show that their magnitude have decreased from their in-situ values in the depletion zone for 

both flow cases. However, a larger extent of reservoir experienced stress decrease in the 

single flow case. Also, over time, as diffusion front advances, more areal extent of the res-
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ervoir experiences decreased stresses in both X and Y direction. Figure 5-25 shows the cu-

mulative production from the fractured well for single and multi-phase flow cases. In the 

case of single-phase flow, the resistance to flow is lower; Consequently, the cumulative oil 

recovery is 42 percent higher than two-phase flow scenario. The water production rate is 

small in the two-phase flow case since the initial water saturation is 0.32 and from Figure 5-

21a we can observe that at this saturation, the water relative permeability is very small which 

makes the water phase nearly immobile. Noting the negligible water production, the total 

fluids production is 58% higher in case of single-phase flow compared to two-phase flow. 

Figure 5-26 depicts the rotation of principal stresses after 18 days and 4 years of production 

for single phase and multiphase flow cases (counterclockwise is positive). A stress reversal 

zone (red regions) is formed in the vicinity of the fracture where the maximum horizontal 

stress rotates 90 degrees. It is observed that the extent of stress reversal region has increased 

over time. Also, since single phase flow diffuses farther into reservoir, the reorientation re-

gion is larger compared to multiphase flow case and the rotation evolves as a function of 

time for both scenarios. Figure 5-27 shows a closer view of pore pressure and trajectories of 

the local maximum principal stress in the vicinity of fracture. The pore pressure distribution 

shows an elliptical depletion zone around the production fracture. A significant reorientation 

of the stress state in the vicinity of the production fracture has occurred with more pro-

nounced rotation in case of single flow. The isotropic point (definition is given in section 

4.4) distance from the well after 4 years of production has decreased from 18.12 m for single-

phase case to 15.03 m for two-phase case. This represents a 17% decrease in the extent of 
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reorientation zone. After 18 days of production the isotropic point is 5.05m away from pro-

duction well in single-phase scenario and 2.85 m in two-phase scenario showing a reduction 

of 43.5%. 

Figure 5-28 shows the distribution of water saturation and maximum principal stress trajec-

tories for two-phase flow after 18 days and 4 years of production. It can be observed that 

water saturation increases as a result of depletion. Since initial water saturation is relatively 

small (0.32), the relative permeability to water is much less than relative permeability to oil 

(Figure 5-19a). Therefore, compared to water, oil can flow much easier in the reservoir 

which leads to an increase in the water saturation in the reservoir as oil flows into the well 

and is produced. As diffusion front advances, more regions of the reservoir experience the 

increase in the saturation. As expected, the saturation front is also elliptical, similar to the 

pressure front. 

In Figure 5-29, the principal stress reorientation angle along a potential infill well with a 

distance of 135 m from production well (with the same elevation) is shown at different times 

for single-phase and two- phase flow cases. It can be observed that before 5 months of pro-

duction the difference between single-phase and two-phase cases are minimal but after 5 

months of production the reorientation angle is noticeably larger for single-phase model. 

After five months of production, the maximum difference is 28% or 2.14 degrees. After 4 

years of production, the maximum difference is 15.2 degrees or 23%. The difference be-

tween the reorientation angles is significant and can introduce meaningful difference in the 

propagation path of new fractures stimulated from infill well. It can be concluded that con-
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sidering two-phase model can greatly improve our predictions of infill fracture paths. Con-

sidering that the case studied in this example pertains to 50% depletion, a higher depletion 

case may lead to greater differences and it’s an important case to be studied in future work. 

 

 

Figure 5-20. Schematic 3D view of a section of reservoir model crossing fracture plane 

 
Table 5-6. Hydraulic fracture properties 

Parameter Units Value  

Fracture half-length, Xf m (ft) 90.0 (295.3) 

Fracture height, hf m (ft) 60.0 (196.8) 

Fracture aperture, w cm (ft) 1.0 (0.03) 
 

X
Y

Z

Overburden

underburden

pay zone

Fracture

Horizontal well
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Table 5-7. Reservoir properties for the single fracture analysis 

Parameter Value  

Water viscosity, μw (Pa.s) 5.0x10-4 

Oil viscosity, μo (Pa.s) 3.6x10-4 

Water bulk modulus, 𝐾𝐾𝑤𝑤 (Mpa) 2.5x109 

Oil bulk modulus, Ko (MPa) 3.33x108 

Vertical stress ,  𝜎𝜎𝑉𝑉 (Mpa) 55.16 

Max. horizontal stress, 𝜎𝜎𝐻𝐻 (Mpa) 42.06 

Min. horizontal stress, 𝜎𝜎ℎ (Mpa) 41.37 

Initial pressure, p (Mpa) 18.10 

Bottomhole oil pressure, pwell (MPa) 9.3 

Pay zone thickness, d (m) 60.0 

Young’s modulus, E (Gpa) 20.0 

Poisson’s ratio, ν 0.22 

Matrix permeability, k (μd) 0.3 

Matrix porosity, n  0.09 

Biot’s coefficient, α 1.0 

Initial water saturation, Swi 0.32 

Irreducible water saturation, Srw 0.20 
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Figure 5-21. Relative permeability and capillary pressure relations used in the model (a) ma-
trix relative permeability (Wang and Leung 2015) (b) fracture relative permeability (Wang 

and Leung 2015) (c) capillary pressure (Nojabaei et al. 2014). 
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Figure 5-22. Pore pressure distribution in the vicinity of fracture after 18 days (a, b) and 4 
years of production (c, d). One-phase analysis: (a, c); two-phase analysis: (b, d). It is observed 
that the diffusion front advances slower in the case of two-phase model. The coefficient of dif-
fusion is decreased due to the effect of relative permeability in a two-phase flow, resulting in 

less diffusion.  
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Figure 5-23. Total stress distribution after 18 days of production (a) horizontal stress in X di-
rection for one phase model, (b) horizontal stress in X direction for two-phase model, (c) hori-
zontal stress in Y direction for one phase model, (d) horizontal stress in Y direction for two-

phase model  
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Figure 5-24. Total stress distribution after 4 years of production (a) horizontal stress in X di-
rection for one phase model, (b) horizontal stress in X direction for two-phase model, (c) hori-
zontal stress in Y direction for one phase model, (d) horizontal stress in Y direction for two-

phase model  

 
Figure 5-25. Comparison of cumulative production for single and 2-phase flow cases  
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Figure 5-26. Rotation of maximum principal stress after 18 days (a and b), and 4 years (c and 
d) of production for single phase flow (a and c), and multiphase flow (b and d). 
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Figure 5-27. Direction of maximum principal stress and pressure distribution in the vicinity 
of fracture after 18 days (a, b) and 4 years of production (c, d) for one-phase analysis (a, c), 
two-phase analysis (b, d). For all cases, the stress reversal zone is more extensive in case of 
one phase flow since pore pressure diffuses more in this case compared to multi-phase flow 
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Figure 5-28. Distribution of saturation and direction of max. principal stress after 18 days 
(top) and 4 years of production (bottom) 
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Figure 5- 29. Comparison of angle of principal stress reorientation in case of singe-phase and 
two-phase flow at different production times 

 

5.7 Conclusion 

A two-phase finite element-based geomechanical model is presented using fully coupled 3D 

poroelastic simulation. The poroelastic model used in this study is a computationally effi-

cient numerical technique for porous rock deformation and matrix fluid flow simulations 

when two fluids are present. The model was verified for two cases involving gravity drainage 

of a saturated soil column and the consolidation analysis of an unsaturated soil. Two case 

studies were simulated involving waterflooding an oil reservoir and production from a frac-
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ture in a two-phase reservoir. Capillary effect is included in the formulations, verified ex-

amples and case studies unlike previous studies in this field which neglected it for most of 

their solved examples. The modeling results show that production from production w 

ell fracture leads to a nonuniform reduction of the reservoir pore pressure around the pro-

duction well, leading to an anisotropic decrease of the total stress, resulting in stress reori-

entation and/or reversal.  

Production induced stress reorientation can be more realistically evaluated using this model 

compared to single-flow models and stimulation efficiency can be increased when designing 

infill horizontal wells. 
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6. Conclusions and future work 

In this study, a fully coupled poroelastic model was developed to study various phenomena 

in unconventional reservoir development. The model has been applied to a variety of bench-

mark and example problems with different characteristics including plain strain, axisymmet-

ric, 3D poro-thermoelastic, 3D single phase poroelastic and 3D multiphase poroelastic cases. 

All the field equations are solved using finite element method and verified with appropriate 

analytical solutions. The simulator is based on finite element method and capable of model-

ing field scale reservoir in three dimensions. The present model can handle both structured 

as well as unstructured meshes. Reservoir rock heterogeneity can be accounted for in this 

model.  

The axisymmetric model was used to model a wellbore in a poroelastic medium which is 

injected at a constant rate. The distribution of induced pore pressure in the reservoir was 

compared with available solutions. Drilling a vertical wellbore in porous rock formation in 

a non-hydrostatic stress field was addressed by decomposing the problem to three problems 

(modes) and each mode solution was compared with the corresponding analytical solution. 

Mandel’s problem as a popular benchmark problem for validating numerical codes of poro-

elasticity was used to validate the model. Coupled thermo-hydro-mechanical behavior of 

saturated media is very important in many applications including enhanced geothermal sys-

tems, wellbore stability and coalbed methane exploitations. Our model was successfully ap-

plied to model a buried cylindrical heat source in porous rock and was able to replicate the 

induced pore pressure and temperature distribution in the medium. 

The 3D geomechanical study of frac-hits is discussed in Chapter 4. The current method has 

been applied to different cases to better understand the mechanisms associated with this 
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problem including production from a single vertical well, a single vertical fracture, two hor-

izontal wells each having 10 stages with one cluster per stage, and finally a one horizontal 

well with 6 stages in a layered reservoir. It was observed that production time has a signifi-

cant impact in stress reorientations. At early stages of production, stress reorientation might 

not be observed but over time reorientation happens. Also, the in-situ stress contrast is very 

important in predicting the stress reorientation. When in-situ stress contrast was very high, 

principal stresses didn’t rotate compared with case where in-situ stress contrast was small. 

It’s important to note that coupled poroelastic phenomena can be complex and the exact 

behavior of porous rock is sometimes hard to predict unless a simulation model is built. For 

example, in early stages of production from two parallel horizontal wells, the component of 

stress perpendicular to fractures slightly increased in the infill region. Same behavior was 

observed in poroelastic displacement discontinuity models for similar problems (Masouleh 

et. al. 2020). By optimizing well and fracture spacing, fracturing fluid viscosity, and the tim-

ing of refracturing job, frac-hit problems can be minimized. 

In chapter 5, the poroelastic model was expanded to include 2-phase problems. In the for-

mulation of the model, capillary pressure was accounted for and in all the solved problems 

its effect is included. The model was verified against known solutions including gravity 

drainage of a saturated soil, consolidation analysis of unsaturated soil, and waterflooding of 

an oil reservoir. The model was then used to simulate production from a single fracture in-

tersected by a horizontal well. The available reservoir simulation models incorporate the 

geomechanical effects by iteratively coupling approach. This method will reduce the accu-

racy of the solution. Another restriction is that to maintain stability, time step sizes have 
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limitations (Horgue et al., 2014). In contrast, fully coupling the flow and deformation pro-

cesses results in unconditional stability and internal consistency since the full system of 

equations are solved simultaneously. 

By comparing the performance of production from a fracture in one phase reservoir vs. a 

two-phase reservoir, it was observed that due to relative permeability effects, the diffusion 

front expanded more into the reservoir in case of single-phase flow. Consequently, less prin-

cipal stress reorientation was observed in the 2-phase flow problem. Furthermore, the cumu-

lative production of oil in the single-phase case is much greater than the total fluid produced 

in the 2-phase flow case. This model can be further applied to more complex cases including 

multiple horizontal wells and fractures and study the frac-hit risk in those conditions. 
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7. Appendix A: Finite element discretization and Galerkin method 

A.1 Boundary value problem 

Suppose we seek a solution to the following differential equation: 

 ℒ𝑢𝑢 = −𝑓𝑓 ̅     𝑖𝑖𝑖𝑖  Ω (A.1) 

ℒ is a differential operator; u is the unknown field variable and 𝑓𝑓 ̅is the force term. 

The boundary enclosing Ω, here denoted as Γ is divided into a Dirichlet, Γ1 and a Neumann bound-

ary, Γ2 where: 

 Γ = Γ1 ∪ Γ2 (A.2) 

Boundary conditions are as follows: 

 𝑢𝑢 = 𝑢𝑢�   𝑜𝑜𝑜𝑜 𝛤𝛤1 (A.3) 

 𝐵𝐵𝐵𝐵 = 𝑡𝑡̅   𝑜𝑜𝑜𝑜 Γ2 (A.4) 

where B is an operator. 

A.2 Method of weighted residuals 

In general, it is difficult to obtain the exact solution u that satisfies the boundary value prob-

lem in section A.2.1. Therefore, we seek an approximate trial function 𝑢𝑢�  that satisfies those 

conditions. 𝑢𝑢�   may be expressed as: 

 𝑢𝑢 ≈ 𝑢𝑢�(𝑥𝑥) = �𝑁𝑁𝑖𝑖(𝑥𝑥)𝑢𝑢�𝑖𝑖

𝑛𝑛

𝑖𝑖=1

 (A.5) 

where Ni are linearly independent functions called shape functions and 𝑢𝑢�𝑖𝑖 are unknowns that need 

to be determined. After substitution of 𝑢𝑢�  for u in Eqs. (A.1), (A.3) and (A.4), non-zero residuals 

are obtained: 
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 𝑅𝑅𝐷𝐷(𝑥𝑥) = ℒ𝑢𝑢� + 𝑓𝑓̅ ≠ 0    𝑖𝑖𝑖𝑖 Ω (A.6) 

 𝑅𝑅𝑆𝑆(𝑥𝑥) = 𝑢𝑢� − 𝑢𝑢� ≠ 0      𝑜𝑜𝑜𝑜 Γ1 (A.7) 

 𝑅𝑅𝑁𝑁(𝑥𝑥) = 𝐵𝐵𝑢𝑢� − 𝑡𝑡̅ ≠ 0   𝑜𝑜𝑜𝑜 Γ2 (A.8) 

To find a good approximation 𝑢𝑢�  for u, the residuals are forced to zero in an average sense. That is, 

the integral of weighted residuals in each element should be zero: 

 � 𝑤𝑤Ωi(𝑥𝑥)𝑅𝑅𝐷𝐷(𝑥𝑥)𝑑𝑑Ω
Ω

+ � 𝑤𝑤𝐷𝐷𝐷𝐷(𝑥𝑥)𝑅𝑅𝑆𝑆(𝑥𝑥)𝑑𝑑Γ
Γ1

+ � 𝑤𝑤𝑁𝑁𝑁𝑁(𝑥𝑥)𝑅𝑅𝑁𝑁(𝑥𝑥)𝑑𝑑Γ
Γ2

= 0 (A.9) 

We assume that the solution satisfies the boundary condition Eq. (A.3) as shape functions are re-

quired to be zero at all locations where Dirichlet boundary condition is specified. Consequently, 

the residuals on Γ1 disappear in Eq. (A.9). Weighting functions  𝑤𝑤Ωi(𝑥𝑥) and 𝑤𝑤𝑁𝑁𝑁𝑁(𝑥𝑥) are chosen in 

such a way that: 

 𝑤𝑤Ωi(𝑥𝑥) = 𝑤𝑤𝑖𝑖(𝑥𝑥)     𝑖𝑖𝑖𝑖 Ω (A.10a) 

 𝑤𝑤𝑁𝑁𝑁𝑁(𝑥𝑥) = −𝑤𝑤𝑖𝑖(𝑥𝑥)   𝑖𝑖𝑖𝑖  Γ2 (A.10b) 

where 𝑤𝑤𝑖𝑖(𝑥𝑥) is a weighting function. n independent equations are required to solve Eq. (A.9) for 

𝑢𝑢�𝑖𝑖. Therefore, n independent weighting functions are required. In standard Galerkin method, which 

is the one of the most widely used weighted residual methods, weighting functions are selected to 

be the same as shape functions (Liu and Quek, 2013), i.e.: 

 𝑤𝑤𝑖𝑖(𝑥𝑥) = 𝑁𝑁𝑖𝑖(𝑥𝑥)  i=1,.., n     in Ω (A.21) 

Thus Eq. (A.9) can be written as: 

 � 𝑁𝑁i(𝑥𝑥)(ℒ𝑢𝑢� + 𝑓𝑓)̅𝑑𝑑Ω
Ω

− � 𝑁𝑁𝑖𝑖(𝑥𝑥)(𝐵𝐵𝑢𝑢� − 𝑡𝑡̅)𝑑𝑑Γ
Γ2

= 0 (A.32) 

A set of simultaneous algebraic equations is generated from evaluation of Eq. (A.12) for each value 

of i. The system of equations can be written as: 
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 ∑ 𝐾𝐾𝑖𝑖𝑖𝑖𝑢𝑢�𝑗𝑗𝑛𝑛
𝑗𝑗=1 = 𝑓𝑓𝑖𝑖      i=1,2,..,n (A.43) 

Since the governing differential Eq. (A.1) is valid for the entire domain, Ω, it is valid in each sub-

division of the domain or element, Ωe as Ω = ⋃ Ω𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛
𝑒𝑒=1 . This subdivision describes what we refer 

to as a finite element mesh. Applying Galerkin method with weighting functions 𝑤𝑤𝑖𝑖(𝑥𝑥) =

𝑁𝑁𝑖𝑖
(𝑒𝑒)(𝑥𝑥) over each element domain results in: 

 ��� 𝑁𝑁𝑗𝑗
(𝑒𝑒)(𝑥𝑥)𝑅𝑅𝐷𝐷

(𝑒𝑒)(𝑥𝑥)𝑑𝑑Ω−
Ω𝑒𝑒

� 𝑁𝑁𝑗𝑗
(𝑒𝑒)(𝑥𝑥)𝑅𝑅𝑁𝑁

(𝑒𝑒)(𝑥𝑥)𝑑𝑑Γ
Γ2

(𝑒𝑒)
�

𝑛𝑛𝑛𝑛𝑛𝑛

𝑒𝑒=1

= 0 (A.54) 

In each element, the approximation of the variable is expressed as: 

 𝑢𝑢� (𝑒𝑒)(𝑥𝑥) = �𝑁𝑁𝑗𝑗
(𝑒𝑒)(𝑥𝑥)𝑢𝑢�𝑗𝑗

(𝑒𝑒)
𝑛𝑛

𝑗𝑗=1

 (A.65) 

n represents the number of nodes associated with element e. The nodal unknowns are denoted by 

𝑢𝑢�𝑗𝑗
(𝑒𝑒) (Madenci and Guven 2015). 

A.3 Finite element formulation of thermo-poroelasticity for axisymmetric case 

In this section we will apply standard finite element discretization to the governing equations de-

rived in chapter 2. As discussed in the previous section, the displacements, pore pressures and 

temperatures for any point in the element domain are approximated in terms of shape functions and 

nodal unknowns as: 

 𝑢𝑢 = 𝑁𝑁𝑖𝑖𝑢𝑢𝑢𝑢�𝑖𝑖 (A.16) 

 𝑣𝑣 = 𝑁𝑁𝑖𝑖𝑢𝑢𝑤𝑤�𝑖𝑖 (A.17) 

 𝑝𝑝 = 𝑁𝑁𝑖𝑖
𝑝𝑝𝑝̂𝑝𝑖𝑖 (A.18) 

 𝑇𝑇 = 𝑁𝑁𝑖𝑖𝑇𝑇𝑇𝑇�𝑖𝑖 (A.19) 
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where 𝑁𝑁𝑖𝑖𝑢𝑢, 𝑁𝑁𝑖𝑖
𝑝𝑝 and 𝑁𝑁𝑖𝑖𝑇𝑇 are shape functions for displacement, pressure and temperature and 𝑢𝑢�𝑖𝑖 and 

𝑤𝑤�𝑖𝑖 are nodal displacement components in r and z directions respectively. 𝑝̂𝑝𝑖𝑖 and 𝑇𝑇�𝑖𝑖 are the temper-

ature and pressure at node i respectively. In this study, 4-node quadrilateral elements are used. The 

total stress, strain, effective stress and displacement components can be written in vector form as: 

 [ ]T
rr zz rz θθσ σ σ σ=σ  (A.20) 

 [ ]T
rr zz rz θθε ε γ ε=ε  (A.21) 

 [ ]T
rr zz rz θθσ σ σ σ′ ′ ′ ′=σ  (A.22) 

 𝒖𝒖� = [𝑢𝑢𝑖𝑖 𝑤𝑤𝑖𝑖]𝑇𝑇 (A.23) 

where: 

 𝛾𝛾𝑟𝑟𝑟𝑟 = 2𝜀𝜀𝑟𝑟𝑟𝑟 (A.24) 

Using the approximation stated in Eqs. (A.16) and (A.17) and strain-displacement Eqs. 

(2.12) through (2.15), a matrix form of strain-displacement relations can be found as follows: 

 𝜺𝜺 = 𝑩𝑩𝒖𝒖� (A.25) 

where: 

 𝐵𝐵 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝜕𝜕𝑁𝑁1
𝜕𝜕𝜕𝜕 0

𝜕𝜕𝑁𝑁2
𝜕𝜕𝜕𝜕 0

𝜕𝜕𝑁𝑁3
𝜕𝜕𝜕𝜕 0

𝜕𝜕𝑁𝑁4
𝜕𝜕𝜕𝜕 0

0
𝜕𝜕𝑁𝑁1
𝜕𝜕𝜕𝜕 0

𝜕𝜕𝑁𝑁2
𝜕𝜕𝜕𝜕 0

𝜕𝜕𝑁𝑁3
𝜕𝜕𝜕𝜕 0

𝜕𝜕𝑁𝑁4
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁1
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁1
𝜕𝜕𝜕𝜕  

𝜕𝜕𝑁𝑁2
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁2
𝜕𝜕𝜕𝜕  

𝜕𝜕𝑁𝑁3
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁3
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁4
𝜕𝜕𝜕𝜕

𝜕𝜕𝑁𝑁4
𝜕𝜕𝜕𝜕

𝑁𝑁1
𝑟𝑟 0

𝑁𝑁2
𝑟𝑟 0

𝑁𝑁3
𝑟𝑟 0

𝑁𝑁4
𝑟𝑟 0

…

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 (A.26) 

Constitutive equation in matrix form can be written as: 

 𝝈𝝈′ = 𝝈𝝈+ 𝛼𝛼𝒎𝒎𝑝𝑝 = 𝑫𝑫(𝜺𝜺 − 𝜺𝜺0) (A.27) 

where [ ]1 1 0 1 T=m and: 
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 
 
 
 
 

=  
 
 
 
 
 

D

ν ν1 0
1- ν 1- ν

ν ν1 0
E( 1- ν) 1- ν 1- ν

1- 2ν( 1+ ν) ( 1- 2ν) 0 0 0
2( 1- ν)

ν ν 0 1
1- ν 1- ν

 (A.28) 

𝜺𝜺0 is the thermal strain caused by temperature change and is given by: 

 𝜺𝜺𝟎𝟎 =
𝛼𝛼𝑚𝑚𝑇𝑇

3 𝒎𝒎 (A.29) 

A.3.1 Numerical implementation  

By applying Galerkin method to equilibrium Eq. (2.18) and traction boundary condition 

(2.31) we have: 

 
2

1( ( )) ( ) 0
e

u

u e urr rz
i rr i rr r rz z rN d N n n t d

r z r θθ
σ σ σ σ σ σ

Ω Γ

∂ ∂
+ + − Ω − + − Γ =

∂ ∂∫∫∫ ∫  (A.30) 

For an element in cylindrical coordinates, the infinitesimal volume and area are: 

 𝑑𝑑𝛺𝛺𝑒𝑒 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (A.31) 

 𝑑𝑑𝛤𝛤𝑒𝑒 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (A.32) 

where s is the arc length on which the traction 𝑡𝑡𝑟𝑟 is applied and 𝑑𝑑𝑑𝑑 is the differential area in 

r-z plane. When integrating over volume, θ can come out of the area integral and be inte-

grated from 0 to 2π yielding: 

 𝑑𝑑𝛺𝛺𝑒𝑒 = 2𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋 (A.33) 

 𝑑𝑑𝛤𝛤𝑒𝑒 = 2𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋 (A.34) 

So, Eq. (A.30) can be written as: 

 
2

2 ( ( )) 2 ( ) 0
u

u urr rz
i rr i rr r rz z r

A

N r r dA rN n n t ds
r z θθ

σ σπ σ σ π σ σ
Γ

∂
+ + − − + − =

∂ ∂∫∫ ∫  (A.35) 

By cancelling 2π out from the above equation:  
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2

( ) ( )( ) ( ) 0
u

u urr rz
i i rr r rz z r

A

r rN dA rN n n t ds
r z θθ

σ σ σ σ σ
Γ

∂ ∂
+ − − + − =

∂ ∂∫∫ ∫  (A.36) 

If we apply Green’s identity to the above equation, it results in: 

 

2 2 2

, ,

0
u u

u u u

u u u u u
i rr r i r rr i rz z i z rz i

A A A

u u u
i rr r i rz z i r

N rn ds N rdA N rn ds N rdA N dA

N rn ds N rn ds N rt ds

θθσ σ σ σ σ

σ σ

Γ Γ

Γ Γ Γ

− + − − −

− + =

∫ ∫∫ ∫ ∫∫ ∫∫

∫ ∫ ∫
 (A.37) 

We restrict the choice of 𝑁𝑁𝑖𝑖𝑢𝑢 to functions which satisfy 𝑁𝑁𝑖𝑖𝑢𝑢 = 0 on 𝛤𝛤𝑢𝑢1. Using Eq. (A.2) and 

by rearranging Eq. (A.37) we get: 

 
2

, ,( ) 0
u

u u u u
i r rr i z rz i i r

A

N r N r N dA rN t dsθθσ σ σ
Γ

− + + + =∫∫ ∫  (A.38) 

where 𝑡𝑡𝑟𝑟 is the traction component in r direction normal to the boundary. By substituting 

stresses from constitutive Eqs. (A.20), (A.21), (A.27), (A.28) and (A.29) yields: 

 

,
2

11 12 14 , ,

, 33 41 42 44

(( ) ))

( )

( ) ( )

i r

u

u u u u
i r rr zz i r i r

A

u u
i z rz i rr zz

A A

u u
i i

A A

rN t ds rD rD rD N prN TrN dA

rN D dA N D D D dA

N p dA N T dA

θθ

θθ

ε ε ε α β

γ ε ε ε

α β

Γ

= + + − −

+ + + +

+ − + −

∫ ∫∫

∫∫ ∫∫

∫∫ ∫∫

 (A.39) 

where 𝛽𝛽 = 𝐾𝐾𝛼𝛼𝑚𝑚. Using Eqs. (A.16) through (A.19) and (A.21) through (A.26) yields: 
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� 𝑁𝑁𝑖𝑖𝑢𝑢𝑟𝑟𝑡𝑡𝑟𝑟𝑑𝑑𝑑𝑑 = �𝑟𝑟𝐷𝐷11𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝑁𝑁𝑘𝑘,𝑟𝑟
𝑢𝑢 𝑑𝑑𝑑𝑑

𝐴𝐴𝛤𝛤𝑢𝑢2
[𝑢𝑢�𝑘𝑘] + �𝑟𝑟𝐷𝐷12𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝑁𝑁𝑘𝑘,𝑧𝑧

𝑢𝑢 𝑑𝑑𝑑𝑑[𝑤𝑤�𝑘𝑘]
𝐴𝐴

+ �𝐷𝐷14𝑁𝑁𝑘𝑘𝑢𝑢𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝑑𝑑𝑑𝑑
𝐴𝐴

[𝑢𝑢�𝑘𝑘] − 

� 𝛼𝛼𝛼𝛼𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝑁𝑁𝑘𝑘
𝑝𝑝𝑑𝑑𝑑𝑑[𝑝̂𝑝𝑘𝑘]−� 𝛽𝛽𝑁𝑁𝑘𝑘𝑇𝑇𝑟𝑟𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝑑𝑑𝑑𝑑�𝑇𝑇�𝑘𝑘� + �𝑟𝑟𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷33𝑁𝑁𝑘𝑘,𝑧𝑧

𝑢𝑢 𝑑𝑑𝑑𝑑
𝐴𝐴𝐴𝐴𝐴𝐴

[𝑢𝑢�𝑘𝑘]

+ 

� 𝑟𝑟𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷33𝑁𝑁𝑘𝑘,𝑟𝑟
𝑢𝑢 𝑑𝑑𝑑𝑑[𝑤𝑤�𝑘𝑘]

𝐴𝐴

+ �(𝑁𝑁𝑖𝑖𝑢𝑢𝐷𝐷41𝑁𝑁𝑘𝑘,𝑟𝑟
𝑢𝑢 𝑑𝑑𝑑𝑑[𝑢𝑢�𝑘𝑘] + �𝑁𝑁𝑖𝑖𝑢𝑢𝐷𝐷42𝑁𝑁𝑘𝑘,𝑧𝑧

𝑢𝑢 𝑑𝑑𝑑𝑑[𝑤𝑤�𝑘𝑘]
𝐴𝐴𝐴𝐴

+ 

�𝑁𝑁𝑖𝑖𝑢𝑢𝐷𝐷44
𝑁𝑁𝑘𝑘𝑢𝑢

𝑟𝑟 𝑑𝑑𝑑𝑑[𝑢𝑢�𝑘𝑘]−�𝛼𝛼𝑁𝑁𝑖𝑖𝑢𝑢𝑁𝑁𝑗𝑗
𝑝𝑝𝑑𝑑𝑑𝑑�𝑝̂𝑝𝑗𝑗�

𝐴𝐴𝐴𝐴
−�𝛽𝛽𝑁𝑁𝑖𝑖𝑢𝑢𝑁𝑁𝑗𝑗𝑇𝑇𝑑𝑑𝑑𝑑

𝐴𝐴
�𝑇𝑇�𝑗𝑗� 

(A.40) 

In matrix form: 

 𝐾𝐾𝑢𝑢𝑢𝑢𝑢𝑢� + 𝐾𝐾𝑢𝑢𝑢𝑢𝑤𝑤� − 𝐿𝐿𝑢𝑢𝑝̂𝑝 − 𝑅𝑅𝑢𝑢𝑇𝑇� = 𝐹𝐹𝑢𝑢 (A.41) 

Eq. (2.19) states that: 

 01
=++

∂
∂

+
∂

∂ g
rzr rz

zzrz ρσσσ  (A.42) 

Applying Galerkin method to the above equation and using Eq. (2.32) we have: 

 
2

1( ) ( ) 0
e w

u urz zz
i rz i rz r zz z zN g d N n n t d

r z r
σ σ σ ρ σ σ

Ω Γ

∂ ∂
+ + + Ω − + − Γ =

∂ ∂∫∫∫ ∫  (A.43) 

Using Eqs. (A.33) and (A.34) we have: 

 
2

( ) ( ) 0
w

u urz zz
i rz i rz r zz z z

A

N r r r g dA N r n n t ds
r z

σ σ σ ρ σ σ
Γ

∂ ∂
+ + + − + − =

∂ ∂∫∫ ∫  (A.44) 

The above equation can be reorganized as: 

 
2

( ) ( )( ) ( ) 0
u

u urz zz
i i rz r zz z z

A

r rN r g dA N r n n t ds
r z
σ σ ρ σ σ

Γ

∂ ∂
+ + − + − =

∂ ∂∫∫ ∫  (A.45) 

Using Green’s theorem, we get:  
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2

, ,

( ) 0
w

u u u u u
i rz r rz i r i zz z zz i z i

A A A

u
i rz r zz z z

N n rds N rdA N n rds N rdA N grdA

N n n t rds

σ σ σ σ ρ

σ σ
Γ Γ

Γ

− + − + −

+ − =

∫ ∫∫ ∫ ∫ ∫∫

∫
 (A.46) 

We restrict the choice of 𝑁𝑁𝑖𝑖𝑢𝑢  to functions which satisfy 𝑁𝑁𝑖𝑖𝑢𝑢 = 0 on 𝛤𝛤𝑢𝑢1 . Considering Eq. 

(A.2), the above equation can be written as: 

 0
2

,, =++−− ∫∫∫∫∫∫∫
Γu

rdstNgrdANrdANrdAN z
u
i

A

u
i

A

u
zizz

A

u
rirz ρσσ  (A.47) 

where 𝑡𝑡𝑧𝑧 is the traction component in z direction. By substituting stresses from Eqs. (A.27) 

through (A.28) in Eq. (A.47) we have: 

 2
, 33

, 21 22 24 , ,

( )

( )
w

u u u
i z i i r rz

A A

u u u
i z rr zz i z i z

A A A

N t rds N grdA N D rdA

N D D D rdA N prdA N TrdAθθ

ρ γ

ε ε ε α β

Γ

+ = +

+ + − −

∫ ∫∫ ∫∫

∫∫ ∫∫ ∫∫
 (A.48) 

Using Eqs. (2.12) through (2-15), (A.16) through (A.19) and (A.21) through (A.26), we will 

have: 

 

� 𝑁𝑁𝑖𝑖𝑢𝑢𝑡𝑡𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤𝑢𝑢2

+ �𝑁𝑁𝑖𝑖𝑢𝑢𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌
𝐴𝐴

= �𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝐷𝐷33(𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 �𝑤𝑤�𝑗𝑗� + 𝑁𝑁𝑘𝑘,𝑧𝑧

𝑢𝑢 [𝑢𝑢�𝑘𝑘])𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

+ �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷21𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟�𝑢𝑢�𝑗𝑗�

𝐴𝐴
+ �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷22𝑁𝑁𝑗𝑗,𝑧𝑧

𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟�𝑤𝑤�𝑗𝑗�
𝐴𝐴

+ �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷24
𝑁𝑁𝑗𝑗𝑢𝑢

𝑟𝑟
�𝑢𝑢�𝑗𝑗�𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
−�𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝛼𝛼𝑁𝑁𝑗𝑗

𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟�𝑝̂𝑝𝑗𝑗�
𝐴𝐴

−�𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝛽𝛽𝑁𝑁𝑘𝑘𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟�𝑇𝑇�𝑘𝑘�
𝐴𝐴

 

(A.49) 

or: 
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� 𝑁𝑁𝑖𝑖𝑢𝑢𝑡𝑡𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤2𝑢𝑢

+ �𝑁𝑁𝑖𝑖𝑢𝑢𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌
𝐴𝐴

= �𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝐷𝐷33𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
�𝑤𝑤�𝑗𝑗� + �𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝐷𝐷33𝑁𝑁𝑘𝑘,𝑧𝑧

𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

[𝑢𝑢�𝑘𝑘] 

+�𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷21𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
�𝑢𝑢�𝑗𝑗�+ �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷 𝑁𝑁22 𝑗𝑗,𝑧𝑧

𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

�𝑤𝑤�𝑗𝑗�

+ �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷24𝑁𝑁𝑗𝑗𝑢𝑢𝑑𝑑𝑑𝑑
𝐴𝐴

�𝑢𝑢�𝑗𝑗� 

−�𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝛼𝛼𝑁𝑁𝑗𝑗
𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
�𝑝̂𝑝𝑗𝑗� −�𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝛽𝛽𝑁𝑁𝑘𝑘𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
�𝑇𝑇�𝑘𝑘� 

(A.50) 

Eq. (A.50) can be written in matrix format by the following equation: 

 𝐾𝐾𝑤𝑤𝑤𝑤𝑢𝑢� + 𝐾𝐾𝑤𝑤𝑤𝑤𝑤𝑤� − 𝐿𝐿𝑤𝑤𝑝̂𝑝 − 𝑅𝑅𝑤𝑤𝑇𝑇� = 𝐹𝐹𝑤𝑤 + 𝐹𝐹𝑏𝑏 (A.51) 

Using Eq. (2.23) and flow boundary condition (2.33) and applying Galerkin’s method we 

have: 

 
�𝑁𝑁𝑖𝑖

𝑝𝑝 �𝛼𝛼𝜀𝜀𝑖̇𝑖𝑖𝑖 +
1
𝑀𝑀 𝑝̇𝑝 − 𝛾𝛾2𝑇̇𝑇 −

𝜅𝜅
𝑟𝑟
𝜕𝜕
𝜕𝜕𝜕𝜕 �𝑟𝑟

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕� − 𝜅𝜅

𝜕𝜕
𝜕𝜕𝜕𝜕 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 − 𝜌𝜌𝑤𝑤𝑔𝑔� − 𝑞𝑞𝑓𝑓� 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
 

−� 𝑁𝑁𝑖𝑖
𝑝𝑝(−𝜅𝜅

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 𝑛𝑛𝑟𝑟 − 𝜅𝜅

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 𝑛𝑛𝑧𝑧 + 𝜅𝜅𝜌𝜌𝑤𝑤𝑔𝑔 − 𝑞𝑞𝑤𝑤)𝑟𝑟𝑟𝑟𝑟𝑟 = 0

𝛤𝛤𝑝𝑝2
 

(A.52) 

Using Eqs. (2.12) through (2.15) we have: 
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 (A.53) 

Using Eqs. (A.16) through (A.19) and applying Green’s theorem we will have: 
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1
𝑀𝑀
�𝑁𝑁𝑖𝑖

𝑝𝑝𝑁𝑁𝑗𝑗
𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟�𝑝̇̂𝑝𝑗𝑗�

𝐴𝐴
+ 𝛼𝛼�𝑁𝑁𝑖𝑖

𝑝𝑝𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
�𝑢𝑢�̇𝑗𝑗� + 𝛼𝛼�𝑁𝑁𝑖𝑖

𝑝𝑝𝑁𝑁𝑗𝑗𝑢𝑢𝑑𝑑𝑑𝑑
𝐴𝐴

�𝑢𝑢�̇𝑗𝑗� 

+𝛼𝛼�𝑁𝑁𝑖𝑖
𝑝𝑝𝑁𝑁𝑗𝑗,𝑧𝑧

𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

�𝑞𝑞�̇𝑗𝑗� − 𝛾𝛾2�𝑁𝑁𝑖𝑖
𝑝𝑝𝑁𝑁𝑗𝑗𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
�𝑇𝑇�̇𝑗𝑗� 

− ��𝑁𝑁𝑖𝑖
𝑝𝑝𝜅𝜅𝑁𝑁𝑗𝑗,𝑟𝑟

𝑝𝑝 𝑛𝑛𝑟𝑟𝑟𝑟
𝛤𝛤

𝑑𝑑𝑑𝑑�𝑝̂𝑝𝑗𝑗� −�𝜅𝜅𝑁𝑁𝑗𝑗,𝑟𝑟
𝑝𝑝 𝑁𝑁𝑖𝑖,𝑟𝑟

𝑝𝑝 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

�𝑝̂𝑝𝑗𝑗�� 

− �� 𝑁𝑁𝑖𝑖
𝑝𝑝𝜅𝜅𝑁𝑁𝑗𝑗,𝑧𝑧

𝑝𝑝 𝑛𝑛𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟�𝑝̂𝑝𝑗𝑗� −�𝜅𝜅𝑁𝑁𝑗𝑗,𝑧𝑧
𝑝𝑝 𝑁𝑁𝑖𝑖,𝑧𝑧

𝑝𝑝 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

�𝑝̂𝑝𝑗𝑗�
𝛤𝛤

� −�𝑁𝑁𝑖𝑖,𝑧𝑧
𝑝𝑝 𝜅𝜅𝜌𝜌𝑤𝑤𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

𝐴𝐴
 

+� 𝑁𝑁𝑖𝑖
𝑝𝑝𝜅𝜅𝑁𝑁𝑗𝑗,𝑟𝑟

𝑝𝑝 𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤𝑝𝑝2

�𝑝̂𝑝𝑗𝑗� + � 𝑁𝑁𝑖𝑖
𝑝𝑝𝜅𝜅𝑁𝑁𝑗𝑗,𝑧𝑧

𝑝𝑝 𝑛𝑛𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤𝑝𝑝2

�𝑝̂𝑝𝑗𝑗�

+ � 𝑁𝑁𝑖𝑖
𝑝𝑝𝑞𝑞𝑤𝑤𝑟𝑟𝑟𝑟𝑟𝑟 −�𝑁𝑁𝑖𝑖

𝑝𝑝𝑞𝑞𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

= 0
𝛤𝛤𝑝𝑝2

 

(A.54) 

We restrict the choice of 𝑁𝑁𝑖𝑖
𝑝𝑝 to functions which satisfy 𝑁𝑁𝑖𝑖

𝑝𝑝 = 0  on Γ𝑝𝑝1. Using Eq. (A.2), the 

above equation can be written as:  

 

1
𝑀𝑀
�𝑁𝑁𝑖𝑖

𝑝𝑝𝑁𝑁𝑗𝑗
𝑝𝑝𝑟𝑟𝑟𝑟𝐴𝐴�𝑝̇̂𝑝𝑗𝑗�

𝐴𝐴
+ 𝛼𝛼�𝑁𝑁𝑖𝑖

𝑝𝑝𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
�𝑢𝑢�̇𝑗𝑗� + 𝛼𝛼�𝑁𝑁𝑖𝑖

𝑝𝑝𝑁𝑁𝑗𝑗𝑢𝑢𝑑𝑑𝑑𝑑
𝐴𝐴

�𝑢𝑢�̇𝑗𝑗� 

+𝛼𝛼�𝑁𝑁𝑖𝑖
𝑝𝑝𝑁𝑁𝑗𝑗,𝑧𝑧

𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟�𝑤𝑤�̇𝑗𝑗�
𝐴𝐴

− 𝛾𝛾2�𝑁𝑁𝑖𝑖
𝑝𝑝𝑁𝑁𝑗𝑗𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
�𝑇𝑇�̇𝑗𝑗� + �𝜅𝜅𝑁𝑁𝑖𝑖,𝑟𝑟

𝑝𝑝 𝑁𝑁𝑗𝑗,𝑟𝑟
𝑝𝑝 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
�𝑝̂𝑝𝑗𝑗� 

+�𝜅𝜅𝑁𝑁𝑗𝑗,𝑧𝑧
𝑝𝑝 𝑁𝑁𝑖𝑖,𝑧𝑧

𝑝𝑝 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

�𝑝̂𝑝𝑗𝑗� + � 𝑁𝑁𝑖𝑖
𝑝𝑝𝑞𝑞𝑤𝑤𝑟𝑟𝑟𝑟𝑟𝑟

𝛤𝛤𝑝𝑝2
−�𝑁𝑁𝑖𝑖

𝑝𝑝𝑞𝑞𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

−�𝑁𝑁𝑖𝑖,𝑧𝑧
𝑝𝑝 𝜅𝜅𝜌𝜌𝑤𝑤𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔

𝐴𝐴
= 0 

(A.55) 

In matrix form: 

 𝐾𝐾𝑝𝑝𝑝𝑝𝑢𝑢�̇ + 𝐾𝐾𝑝𝑝𝑝𝑝𝑤𝑤�̇ + 𝐾𝐾𝑝𝑝𝑝𝑝𝑝̇̂𝑝 + 𝐻𝐻𝑝𝑝𝑝𝑝𝑝̂𝑝 − 𝐾𝐾𝑝𝑝𝑝𝑝𝑇𝑇�̇ = −𝑄𝑄𝑤𝑤 + 𝑄𝑄𝑓𝑓 + 𝑄𝑄𝑏𝑏  (A.56) 

Applying Galerkin method to heat diffusivity Eq. (2.24) considering the boundary condition 

(2.34) we get: 

 

2

1 ( ) ( )

( ).
T

T T T T T
i i i

A A A

T T T T th
i i

A

T T TcN rdA k N r rdA k N rdA
t r r r z z

N T rds N q rdA

ρ

Γ

∂ ∂ ∂ ∂ ∂  − − ∂ ∂ ∂ ∂ ∂ 

− − ∇ − =

∫∫ ∫∫ ∫∫

∫ ∫∫k q n
 (A.57) 

By using Eq. (A.19) and using Green’s theorem we get: 
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� 𝜌𝜌𝜌𝜌𝑁𝑁𝑖𝑖𝑇𝑇𝑁𝑁𝑗𝑗𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 �𝑇𝑇�̇𝑗𝑗�
𝐴𝐴

− ��𝑁𝑁𝑖𝑖𝑇𝑇𝑘𝑘𝑇𝑇𝑁𝑁𝑗𝑗,𝑟𝑟
𝑇𝑇 𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟�𝑇𝑇�𝑗𝑗�

𝛤𝛤
−�𝑟𝑟𝑘𝑘𝑇𝑇𝑁𝑁𝑖𝑖,𝑟𝑟𝑇𝑇 𝑁𝑁𝑗𝑗,𝑟𝑟

𝑇𝑇 𝑑𝑑𝑑𝑑
𝐴𝐴

�𝑇𝑇�𝑗𝑗�� 

− ��𝑁𝑁𝑖𝑖𝑇𝑇𝑟𝑟𝑘𝑘𝑇𝑇𝑁𝑁𝑗𝑗,𝑧𝑧
𝑇𝑇 𝑛𝑛𝑧𝑧𝑑𝑑𝑑𝑑

𝛤𝛤
�𝑇𝑇�𝑗𝑗� −�𝑟𝑟𝑘𝑘𝑇𝑇𝑁𝑁𝑖𝑖,𝑧𝑧𝑇𝑇 𝑁𝑁𝑗𝑗,𝑧𝑧

𝑇𝑇 𝑑𝑑𝑑𝑑
𝐴𝐴

�𝑇𝑇�𝑗𝑗��

+ � 𝑁𝑁𝑖𝑖𝑇𝑇𝒌𝒌𝑇𝑇𝛻𝛻𝑇𝑇.𝒏𝒏𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤𝑇𝑇
2

 

+� 𝑁𝑁𝑖𝑖𝑇𝑇𝒒𝒒𝑇𝑇 .𝒏𝒏𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤𝑇𝑇
2

= �𝑁𝑁𝑖𝑖𝑇𝑇𝑞𝑞𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

 

(A.58) 

Or: 

 

�𝜌𝜌𝜌𝜌𝑁𝑁𝑖𝑖𝑇𝑇𝑁𝑁𝑗𝑗𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

�𝑇𝑇�̇𝑗𝑗� − �𝑁𝑁𝑖𝑖𝑇𝑇𝑘𝑘𝑇𝑇𝑁𝑁𝑗𝑗,𝑟𝑟
𝑇𝑇 𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝛤𝛤
�𝑇𝑇�𝑗𝑗�+ �𝑘𝑘𝑇𝑇𝑁𝑁𝑖𝑖,𝑟𝑟𝑇𝑇 𝑁𝑁𝑗𝑗,𝑟𝑟

𝑇𝑇 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

�𝑇𝑇𝚥𝚥�� 

−�𝑁𝑁𝑖𝑖𝑇𝑇𝑘𝑘𝑇𝑇𝑁𝑁𝑗𝑗,𝑧𝑧
𝑇𝑇 𝑛𝑛𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟

𝛤𝛤
�𝑇𝑇�𝑗𝑗� + �𝑘𝑘𝑇𝑇𝑁𝑁𝑖𝑖,𝑧𝑧𝑇𝑇 𝑁𝑁𝑗𝑗,𝑧𝑧

𝑇𝑇 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

�𝑇𝑇�𝑗𝑗�

+ � 𝑁𝑁𝑖𝑖𝑇𝑇𝑘𝑘𝑇𝑇𝑁𝑁𝑗𝑗,𝑟𝑟
𝑇𝑇 𝑛𝑛𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

𝛤𝛤𝑇𝑇
2

�𝑇𝑇�𝑗𝑗� 

+� 𝑁𝑁𝑖𝑖𝑇𝑇𝑘𝑘𝑇𝑇𝑁𝑁𝑗𝑗,𝑧𝑧
𝑇𝑇 𝑛𝑛𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟

𝛤𝛤𝑇𝑇
2

�𝑇𝑇�𝑗𝑗�+ � 𝑁𝑁𝑖𝑖𝑇𝑇𝒒𝒒𝑇𝑇 .𝒏𝒏𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤𝑇𝑇
2

= �𝑁𝑁𝑖𝑖𝑇𝑇𝑞𝑞𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

 

(A.59) 

We restrict the choice of 𝑁𝑁𝑖𝑖𝑇𝑇to functions which satisfy 𝑁𝑁𝑖𝑖𝑇𝑇 = 0 on 𝛤𝛤𝑇𝑇1. By using Eq. (A.2), 

above equation can be written as: 

 

�𝜌𝜌𝜌𝜌𝑁𝑁𝑖𝑖𝑇𝑇𝑁𝑁𝑗𝑗𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

�𝑇𝑇�̇𝑗𝑗� + �𝑟𝑟𝑘𝑘𝑇𝑇𝑁𝑁𝑖𝑖,𝑟𝑟𝑇𝑇 𝑁𝑁𝑗𝑗,𝑟𝑟
𝑇𝑇 𝑑𝑑𝑑𝑑

𝐴𝐴
�𝑇𝑇�𝑗𝑗� + �𝑟𝑟𝑘𝑘𝑇𝑇𝑁𝑁𝑖𝑖,𝑧𝑧𝑇𝑇 𝑁𝑁𝑗𝑗,𝑧𝑧

𝑇𝑇 𝑑𝑑𝑑𝑑
𝐴𝐴

�𝑇𝑇�𝑗𝑗�

+ � 𝑁𝑁𝑖𝑖𝑇𝑇𝒒𝒒𝑇𝑇 .𝒏𝒏𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤𝑇𝑇
2

 

−�𝑁𝑁𝑖𝑖𝑇𝑇𝑞𝑞𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴

= 0 

(A.60) 

or: 

 𝐾𝐾𝑇𝑇𝑇𝑇𝑇𝑇�̇ + 𝐻𝐻𝑇𝑇𝑇𝑇𝑇𝑇� = −𝑄𝑄𝑇𝑇 + 𝑄𝑄𝑡𝑡ℎ (A.61) 

Eqs. (A.41), (A.51), (A.56) and (A.61) can be written in the matrix form as below: 
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�

𝐾𝐾𝑢𝑢𝑢𝑢 𝐾𝐾𝑢𝑢𝑢𝑢 −𝐿𝐿𝑢𝑢 −𝑅𝑅𝑢𝑢
𝐾𝐾𝑤𝑤𝑤𝑤 𝐾𝐾𝑤𝑤𝑤𝑤 −𝐿𝐿𝑤𝑤 −𝑅𝑅𝑤𝑤
𝐾𝐾𝑝𝑝𝑝𝑝 𝐾𝐾𝑝𝑝𝑝𝑝 𝐾𝐾𝑝𝑝𝑝𝑝 −𝐾𝐾𝑝𝑝𝑝𝑝

0 0 0 𝐾𝐾𝑇𝑇𝑇𝑇

�
𝑑𝑑
𝑑𝑑𝑑𝑑
�

𝑢𝑢�
𝑤𝑤�
𝑝̂𝑝
𝑇𝑇�

� + �

0 0 0 0
0 0 0 0
0 0 𝐻𝐻𝑝𝑝𝑝𝑝 0
0 0 0 𝐻𝐻𝑇𝑇𝑇𝑇

� �

𝑢𝑢�
𝑤𝑤�
𝑝̂𝑝
𝑇𝑇�

�

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡

𝑑𝑑𝐹𝐹𝑢𝑢
𝑑𝑑𝑑𝑑

𝑑𝑑𝐹𝐹𝑤𝑤
𝑑𝑑𝑑𝑑 +

𝑑𝑑𝐹𝐹𝑏𝑏
𝑑𝑑𝑑𝑑

−𝑄𝑄𝑤𝑤 + 𝑄𝑄𝑓𝑓 + 𝑄𝑄𝑏𝑏

−𝑄𝑄𝑇𝑇 + 𝑄𝑄𝑡𝑡ℎ ⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

(A.62) 

The above matrix coefficients are given in detail in next section. 

A.3.2 Discretization in time 

Finite differences in time are used for temporal discretization ([0,𝑇𝑇] = ⋃ [𝑡𝑡𝑛𝑛 , 𝑡𝑡𝑛𝑛+1]𝑛𝑛𝑇𝑇
1 ). For 

any variable ‘r’, if we assume linear interpolation over a time slab ]t0, t1[, we can write: 

 𝑟𝑟1 = 𝑟𝑟0 + 𝛥𝛥𝛥𝛥[(1− 𝜃𝜃)𝑟̇𝑟0 + 𝜃𝜃𝑟̇𝑟1]                  0 ≤ 𝜃𝜃 ≤ 1 (A.63) 

where r0 and r1 are the values of r at times “0” and “1” and θ is the time stepping factor in 

the range 0 ≤ 𝜃𝜃 ≤ 1. If 𝜃𝜃 = 1 the algorithm is fully implicit and is referred to as backward 

Euler scheme. Taking constant values of 𝜃𝜃 = 0 and 𝜃𝜃 = 0.5, the method is called forward 

Euler scheme and Crank-Nicholson scheme respectively. The time stepping process is un-

conditionally stable if θ≥0.5. 

By rewriting Eq. (A.62) at two different time levels t0 and t1 and using Eq. (A.63) and some 

rearranging, we can get the following matrix form: 

 


















∆+∆−∆
∆−∆+∆+∆−
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




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∆
∆
∆
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






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




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−−
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0

)(000
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w
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tHK
KtHKKK
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RLKK

TT
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pp
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bw

u
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pTpppppwpu

wwwwwu

uuuwuu

θ
θ

 (A.64) 

where: 
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[𝐾𝐾𝑢𝑢𝑢𝑢]𝑖𝑖𝑖𝑖 = � �𝐷𝐷11𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

+ � �𝐷𝐷14𝑁𝑁𝑗𝑗𝑢𝑢𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝑑𝑑𝑑𝑑
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

+ � �𝐷𝐷33𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝑁𝑁𝑗𝑗,𝑧𝑧
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟 

+ � �𝐷𝐷41𝑁𝑁𝑖𝑖𝑢𝑢
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 𝑑𝑑𝑑𝑑 + � �𝐷𝐷44𝑁𝑁𝑖𝑖𝑢𝑢𝑁𝑁𝑗𝑗𝑢𝑢𝑟𝑟−1𝑑𝑑𝑑𝑑

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 

 

 [𝐾𝐾𝑢𝑢𝑢𝑢]𝑖𝑖𝑖𝑖 = � �𝐷𝐷12𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝑁𝑁𝑗𝑗,𝑧𝑧
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

+ � �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷33𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
+ � �𝑁𝑁𝑖𝑖𝑢𝑢𝐷𝐷42𝑁𝑁𝑗𝑗,𝑧𝑧

𝑢𝑢 𝑑𝑑𝑑𝑑
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 

 

 [𝐿𝐿𝑢𝑢]𝑖𝑖𝑖𝑖 = � �𝛼𝛼𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝑁𝑁𝑗𝑗
𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

+ � �𝛼𝛼𝑁𝑁𝑖𝑖𝑢𝑢𝑁𝑁𝑗𝑗
𝑝𝑝𝑑𝑑𝑑𝑑

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝑅𝑅𝑢𝑢]𝑖𝑖𝑖𝑖 = � �𝛽𝛽𝑁𝑁𝑗𝑗𝑇𝑇𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

+ � �𝛽𝛽𝑁𝑁𝑖𝑖𝑢𝑢𝑁𝑁𝑗𝑗𝑇𝑇𝑑𝑑𝑑𝑑
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 

[𝐾𝐾𝑤𝑤𝑤𝑤]𝑖𝑖𝑖𝑖 = � �𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝐷𝐷33𝑁𝑁𝑗𝑗,𝑧𝑧
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

+ � �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷21𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴
+ � �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷24𝑁𝑁𝑗𝑗𝑢𝑢𝑑𝑑𝑑𝑑

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

 

 

 [𝐾𝐾𝑤𝑤𝑤𝑤]𝑖𝑖𝑖𝑖 = � �𝑁𝑁𝑖𝑖,𝑟𝑟𝑢𝑢 𝐷𝐷33𝑁𝑁𝑗𝑗,𝑟𝑟
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

+ � �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝐷𝐷22𝑁𝑁𝑗𝑗,𝑧𝑧
𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝐿𝐿𝑤𝑤]𝑖𝑖𝑖𝑖 = � �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝛼𝛼𝑁𝑁𝑗𝑗
𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝑅𝑅𝑤𝑤]𝑖𝑖𝑖𝑖 = � �𝑁𝑁𝑖𝑖,𝑧𝑧𝑢𝑢 𝛽𝛽𝑁𝑁𝑗𝑗𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 �𝐾𝐾𝑝𝑝𝑝𝑝�𝑖𝑖𝑖𝑖 = � �𝛼𝛼𝑁𝑁𝑖𝑖
𝑝𝑝𝑁𝑁𝑗𝑗,𝑟𝑟

𝑢𝑢

𝐴𝐴
𝑟𝑟𝑟𝑟𝑟𝑟

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

+ � �𝛼𝛼𝑁𝑁𝑖𝑖
𝑝𝑝𝑁𝑁𝑗𝑗𝑢𝑢𝑑𝑑𝑑𝑑

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 �𝐾𝐾𝑝𝑝𝑝𝑝�𝑖𝑖𝑖𝑖 = � �𝛼𝛼𝑁𝑁𝑖𝑖
𝑝𝑝𝑁𝑁𝑗𝑗,𝑧𝑧

𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 �𝐾𝐾𝑝𝑝𝑝𝑝�𝑖𝑖𝑖𝑖 = � �
1
𝑀𝑀𝐴𝐴
𝑁𝑁𝑖𝑖
𝑝𝑝𝑁𝑁𝑗𝑗

𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
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 �𝐻𝐻𝑝𝑝𝑝𝑝�𝑖𝑖𝑖𝑖 = � �𝜅𝜅𝑁𝑁𝑖𝑖,𝑟𝑟
𝑝𝑝 𝑁𝑁𝑗𝑗,𝑟𝑟

𝑝𝑝 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

+ � �𝜅𝜅𝑁𝑁𝑖𝑖,𝑧𝑧
𝑝𝑝 𝑁𝑁𝑗𝑗,𝑧𝑧

𝑝𝑝 𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 �𝐾𝐾𝑝𝑝𝑝𝑝�𝑖𝑖𝑖𝑖 = − � �𝛾𝛾2𝑁𝑁𝑖𝑖
𝑝𝑝𝑁𝑁𝑗𝑗𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝐾𝐾𝑇𝑇𝑇𝑇]𝑖𝑖𝑖𝑖 = � �𝜌𝜌𝜌𝜌𝑁𝑁𝑖𝑖𝑇𝑇𝑁𝑁𝑗𝑗𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝐻𝐻𝑇𝑇𝑇𝑇]𝑖𝑖𝑖𝑖 = � �𝑘𝑘𝑇𝑇𝑁𝑁𝑖𝑖,𝑟𝑟𝑇𝑇 𝑁𝑁𝑗𝑗,𝑟𝑟
𝑇𝑇 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

+ � �𝑘𝑘𝑇𝑇𝑁𝑁𝑖𝑖,𝑧𝑧𝑇𝑇 𝑁𝑁𝑗𝑗,𝑧𝑧
𝑇𝑇 𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝐹𝐹𝑢𝑢]𝑖𝑖 = � � 𝑁𝑁𝑖𝑖𝑢𝑢𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤𝑢𝑢2𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝐹𝐹𝑤𝑤]𝑖𝑖 = � � 𝑁𝑁𝑖𝑖𝑢𝑢𝑡𝑡𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤𝑢𝑢2𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝐹𝐹𝑏𝑏]𝑖𝑖 = � �𝑁𝑁𝑖𝑖𝑢𝑢𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝑄𝑄𝑤𝑤]𝑖𝑖 = � � 𝑁𝑁𝑖𝑖
𝑝𝑝𝑞𝑞𝑤𝑤𝑟𝑟𝑟𝑟𝑟𝑟

𝛤𝛤𝑝𝑝2𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝑄𝑄𝑇𝑇]𝑖𝑖 = � � 𝑁𝑁𝑖𝑖𝑇𝑇𝒒𝒒𝑇𝑇 .𝒏𝒏𝑟𝑟𝑟𝑟𝑟𝑟
𝛤𝛤𝑇𝑇
𝑁𝑁

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝑄𝑄𝑓𝑓]𝑖𝑖 = � �𝑁𝑁𝑖𝑖
𝑝𝑝𝑞𝑞𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝑄𝑄𝑡𝑡ℎ]𝑖𝑖 = � �𝑁𝑁𝑖𝑖𝑇𝑇𝑞𝑞𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 [𝑄𝑄𝑏𝑏]𝑖𝑖 = � �𝑁𝑁𝑖𝑖,𝑧𝑧
𝑝𝑝 𝜅𝜅𝑧𝑧𝜌𝜌𝑤𝑤𝑔𝑔𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

A.4 Finite element formulation of poroelasticity for plane strain case 

Following a similar approach to above, after temporal discretization, we obtain the following 

system of equations for FEM modelling of plane strain poroelasticity: 

 �
𝑲𝑲 −𝑪𝑪
𝑪𝑪𝑇𝑇 (𝑲𝑲𝒑𝒑𝒑𝒑 + 𝜃𝜃∆𝑡𝑡𝑲𝑲𝒄𝒄)� �

∆𝒖𝒖
∆𝒑𝒑� = � ∆𝒇𝒇

−∆𝑡𝑡𝑲𝑲𝒄𝒄𝒑𝒑𝟎𝟎 + Δ𝑸𝑸� (A.65) 

where: 
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 𝑲𝑲 = � � [𝑩𝑩]𝑇𝑇[𝑫𝑫][𝑩𝑩]
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝑑𝑑𝑑𝑑  

 𝑪𝑪 = � � 𝑩𝑩𝑇𝑇𝛼𝛼𝒎𝒎𝑵𝑵𝒑𝒑𝑑𝑑𝑑𝑑
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 𝑲𝑲𝑐𝑐 = � ��∇𝑵𝑵𝒑𝒑�
𝑇𝑇

(
𝒌𝒌
𝜇𝜇)(∇𝑵𝑵𝒑𝒑)𝑑𝑑𝑑𝑑

𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 𝑲𝑲𝒑𝒑𝒑𝒑 = � � 𝑵𝑵𝒑𝒑
𝑻𝑻(
𝟏𝟏
𝑴𝑴)𝑵𝑵𝒑𝒑𝑑𝑑𝑑𝑑

𝑨𝑨𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 𝒇𝒇 = � �𝑵𝑵𝒖𝒖
𝑻𝑻𝒕𝒕𝑑𝑑𝑑𝑑

𝚪𝚪𝒖𝒖𝟐𝟐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 𝚫𝚫𝑸𝑸 = −Δ𝑡𝑡 � �� 𝑵𝑵𝒑𝒑
𝑇𝑇𝑞𝑞𝑤𝑤

Γ𝑝𝑝2

𝑑𝑑𝑑𝑑 − � 𝑵𝑵𝒑𝒑
𝑇𝑇𝑞𝑞𝑓𝑓𝑑𝑑𝑑𝑑

𝐴𝐴

− �(∇𝑵𝑵𝒑𝒑)
𝑘𝑘
𝜇𝜇

𝐴𝐴

𝜌𝜌𝑤𝑤𝒈𝒈𝑑𝑑𝑑𝑑�
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

  

 𝑫𝑫 =
𝐸𝐸(1 − 𝜐𝜐)

(1 + 𝜐𝜐)(1− 2𝜐𝜐)

⎣
⎢
⎢
⎢
⎢
⎡ 1

𝜐𝜐
1 − 𝜐𝜐 0

𝜐𝜐
1 − 𝜐𝜐 1 0

0 0
1 − 2𝜈𝜈

2(1− 𝜈𝜈)⎦
⎥
⎥
⎥
⎥
⎤

  

 𝑩𝑩 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝜕𝜕𝑁𝑁1𝑢𝑢

𝜕𝜕𝜕𝜕   0     
𝜕𝜕𝑁𝑁2𝑢𝑢

𝜕𝜕𝜕𝜕  0

0
𝜕𝜕𝑁𝑁1𝑢𝑢

𝜕𝜕𝜕𝜕 0
𝜕𝜕𝑁𝑁2𝑢𝑢

𝜕𝜕𝜕𝜕 …

𝜕𝜕𝑁𝑁1𝑢𝑢

𝜕𝜕𝜕𝜕
𝜕𝜕𝑁𝑁1𝑢𝑢

𝜕𝜕𝜕𝜕
𝜕𝜕𝑁𝑁2𝑢𝑢

𝜕𝜕𝜕𝜕
𝜕𝜕𝑁𝑁2𝑢𝑢

𝜕𝜕𝜕𝜕 ⎦
⎥
⎥
⎥
⎥
⎥
⎤

  

 𝒖𝒖 = [𝑢𝑢1 𝑣𝑣1 …]𝑇𝑇  

 𝒎𝒎 = [1 1 0]𝑇𝑇  

Evaluation of the above-mentioned integrals is achieved using 4-point Gaussian integration. 

 

 



179 

8. Appendix B: Terms in finite element matrices in two-phase 

model 

For the case of two phase poroelastic model, the matrices appearing in Eq. (5.68) are given 

below:  

 𝑲𝑲 = � [𝑩𝑩𝑇𝑇][𝑫𝑫][𝑩𝑩]𝑑𝑑𝑑𝑑
𝛺𝛺

  

 𝑳𝑳𝑤𝑤 = � [𝑩𝑩𝑇𝑇][𝒎𝒎][𝑵𝑵𝑝𝑝]𝛼𝛼𝛼𝛼𝑤𝑤𝑑𝑑Ω
Ω

  

 𝑳𝑳𝑛𝑛 = � [𝑩𝑩𝑇𝑇]𝛼𝛼(1 − 𝑆𝑆𝑤𝑤)[𝒎𝒎]�𝑵𝑵𝑝𝑝�𝑑𝑑𝑑𝑑
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