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PREFACE 

lorecasting of demand is a subject often encountered 

in the Industrial Engineering curriculumo Many problems 

in plaµning and inventory control base their solution on 

the ability to accurately forecast future needs and 

cond~tions. 

Several attempts have been m~de at establishing 

inventory policies that will $erve the Ready-Mix Concrete 

industry. However, the succ~ss o! these efforts has been 

limited by the difficulties i:nllerent in forecasting future 

demand for an industry that experiences a highly seasonal 

and generally volatile sales pattern. 

It was the desire to develop a method that could be 

adequately used for forecasting under the above conditions 

that has generated this thesis~ 

I am deeply indebted to the Ideal Cement Company for 

the fellowship that permitted the undertaking of this 

project. I am further indebted to Dr. Paul E. Torgersen 

for his continued guidance and assistance tb.:l:'oughout the 

course of this study. 

I would like to thank the Murphy and Perkins Concrete 

Oompany,of Oklahoma City, Oklahoma, and the Morrow Serviqe 

Company, of Perry, Oklahoma, for supplying the sales data 
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used in tbis study. 
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whose friendship and effort have made possible not only 
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CHAPTER I 

INTRODUCTION 

Forecasting future sales or work requirements is a 

problem faced by every company doing business. In a large 

organization, foreca~ting may take the torm of a quite 

complex analysis of the many faGtors considered to affect 

the product or products of th~ company. In the mmaller 

company, forecasting may consist of a simple intuitive 

extension of past experience into the future. In some 

industries, past experience is a strong indic~tor of ac~ 

tivity that may be eX)?ected in the future. aow~ver, this 

type of forecasting ca,:o. only be successful if the condi­

tions affecting the particular proo.ucts of the company 

remain relatively fixed, or if changing, change uniformly, 

Whatever the problems encountered in determining 

future sales or material requirements, it is very necessary 

for management to be ~ble to plan. In order to plan for 

inventory requirements, production schedules, labor require­

ments, financial loads and allocations, i:illd future growth 

and expansion, company management must have some indication 

of the volume of demanc;i. to be expected for their product~ 

If an extremely good year is anticipated, the company must 
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make plans for hiring additional labor, enlarging inven­

tories of required materials, purchasing additional 

equipment, and financing these extended operations. If an 

extremely poor year is expected, plans must be made for 

reductions and reallocat,ions of these ::iam.e resourcesq If 

business is expected to continue at the same pace experi­

enced in the past year or years, management must again be 

aware of this condition, so that ill-considered or illF 

timed expansions~ reductions, or reallocations may be post­

poned or prevented. 

Accurate forecasting is, in many cases, difficult or 

impossible~ In many industries, the factors affecting 

company sales cannot be determined, or~ if determined, 

cannot be accurately measured. In large organizations, 

producing many products, the problems causeQ. by unex­

pected fluctuations in one proc;l..uct can be absorbed by 

gains on other products. However, in a smaller company, 

with only one or a very few products, wide or unexpected 

fluctuations in sales can be quite damaging. It is, how~ 

ever, in these very companies that forecasting is the most 

difficult. In a small company, the necessary manpower re~ 

quired for developing an adequate forecast is not avail­

able, or if available, does not have adequate training and 

experience. In many cases, it is extremely difficult to 

determine the factors responsible for fluctuations in 

sales. How, then, can sales for a company of this type be 

forecast? 
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There are numerous methods available for foreca~ting. 

Some of these are quite simple and easily applied. Many 

are based entirely on extrapolation of historic data to 

future periods. However, due to both their simplicity and 

the generality of their assumptions, these methods are 

often inadequate for use in planning future operations. 

The Ready~Mix concrete industry is. one in which these 

conditions are foundo The small Ready~Mix concrete company 

experiences an extremely volatile sales pattern~ Part ot 

the variation can obviously be explained by seasonal fluc­

tuations, but there remains a large amount of variation 

whose source is not obvious. Due to the relatively small 

nature of most of these companiesj much or possibly most 

of this variation might be in response to the vagaries of 

the consume~. For instance, in a small Ready-Mix concrete· 

company, a single order of any appreqiable magnitude can 

be sufficient to throw the sales p~ttern from one extreme 

to another. A large company in this ~ndustry does not ex­

perience this, for their sale~ volwne is high enough that 

the influences from individ~al orders tend to average out 

over the sales period. However, the small company is 

often aware of a particularly large order for some time 

before it must be delivered. fhus, in pianning future 

sales, these unusual orders are provided for in excess of 

the normally expected sales for that period. Thus, the 

primary question is, 10 What are the normally expected sa:J._es 

for some future period?" 
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Purpose of the Study 

The purpose of this study is to develop some means of 

accurately forecasting sales for the small Ready-Mix con,.. 

crete company. Past work in developing inventory policies 

for these companies has pointed to the need for an ade­

quate predic on of demand in order to more successfu],ly 

apply the policies constructedo 

In order to develop a predictor to satisfy this need, 

it was decided to attempt to develop a linear regression 

equation based on variables~ in time series form, that a;p­

peared to be logically related to the volume of concrete 

sales. These variables were not expected to relate in a 

true cause and effect manner with the experienced concrete 

sales, but rather to be factors whose actual volume or 

production might be used to indicate the magnitude of · 

sales volume to be expected for concrete in later sales 

periods. These variables~ referred to as leading indica­

tors in the field o.f economics, were to be tested and 

either used or eliminated on the basis of their etfect on 

the linear regression equation developedo Those variables 

that in combination yielded a minimum pr~diction error 

would then be used as the mechanism for predicting future 

sales. 

Linear regression is a very powerful tool, but must 

be used with care.. Haphazard use of regression can result 

in misleading resultsa It is often possible to find highly 
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correlated relationships between variables that have no 

logical connection~ It is, of course, possible that the 

indicated relation is one that does truly exist, but is 

not intuitively or theoretically obvious. It is more 

likely~ however 1 that t~e relation is merely a chance 

occurrence, and one that may change or fail to continue at 

any time in the future. The problems that might result 

from forecasts based on variables of this kind are obvious, 

If extensive capital planning is based on this type of 

forecast~ large losses might be incurred if the chance 

relationship on which the forecast was based ceased to 

hold, causing the forecast.-to be badly in erroro To avoid 

this pitfall, variables must be selected on a logical 

basis~ FU:r;:'ther, any extreme or unusual forecasts, or any 

unexpected or unusually close relationships should be very 

carefully examined. If any indication is found that the 

relationship is unrealistic, extreme care should be exer­

cised in using the forecast values thus derivedo However, 

if care and intelligence is used in the initial selection 

of variables, problems of tp.is type sho~ld not be 

encountered9 

It is the purpose of this study, then, to select a 

fairly large n1.UD.ber of variables, logically related to 

sales in the concrete industry, and through manipulation 

in linear regression equations, determine that combination 

of variables best describing the sales pattern found in 

particular Reaqy~Mix concrete companies. The oomputer 
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programs and methods of analysis developed for studying a 

particular company should be easily applicable to other 

companies in this industry. The exact methods of t4is 

study will be discussed in detail in the following 

chapters, however, it should be recognized that these 

techniques can be applied in any case in which the analyst 

is able to logically select variables that either indicate 

or cause the effect of interest. 



CH.APT:ER II 

SALES DATA 

In order to conduct this study, sales data was ob­

tained from two Ready-Mix Concrete companies~ These 

companies are of quite different size 9 and are in two 

different locationso The data was received in the form 

of monthly sales totals, without further break;down. Thes$ 

totals include all sales made during the indicated month 1 

and no allowance is made f"or orders of unusual size or 

typeq Thus, fluctuations from this source will not be 

accounted for in the final predictor, so that allowance 

must be made prior to application and use of the forecast. 

This must be done on the basis of known orders on :hand at 

the time of the forecast. Since these orders are small in 

number, their occurrence appears almost random in nature. 

If annual or biannual sales totals were used, it is pos­

sible that the total effect of these orders might be 

accounted for adequately. However, tb.e number of unusual 

orders occurring in a single month is so small that it is 

impossible to predict. 

7 



~ethod of Analysis 

~he method o! analysis used in this study follow~~ 

systematic procedure of selection and elimination of 

variables~ until a regression equation is derived, in-

valving the best combination of variables it is possible 

to obtain from the independent variables initially 

selectedo The steps in this analysis will be discussed 

below in the order in which they occur. 

Firstj the concrete industry~ in general, was c,;3.re~ 

fully studied in order to determine those factors that 

might be expectefr· to most prominently affect production 

and sales, For instance, such factors as the general 

state of the economy, volume and trends in the construc­

tion industry, and income ani available capital might be 
Q 
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expected to either affect or indicate the volurp.e of sales 

experienced by the industry. Thus, it is necessary to 

select time series that adequately represent these general 

economic conditionsq Since sales volume in ~he concrete 

industry can be expected to respond in some manner to 

.these factors, the sales of a particular company in this 

industry can be eJq?ected to respond in a like manner to 

the fluctuations of variables representing these segments 

of the economy. 

For purposes of this study, 16 variables were selected 

from various sourceso These variables, and the reasons 

for their selection are given below. Since both companies 
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used in this study were Oklahoma compE;i!lies, several of the 

following indicators are state oriented. This was done to 

give weight to regi,onal factors that might be expected to 

affect saleso 

Agriculture production and total personal income for 

Oklahoma were chosen as state measures of availab1e capital 

and as a measure of economic conditions in the State .. (1). 

It was felt that much of the concrete sold by the smaller 

Ready-Mix companies would be to individualse Since, in 

the smaller towns, much of these sales might be assumed to 

be agriculturally oriented, the income from agriculture 

production was included as an indicator for this segment 

of the economy. The personal i~come series was expected 

to indicate the general state of private finances; the 

assumption being that the higher the general level of in­

come, the greater would be the amount of money spent for 

property improvements and constructiono 

Freight car loadings is a series generally believed 

to indicate the level of business activity being expe~i­

enced (1). For this reason~ the total monthly car loadings 

for Oklahoma was included as a further indicator of the 

general economic level in the State. 

The total dollar value of Oklahoma construction, by 

month, was included as an indicator of constrµction activ­

ity in the State (1). This series ts primarily based on 

construction contracts awarded, thus it is expected to i~­

dicate any change in the activity of the construction 
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industry. Since these are contracts for future construc-

tion, any change in the level of this series shou~d indi­

cate a corresponding change in the a.mount of concrete sold 

in future periods. 

Time series data for the production of brick, con~ 

crete,and plaster products~ construction steel, construc­

tion materials, metal materials, cement, and lumber was 

included as a measure of national construction activity 

(2). It was ·expected that the sale of Ready-Mix concrete 

would generally follow the movements of one or more of 

these products, since each is used in construction, and 

their production is gaged to meet either known or expected 

demand in present or future periods. Materials, such as 

brick, lumber, etc., must be ordered prior to actual con­

struction, so that it will be available when needed. 

Ready-Mix concrete is made for immediate use on the con­

struction site. Thus, the production of other construc­

tion materials for any given activity should proceed, by 

some consistent time interval, the production of concrete 

for those same activities. 

The Federal Reserve ~oard index of total industrial 

production was included as a measure of the state of the 

national economy (2). This series was expected to indi­

cate major tre~ds in the economy which might affect_ the 

level of activity :Ln the construction industry, and. thus, the 

level of activity in the Ready-Mix concrete industry. 

Variables representing weather conditions were also 
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considered initially. It was found extremely difficult to 

locate monthly data for either temperature or rainfall. 

Consideration of the daily and weekly data available indi­

cated that monthly totals, or averages, would tend to con­

ceal ·the effects of interesto If forecasting was being 

done on a daily, or possibly weekly basis, rainfall and 

avera~e temperature would be expected to indicate the 

amount of working time lost due to weather conditions. 

However~ total rainfall per month gives no indication of 

the number of days during which rain fell, for two days of 

heavy rains might show the same total as 15 days of light 

or medium rains. In the same manner, average temperature 

gives no indication of the number of days in the month 

that were above or below a certain temperaturep For these 

reasons, then, variables relating to weather were not 

included. 

Time series data was also considered for the book 

value of manufacturers' inventories, the Federal Reserve 

Board building cost index, the national production of 

Portland cement, and the level of crude oil production in 

Oklahoma (3), (2), (4), (1). These series were expected 

to indicate various factors in the economy, but were later 

eliminated due to either insufficient or inaccurate data, 

an obvious lack of relations~ip, or a nebulous logical 

relationshipo 

The elimination of these four variables reduced the 

number of real variables under consideration to twelve. 
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In addition to these twelve real variables, four 

artificial variables were includedo The first three of 

these were variables designed to account for quarterly 

seasonal variation in the sales data. Each variable had a 

value of one for each month of the quarter to be adjusted, 

and zero for all other months. By adjusting the first 

three quarters of each year, adjustment of the fourth 

quarter was automatically insured~ The fourth, of these 

artificial variables consisted of numbers in sequence from 

one to the total number of observationsf This variable 

was included as an adjustment for any upward trend in the 

data not explained by the other variables. This type of 

variable gives weight to the growth rate of the particular 

company of interest, plus any otter unexplained trends 

encountered. 

The second step in the analysis consisted of plotting 

the selected variables on a comm.on time scale. This 

allowed careful visual consideration of trend, cycles, 

degree of stability, and apparent re+ationship with the 

company sales data. Since these variables, to be of use 

as predictors, must lead the sale of concrete by one or 

more months, it was necessary to determine those lead 

intervals indicating the best co~respondence between the 

various series and the sales data. By placing each varia­

ble over the plots of company data, and aligning the time 

axis, it was possible to study apparent likenesses. Each 

variable was compared at a number of different times, by 
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shifting the time axis from one to fifteen months ahead of 

company sales, This procedure made it possible to select 

several intervals for further comparison. 

The procedure used in determining the appropriate 

number of periods lead 9 was i;;o shift the time axis until 

the apparent coincidence of the two series was best. The 

number of periods the axis had been shifted was then 

designated as the best lead. Values on either side of the 

best were selected to yield a range of possible lead val­

ues for consideration in later analysis. Three to five 

lead values were selected for each yariable. From these 

values for each of the twelve variables~ six likely combi­

nations of lead values were developed. These combinations 

involved the best lead value for each variable, the next 

best for each variable, and selected combinations of best, 

second best, etc. Table I shows the lead values, in 

months, as developed from this step in the analysis. 

This procedure for selecting leads was chosen as one 

method of selecting the most likely leads for further 

analysis without testing all possible combinations. Sev­

eral values were selected for each variable, since the 

comparison was visual, and accuracy was not insured. It 

was felt, that by testing values within a two to three 

month interval~ about the app~rent best lead, the true 

best lead would be more certain to be included. 

The thiro. st~p in the analysis was to search for 

intercorrelations among the variables. By elimin,ating any 



TABLE I 

VARIABLE LEAD VALUES 

Variable No .. 

..µ 
(!) 

ro 
rd 
cu 
(t) 

H 

Variable 

1 

2 

3 

4 

5 

6 

1 

1 

2 

3 

0 

2 

3 

2 3 

1 1 

2 2 

3 3 

2 2 

4 3 

4 4 

No. Variable Name 

4 5 6 

1 1 1 

2 2 2 

3 1 3 

1 1 1 

2 2 3 

3 2 3 

1 Agriculture Production (Okla .. ) ./. 

2 Total Personal Income (Okla.)/ 
3 Freight Car Loadings (Okla,,) 

4 Oklahoma Construction 

5 Brick 
6 Concrete and Plaster Products 

-

7 8 9 10 11 12 

2 1 7 1 3 1 
·- -<• 

10 2 8 2 4 2 
-·· 

ll 1 9 0 5 :;. 

"' 

11 1 8 0 4 ] 
·-

12 2 10 2 5 2 

2 2 7 2 5 ;. ., 

Variable 
No. Variable Name 
7 Construction Steel 

8 Construction Materials 
9 Metal Materials / 

10 Lumber ( 

11 Total Industrial Production -

12 Cement 

1---1 
-P 
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1 

1 

l 1.0 

2 

I 

I 

~ 

I 

; 
' 

l 

-

.64 
1.0 - 079 

1 .. 0 

TABLE II 

REPRESENTATIVE CORRELATION MATRIX 

.. 74 .73 ,. 72 
0 75 .82 .95 .66 .94 .. 78 
.86 .75 .69 

1.0 .75 .66 
1.0 .90 .66 .. 94 0 ?7 

1.0 .62 .97 ,,75 
1.0 .70 .76 

1.0 .83 
L,O 

I 
I 
I 

.62 .66 

.79 .96 
.71 
.66 

.92 .E8 

.82 .94 

.76 .72 
.. 90 ,,97 
.82 .85 

1.0 ~88 

1.0 

.79 

.84 

.64 
~64 
.94 
.93 

.,92 

.68 

.82 

.85 
1.0 

p 
-0'\ 
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visual correspondence to the sales data, it was included. 

It was felt that the indicated correlation was not serious 

enough for the elimination of e:Lther variable. 

This analysis gave rise to several relatively high 

correlations between some pairs of variables. Some of 

these are shown in Table III, strictly as a matter of pos­

sible interest. Some of these might be expected, others, 

however~ might be of possible use in other studies. 

The fourth step in the analysis is the determination 

of the best possible regression equation as deter~ined by 

an evaluation of all possible regressions on the selected 

variables. The four independent variables selected by the 

correlation analysis and the four artificial variables 

previously discussed were \lSed in this regression anaJ.,ysi$. 

These eight variables were regressed against the sales 

data for each of the two companies i~volved in this study. 

Under program control, all possible regression equations 

that could be developed from combinations of these eight 

variables were tested. This computer program is described 

in Appendix III. Due to the data format required by the 

program, a new data deck involving only the eight selected 

variables had to be developed. This too was done under 

program control, as shown in Appendix I~ This program is 

included only in the interest of a complete description of 

the process, for it is simply an input/output device used 

in the interest of saving time and effort. Since ten 

years data was used for each variable, the time saved 



TABLE III 

SELECTED IN~ERCORRELATIONS 

Variable Leads Variable 

Total Personal Income 3 moo Concrete and 
Plaster Products 

n 3 mo. Construction 
Mate;rials 

" 0 mo. Total Industrial 
Production 

Brick Production 0 mo~ Concrete and 
Plaster Products 

" Lwnber Production 

Concrete and Plaster 1 mo. ~otal Industrial 
Products Productio:p, 

Construction Materials -3 mo. " 

18 

Corre ... 
lation 

,95 

~94 

.95 

,90 

.91 

.94 

.97 
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was quite significant. 

In the interest of time, the program used to evaluate 

the regression equations computed only the coefficient ot 

determination, and the residual sum of squares for each 

equation. The value of the equations were developed on ~he 

basis of these values. 

All regressions were evaluated for each set of lead 

values, in order to determine that set of leads giving the 

best equation. The result of this step in the analysis, 

then, was a list of the variables that should be used for 

the best linear regression equation it was possible to 

obtain from the variables included for enumeration. ~hese 

variables then served as input to an IBM library program 

which developed the regression coefficients for the equa­

tion. A copy of this program is included in Appendix IV. 

The regression equation obtained from th~s analysis 

is the equation to be used for forecasting sales. The 

standard error of estimate was computed, and forecasts 

made for 1962, and the first three months of 1963. The 

actual equation, the error, and the forecasts ~re shown in 

the next chapter, A discussion of problems encountered in 

this analysis, and suggested improvements are presented in 

Chapter IV. 



CHAPTER III 

THE FORECA.STING EQUATION 

The equation developed from the previous analysis for 

the first company is 

where 

Y is the dependent variable representing 

expected sales 

x1 is agriculture production for Oklahoma 

x2 is Oklahoma construction 

x3 is construction steel production 

x4 is cement production 

x5 , x6 , x7 are artificial variables for 

averaging seasonal effect 

and x8 is the artificial variable representing 

unexplained trend. 

The lead values appropriate to this equation are as 

follows: 

20 



3 months for x1 

3 months for x2 

2 months for X3 

3 months for X4 

and 0 months for X5, x6 , x7 , and x8 , 

A lead of 3 months indicates that if one were fore­

casting for January~ 1963~ the value of variable x1 for 

October, 1962 would be used in the equation. 
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The coefficient of determination for this equation is 

.4704, with a residual sum of squares of 2Q646 x 1010 • The 

coefficient of determination indicates that approximately 

47°~ of the variance experienced in Ready-Mix concrete saies 

is explained by the eight variables included in the equa~ 

tion. The coefficient of multiple correlation for this 

equation is ,6858, and the standard error of estimate as 

computed from the formula 

E = ~ Residual Sum of Sguares 
n...:1 · ' 

where n is the number of observations on the dependent 

variable, is $7,600. This means that the expected differ~ 

ence between the actual and forecast sales is 7,600 dollars. 

Thus, if the differences between actual and forecast sales 

were averaged over a long period of time, the computed 

~rror would be this average. This value represents an 

error of approximately 20% of the average period sales. 
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It must be realized that when dealing with a sales pattern 

showing wide fluctuations, the forecast error should also 

be expected to fluctuate widelyo In some instances, the 

error may be so small that it may be considered negligible. 

In others, however, the error may be almost as large as 

the sales for- that periodo Thus, since the average error 

is so large~ the incidence of extreme error values would 

probably be frequento For this reason, forecasting with 

an equation that exhibits an error of this magnitude is 

extremely unreliable., Table IV shows values forecast 

from this equation compared with the actual sales experi­

enced, for 1962 and the first three months of 1963. 

As explained above, and as should be expected from 

consideration of the magnitude of the error of estimate, 

and the small amount of variance explained by the equa~ 

tion, the forecast values show large deviations from 

actual sales. It is not difficu~t to imagine that a per­

son~with some years experience in the industry, could 

intuitively forecast sales more accuratelyo However, con­

sideration of Table IV indicates some possible sources of 

error that might lead to a more accurate forecast if 

corrected. 

Consideration of the quarterly, semi-annual, and 

annual totals shown indicates that agreement between fore­

cast and actual sales tends to be better when considered 

over longer periods of time. Quarterly totals for the 

second and third quarters for 1962 show very close 



TABLE IV 

FORECASTS FOR 1962 .AND 1963 

-
Month Actual Forecast 1 Q.uarterly 6 mo. 

Sales (Coded) Sales Totals Totals 
1--..- -

Jan. 19,557 32~504 
I 

·-
Feb. 33~917 34~879 

.. _......,,."""""'~ 

A: 88,275 Mar. 34,800 36,989 F:102q373 -·"-=-;.· 

Apr. 52~715 469042 

May 46~985 46~795 - -
C\I June 37,209 46~790 A:136~810 A:225~0851 
I..O F:139q629 F: 242 .002 ! 
O'"' ~-
..-I 

Jul. 469015 44~056 

Aug. 47~820 41~503 

Sept. 34~884 43,281 A:128 9 720 
F:128.840 

-
Oct. 44,394 39~061 -
Nov. 43,769 37~201 -- ··- A:125,382 A:254,102 A:479,187 Deco 37~218 i 38~291 F:114~553 F:243.393 F:48222~g -

-
Jan. 239736 35~459 

Feb. 46,i449 381432 

lVJ:ar. 64,922 48,649 A:13;5 1107 
!ill2,!z41 
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agreement, while the totals for the first and last quar­

ters show an apparently smaller error than did the monthly 

totals. Although this same effect might be observed in 

many situations~ and considered merely an averaging of 

random errors, there appears to be a better explanation in 

this particular situation. It will be remembered that the 

seasonal affect was averaged for each quarter, with fore­

cast sales receiving only this quarterly adjustment for 

seasonal affect. It i.s felt that~ due to the extremely 

seasonal nature of this industry~ a quarterly adjustment 

was not sensitive enough to completely eliminate seasonal 

variance. By developing a seasonal index for company 

sales 1 by month~ and using only seasonally adjusted sales 

figures in the analysis, it is believed that much better 

accuracy of forecast could be obtained. This method, of 

course~ would eliminate the three variables included to 

adjust for seasonal variation. Thus, more real variables 

could be included within the limits of the computer pro­

gram, perhaps explaining still more of the variation found 

in the sales data. 

A further adjustment that might help to improve the 

accuracy of the forecast is to adjust the constant term in 

the equation for the average value of large jobs contracted 

for future periods. It has been previously mentioned that 

a portion of the variation in monthly sales totals might 

be explained by the occurrence of a small number of large 

orders 1 Since this number is quite small, it is almost 
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impossible to predict. However, qy carefully analyzing 

past sales, it would be possible to determine the average 

value of jobs of this typeo Orders of this nature should 

be fairly easily distinguished~ since they will be many 

times the size of orders normally experienced. This aver­

age value should then be deducted from the constant term 

in the equation. The modified equation would then fore­

cast normal or expected orders without giving weight to 

large or unusual orderso Since orders of this magnitude 

would normally be placed some time before delivery, it 

would then be possible to simply add to the forecast the 

actual value of these unusual orders~ Under this proce­

dure~ normal sales should be much more accurately fore­

cast, since the occurrence or non~occurrence of unusually 

large orders is no longer a factor. By adding the actual 

value of those orders known to be due during the next 

period, the accuracy of the forecast does not suffer, for 

unusual sales are added in the exact amount in which they 

will occur. It is, of course, possible that large orders 

might be placed without warning, but situations of this 

nature are present in any free market, and must be met or 

ignored as prescribed by company policy~ and available 

production capacity~ 

The above adjustment may be relatively easily made by 

the user~ and tested against the last year's sales. How­

ever, if the equation is adjusted in t~is manner, the 

standard error of estimate computed above is no longer 
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valid. Furthermore~ it is impossible to compute a new 

error value, si~ce the adjustment was made to the equation 

rather than to the data. If the new equation showed fairly 

close agreement with actual sales values throughout the 

past yeai.~ it would probably be safe to use~ if used 

cautiously. 

If the actual sales data were modified by eliminating 

orders of unusual magnitude~ and a new equation developed, 

it would be possible to compute a new error of estimate. 

This~ of course~ would be the safest method, and would be 

relatively easy to accomplish once the basic sales data 

had been modified. Modification of the sales data, how­

ever~ might be quite difficult and time consuming, depend­

ing on the amount and type of bistorical data available. 

If the data was to be modified in this manner, a sea­

sonal index should also oe developed, and applied at the 

same time. The equation developed from data of this type 

should be much more accurate, and 1 therefore, much more 

useful. 

One further point regarding use of any equation of 

this type should be made at this time. A linear regres­

sion equation represents the apparent relationship among 

those variables included in the analysist It does not, 

however, insure that this relationship is exact, or that 

it will continue to hold indefinitely. It can o~ly be 

said, that the relationship indicated is one that has 

occurred in the past, and will continue to hold in t~e 
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future only so long as conditions underlying the relation 

continµe unchanged. 

The variables used in this study appear to be rela­

tively stable~ and barring violent upset in the economy 

generally, or in th~ industries giving rise to the series 

involved, should continue in essentially the same pattern. 

If at any time, however, forecasts are badly in erroZ', or 

consecutive forecasts tend to be in error in the same 

direction~ continued use of the same equation should be 

made with care. If either of these conditions appears, 

careful study should be made of the variables in use, and 

of the economy in general, in an effort to determine the 

cause of the deviation. If it is found that a change has 

occurred in the nature of either the economy, or one or 

more of the variables in the equation, a new equation 

should be developed using either the same variables, or 

new vaJ;'iables in place of those that have changed~ In any 

case, once deviation from the normal pattern of accuracy 

is experienced, great care should be exercised in further 

use of the equation, until the reason for deviation has 

been discovered and corrected~ 

The past few pages have been devoted to an explana­

tion of the equation developed for the first company 

analyzed. The analysis for this company was complete, and 

comments have been made concerning modification and use of 

the equation developed. However, data from a second 
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company was included in this study" A complete analysis 

was not made for t:l:lis company for several reasons" The 

most important of these reasons was that preliminary anal­

ysis indicated the best regression equation that could be 

developed for this company would explain only 23% of the 

variance in the sales data. Forecasts from this equation 

would most likely have an error greater than the average 

monthly sales experienced by the company. Several reasons 

for this result seem apparent. The sales for this company 

were much smaller than for the other. For this reason~ 

the problem almost becomes one of predicting the actions 

of individual customers, rather than the average response 

of a large population of customerso This is a more 

exaggerated case of the occurrence of unusually large orders 

mentioned in connection with the previous analysis. ~n 

this case, however, orders from a few customers can radi­

cally affect the total sales for the month, Thus, ade­

quate adjustment is extremely difficult. 

It was further expected that the affect of the sea­

sonal factor would again contribute significantly to the 

forecast error. Since this was felt to be a major factor 

in the reduced accuracy of forecasts for the first company, 

further analysis seemed fruitless. 

Due to the small amount of variance explained by the 

variables included in the analysis, it seems likely that 

these variables do not adequately represent tne factors 

affecting th$ sales of this companyc 
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These statements are not intended to indicate that it 

is impossible to forecast sales for this company, but are 

intended simply to indicate the difficulties encountered 

in the analysis of sales for a company of this sizeo Mod­

ification of the sales data tor se~sonal effect and unusual 

orders, as suggested in the previous an~lysis, and 

inclusion of variables more representative of t~e factors 

affecting the sales of small companies, should lead to a 

usable and reasonably accurate forecasting equation. Mod­

ification of the data in this manner, although not impos­

sible, will be quite difficult, since it seems likely that 

a fairly large portion of sales might be attributable to 

relatively substantial orders from a few individual 

customers. 

Thus, although the method of analysis is appropriate, 

considerable study and adjustment of sales data must be 

acco:)Il.plished before a useful sales predictor can be derived. 



CHAPTER IV 

SUMMARY AND CONCLUSIONS 

The method of analysis developed in this thesis con­

sisted of the following four distinct steps~ 

lo The initial selection of time series variables 

considered to represent factors affecting sales 

volume~ or considered to exhibit some logically 

sound relationship with sales volume. 

2. The determination~ by graphical techniq~es or 

any other appropriate method, of the combination 

or series of combinations of variable leads 

deemed most likely to represent the best corre­

spondence between variables. It must be remem­

bered that no matter how close a relationship 

between sales and some variable, the variable 

is not useful as a predictor if it does not lead 

sales by one or more periods. 

3. The careful elimination of intercorrelation 

oetween variables used as predictors. 

4o The development of the best possible regression 

equation from those variables remaining after 

the preceding analysis. 

30 
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In studies of this type, it is normally recommended 

that the residual values remaining after elimination of 

known sources of variation be tested for autocorrelation. 

Evidence of the presence of autocorrelation should lead to 

adjustment of the error of estimate by one of the equations 

shown in Ezekial and Fox (5). This was not done in the 

present study, since the suggest ed modifications to the 

derived regression equat i on wi ll great ly change the nature 

of the residual quantities. Detection of the presence or 

absence of autocorrelati on at this point would be almost 

entirely meaningless. 

The method developed in this thesis seems quite 

powerful, if carefully applied to accurate and reliable 

sales data. The problems encountered with the data used 

in the sample study should be remembered when applying 

this technique. One of the strongest features of this 

method is that it is primarily one of objective selection 

of appropriate variables from a continually refined popu­

lation of those deemed applicable. It is generally 

believed that one of the most difficult problems to sur­

mount in forecasting with a linear regression equation is 

determining accurately those variables most appropriate 

for inclusion in the equation. Use of this method allows 

one to begin with almost any number of variables thought 

generally applicable, and successively reduce their num­

ber until those remaining in the final equation yield the 

best fit to the data at hand that can possibly be developed 
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from the initial population o! variables. 

One of the greatest weaknesses of this method is that 

the initial population of variables must be selected on 

the basis of human judgment 9 If these var·iables are not 

selected on a purely logical basis~ the remaining analysis 

can yield false or misleading results. Thus~ great care 

and consideration must be exercised in 'the initial step of 

the process. 

The method is limited in that the number of variables 

remaining in the stu.dy must be reduced to a maximum of 

nine in o.rder to meet t;he limi tat;ions of the regression 

evaluation program. This problem can be circumvented by 

using a computer with a large memory capacity~ thereby 

increasing the capacity of the program~ or by analyzing 

the variables in groups of nine~ and forming subgroups of 

the best variables from each group for further analysis. 

It is possible that the latter procedure might cause the 

elimination of a 11 good 10 variable by some accident of 

groupingp However 9 this occurrence seems highly unlikely, 

and probably need not be consideredp 

Use of this method~ as developed here~ must be tem­

pered with a realization of the large amount of computer 

time involved in the final stages of analysis. The IBM 

1620 computer was used for s.11 work on this study. Approx.­

imately seven hours of computer time was involved in the 

study. The nature of the data used in the study, and the 

format required for input to the computer caused the data 
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input time to be the greatest time consuming factoro 

Actual calculation occupied a very small percentage of the 

time, but~due to memory limitations in the computer~ all 

data had to be read in for each set of lead values consid­

ered. Since six sets of leads were used in this study, a 

deck of 240 data cards had to be read into the computer 

six times each for both the correlation program and the 

regression program. In both programsj the cards were read 

in pairs at about five second intervals. The long read 

cycle was the result of intermediate calculations made for 

each pair of data cards. Thus, unless a faster computer 

was available, the time consumed in an expanded study of 

this type would be prohibitive. Computer time could be 

reduced by consolidating the correlation and regression 

programs~ reducing the number of sets of leads consideredj 

or reducing the number of monthly observations included 

for each variableq 

Despite the limitations mentioned, it is felt, based 

on the reasonably comprehensive nature of this study, that 

the power of this method of analysis has been verified, 

and that it should be considered if a demand forecast is 

to be attempted. 

Extensions of the Study 

The most fruitful area for study in the extension of 

this method is that of the initial selection of variables~ 

Although it seems doubtful that an entirely objective 
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method could be developed for this purpose, it does seem 

possible that steps could be made in this direction. A 

suggested first step would be the development of a number 

of concisely stated criteria for inclusion or rejection of 

an examined variable in the study. Studies of this type 

generally rely on the intuition and judgment of the 

analyst. Formal criteria for selection seem to be non­

existent beyond the general statement of the need for 

logical relationships. Each analyst has his own. series of 

informal and often unconscious criteria of selection~ but 

this does not remove 'the selection process far enough from 

the realm of pure intuition. 

If the methods of this study are selected for repeated 

use 1 an important addition would be the consolidation of 

the programs used into a single comprehensive program. Due 

to the nature of the programs, this would be a very diffi­

cult task~ but if correctly done would greatly increase the 

efficiency of the methodo The purpose of such an effort 

should :pri.marily be the reduction of the computer ·time re­

quiredo However~ the addition of routines for computing 

residuals from the final regression equation~ listing 

actual and forecast values for a selected number of peri­

ods~ and testing for autocorrelation should be consideredq 

Further testing and eYaluation with live data will" 

of course~ contribute to the understanding of the useful­

ness and limitations of this techniqueo 

Finally, comparison of this technique with other 
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forecasting methods using the same data would give measure 

to the relative strength of this particular method~ 
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APPENDIXES 

INTRODUCTION 

Included in the following appendixes are all programs 

used in the preceding study. Included with each program. 

is an explanation of its input format requirements~ infor­

mation pertinent to use of the program. 1 a complete listing 

of the program 9 and the program. output associated with the 

final regression equation developed in the study, if 

appropriate. 

The program. for calculation of correlation coeffi­

cients for all pairs of variables is based on a program 

found in the IBM Users Library,Prog~am 6.0e052 (6), but 

was completely re-written to serve the needs of t~is stu~y. 

The program for evaluation of all regression equa­

tions for a given set of variables is a modification of a 

program. from the IBM Users Library, Program 6,0.057. The 

program was modified.to allow consideration of different 

sets of leads for the included variables. The portion of 
the program. which developed and evaluated each regression 

equation was used without change. 

The program for calculation of regression coeffi­

cients for any selected set of variables, is a supplement 



to the above programo This program was ~sed withou~ 

modificationo 
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Further, technical information on programs from the 

IBM Library can be obtained through reference to the orig~ 

inal programs in the IBM Library catalogue (6). 



PROGRAM I 

Due to the selective nature of this procedure, vari­

ables are constantly being removed from the initial popu­

lationo Input to the following programs requires that 

variable~ be sequentially arranged in the order in which 

they are calledo Thus 9 as variables are eliminated, a new 

data deck must be punched omitting the eliminated varia­

bles. The following program was designed to select up to 

twelve variables, as specified by number, from a master 

variable deck including all 20 variables considered in 

this study. Input to the program is as follows: 

~~e first card coptain~ the numbers of the first 

eleven variables desired, The number of the first 

variable should appear in the first three columns of 

the card, the number of the second variable in the 

second three columns of the card, etc~ 

The second card should contain the number of the 

twelfth variable in the first tnree columns, and the 

number of variab].es to be pu,nched·out in the secon,.d 

three columns. 

These two cards should be followed by the master 

data deck, with the first observation for each varia­

ble entered in consecutive ten column fields (u,se only 
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columns 1-70~ i.e., seven variables per card) of the 

first three cards, the second observation on each 

variable entered in consecutive ten column fields of 

the next three cards, etc. 

Output will be i~ the fo~m of punched cards contain­

ing from seven to twelve variables, in the appropriate 

format for input to the following programs. 
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Program I. 

C ARRANGES UP TO .12 VARIABLES INTO PROPER FORMAT FOR INPUT INTO 

C .. CORRELATION AND REGRESSION PROGRAMS--SELECTS FROM 20 VARIABLES 

DIMENSION V{21),N{12),T{12). 

READ 2,N{1),N(2),N(3),N(4),N{5),N(6),N(7),N(8),N(9),N(10),N(11) 

2 FORMAT ( I 3, I 3, I?, I 3, I 3, I 3, I 3, I 3, I 3, I 3, I 3) 

READ 2,N{12),NVOUT 

6 READ 4,V{1),V{2),V{3),V(4),V(5),V(6),V(7) 

4 FORMAT(E10.4,El0.4,E10.4tE10,4,El0.4,E10,4,E10.4) 

READ 4,V(8),V(9),V(10),V(11),V(12),V(13),V(14) 

READ 4,V(15),V(16),V(17),V(l8),V{l9),V(20) 

8 DO 5 l;;:l,12 

M=N ( I ) 

I F (M) 1 , 18, 5 

5 T(l)=V(M) 

18 PUNCH 4,T(1},T(21,T(3),T{4),T(5),T{6),T{7) 

IF{7-NVOUT)10,6,1 

10 GO TO{l,1,1,1,1,l,1,1,ll,12,13,14,15),1 

11 PUNCH 4,T(8) 

GO TO 6 

12 PUNCH 4,T{8),T(9) 

GO TO 6 

13 PUNCH 4,T(8),T(9),1(10) 

GO TO 6 

14 PUNCH 4,T{8).T(9),T{10),T(11) 

GO TO 6 

15 PUNCH 4, T(8),T(9),T(10),T(l1),T(12) 

GO TO 6 

1 PR I NT 16 · 

16 FORMAT{33HLESS THAN 7 VAR, ORM IS NEGATIVE) 

END 



SAMPLE INPUT DATA 
37221. 405598. 95043. 128493. 89.0 1-00. 5 72.0 

102.5 98.3 88.5 117. 2 85.5 B 12. 3583. 
0.0 o.o 0.0 120. 0 74437. 12805. 

50752. 396145. 98187. 128517. 1-09 .'4 116. 7 84.0 
11 l. 1 103. 1 96.8 120.6 112.9 -12620. -01317. 
o.o o.o 0.0 119.0 87539 •. 17657. 

59340. 411639. l 16553. 126088. 113. 6 124.6 93.4 
116. 7 102.5 100.8 122.5 126.4 -14210. -499. 
o.o 0.0 o.o 118. 0 88789. 16790. 

SAMPLE OUTPUT DATA 
.3722E 05 .1284E 06 .7200E 02 .85S0E 02 .OOOOE-99 .OOOOE-99 .OOOOE-99 
.1200£ 03 .7443E OS 

.5075E 05 .1285E 06 .8400E 02 .1129£ 03 .OOOOE-99 .OOOOE-99 .OOOOE-99 

.1190E 03 .8753£ 05 

.5934E 05 .1260E 06 .9340E 02 .1264E 03 .OOOOE-99 .OOOOE-99 .OOOOE-99 

.1180E 03 .8878E 05 

=F001 
=F002 

=F003 
=F004 

=FOOS 
=F006 

1-,:j 
Ii 
0 

(Jq 
1-;1 

~ 
H 

,,.-.. 
0 
0 
13 
ct 
l-'• 
µ 
s::: 
-(l) 
p. ,.__., 

.p 
·\:}3 



PROGRAM II 

The following program will compute the simple corre­

lation coefficients for all pairs of up to twelve varia­

bles. The program is designed to make calculations for 

any set of lead values corresponding to the input varia­

bles, Lead values may be zero, but must be less than 

fifteeno The correlation coefficients are computed :Crom 

the equation 

N~X. X. - :EX. :EX. 
l. J . 1 .J • 

Input to the program should consist of the following; 

The first card contains the number of variables 

in columns one to five, the number of observations on 

each variable in columns six to ten, the maximum lead 

value plus one in columns eleven to thirteen, and a 

three digit identification for the set of lead values 

under consideration in columns fourteen to sixteeno 

The second card contains the number of periods 

lead for the first variable, in columns one to three" 

Each succeeding card contains the lead value for 

consecutive variables, until a lead value has been 
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provided for each input variable. Each of these 

values occupies columns one to three on separate 

cards. 

The data deck punched by Program I~ or a data 

deck in the format described for the master data 

deck~ modified for the appropriate number of 

variables~ should follow, 

The last card sho~ld contain a one in column 

72. 
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Output from the program is printed on the typewriter, 

and consists of the number of variables, the number of 

observations on each variable, the identification of the 

set of lead values used 9 and the i-j subscripts for each 

pair of variables followed by the correlation coefficient 

for that pair of variables, as shown in the sample follow­

ing the program listi~g. 



· J?rogrrun, lI . · 

C .. SIMPLE CORRELATION FOR ALL PAIRS--UP TO 12 VARIABLES 
DIMENSION T(12,15),N(12),SUM(12);suM2(12),PROD(12,12),X(12) 
DIMENSION R(12,12)· .. . . 

· 1 READ 20~N1,N2,M,NL' · . · 
.20 FORMAT(IS,15,13;13) · 

N3=N1-1 
Y2=N2 
DO 5 1=1,Nl 
SUM( I )=0; . : 
SUM2(1)=0, 
DO 5 J=l N 1 

6 PROD(l ,J i .. o. 
DO 2 l 1=1,N l 

21 READ 22, N(I) 
22 FORMAT(l3) 

DO 26 J==l ,M . . . . . 
22.34 READ 24,T(1 1 J),.T(2,J),T(3~J),T(4,J),T(5,J),T(6,J),T(7,J),J1 

FORMAT(ElQ,q,El0,4,El0,4,El0,4,ElO,q,El0.4,EJ0,4,12) 
IF(J1)33~25,33 ·. ·· . · 

25. IF(7-N1)26 27 27 . . . . 
26 READ 24,T(~,Ji,T(9,J),T(10,J),T(11,J),T(12,J) 
27 DO 28 h=l,Nl . . . · 

L=N( I )+1 · 
28 X(l)aT(l,L) 

DO 30 1=1,N 1 
DO 30 J=l ,M 

30 T(l,J)=T(l,J+l) 
. DO SO I = 1 , N 1 . • 
SUM( I )=SUM( I )+X( I) 

SO SUM2(1)aSUM2(1)+X(l)*X(I) 
DO 7 J=1,N3 
L=J+l 
DO 7 K=L N1 . . 

7. PROD(J, K)=PROD( J, K )+X ( J )*X (K) 
J=M 
GO TO 23 

33 DO 8 I= 1, N3 
L=l+l 
DO 8 J=L,Nl . . 
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XNUM=(Y2*PROD(l,J)-SUM(l)*SUM(J)). . . 
DEN=( SQR(( Y2*SUM2( I ),-SUM( I )*SUM( I ))* ( Y2*SUM2( J )-SUM( J )*SUM( J)))) 

8 R(l,J)=XNUM/DEN . · 
DO 9 I== 1, N 1 . 

9 R(l,1)=1,0 
PRINT 20,N1,N2.,NL 
PRINT 35 .. 

35 FORMAT(//24H J R(l ,J)/) 
DO 10 lo;ol,Nl. 
DO 10 J=l,Nl . 

10 PRINT 32,1,J,R(l,J) 
32 FORMAT(IS,15,SX,E14,8) 

PAUSE 
GO TO l 
END 



47 

Progr~m II (Continued) 

1 2 120 6 

J R(l,J) 

1 1 • 10000000 E+01, 6 8 .94129175E-00 
1 2 .55805L•58E-00 6" 9 • ]22Lf6251 E-00 
1 ·3 .lf355 9411 E-00 6 10 .70991747E-00 
1 4. .37588722E-00 6 11 • 92256220E-00 
1 5 .56609331 E-00 6 12 • 9002517L•E-00 
1 6 .62606318E-00 7 7 .100,l0000E+01 
1 7 .• 21 l!f!f 306E-00 7 8 • 705lf5130E-00 
1 8 .58350755E-00 7 9 • 5 86Lf 705 7 E-00 
1 9 .53001619E-00 7 10 • 7073lf!f89E-00 
1 10 .47166657E-00 7 . 11 .6719058LfE-00 
1 11 • 5 7342606E-00 7 12 .lf7125878E-00 
1 12 .6843lf757E-00 8 8 · .10000000E+01 
2 2 .10000000E+01 8 9 .82532573E-00 
2 3 .77392675E-00 8 10 .• 87957696E-00 
2 4 .7546414SE-00 8 11 • 96725561 E-00 . 
2 5 .74179982E-00 8 12 .88003153E-00 
2 6 • 94377816E-00 9 9 .10000000E+01 
2 7 .52387031E-00 9 10 .83201266E-00 
2 8 • 91072258E-00 9 11 .82964202E-00 
2 9 .68011159E-00 9 1 2 • 7 382lf600E-00 
2 10 .65630116E-00 10 10 • 10000000E+01 
2 11 • 928606111 E-00 10 11 .8139725lfE-00 
2 12 • 79118822E-00 10 12 .75154912E-00 
3 3 .10000000E+01 11 11 • 10000000E+01 
3 4 .856Lf2180E-00 11 12 .80717300E-00 
3 5 .44768663E-00 1 2 12 .10000000E+01 
3 6 .72728112E-00 
3 7 .2618Lf722E-00 
3 8 .64381196E-00 
3 9 .37812467E-00 
3 10 .3252956SE-00 
3 11 .670lf0328E-00 
3 12 .S6420333E-00 
1. 4 .10000000E+01 ,. 5 .L.2460151 E-00 
!f 6 • 7407 3318E-00 
1. 7 .18756832E-00 
1. 8 .61199080E-00 
1. 9 .29835029E-00 
4 10 • 2589lf613E-00 
1. 11 .6163Lf765E-00 
lf 12 .5 750lf8L•0E-00 
5 5 .10000000E+01 
5 6 .83487132[-00 
5 7 • 627622Lf2E-00 
5 8 .92120082[-00 
5 9 .82615872[-00 
5 10 .91961172E-00 
5 11 .83278288E-00 
5 12 .88462328E-00 
6 6 .10000000E+01 
6 7 .5 202lf923E-00 



PROGRAM III 

This program computes the coefficient of determina­

tion and the residual sum of squares for all regression 

equations that can be formulated from up to nine input 

variableso The program accepts data on the basis of lead 

values~ in the same manner as described for the previous 

programo The coefficient of determination for each re­

gression equation is compared with a specified test value, 

and a card is punched for each equation whose coefficient 

of determination exceeds this value. This card contains 

the number of variables in the combination, the coefficient 

of determination, the residual sum of squares, and a li$t­

ing of the variables included in the combination, If 

program switch 1 on the 1620 is off during processing, 

these cards follow an identification card~ If. switch l 

is on~ the triangular matrix of sums of cross ~roducts is 

first punched. These cards serve as in.put to the ne~t 

program~ and will be explained later. 

Input to the program should be in the ~allowing form: 

The first fifteen columns of the first card may 

be used for identific~tion, and will be reproduced in 

the output identification card. Columns 19 and 20 

contain the number of variables; columns 22 to 25 
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contain a three digit test value of the form,.:XXX; 

column 30 should contain a zero if it is desired to 

include the constant term in the equ~tion, and a one 

if the constant term is to be omitted; colum:J1s 31 to 

33 contain a three digit identif~cation of the set 

of lead values being used; and colUU!lls 34 to 36 con­

tain the maximum lead value plu~ oneo If the con­

stant term is omitted from the equationss ten varia­

bles may be included instead of nineo 

The next n cards each contain a single lead 

value in columns l to 3, for each of then variableso 

These cards are followed by a data deck as 

punched by program one, or in the format described for 

the master data deck. The dependent variable must be 

the last one entered, for the program develops regres­

sions against this last variable, whatever it may be. 

The last card must contain a one in column 72, 

Data must be re-entered for each set of lead values 

analyzed. 

Program output has been previously described, and is 

shown in the sample following the program listing. 



Program .TIT· .. 

C ALL PnssrBLE REGRESSIONS FOR UP TO J2 VARIABLES . 
C · .. SWITCH l ON WILL PUNCH MATRI.X OF SUMS OF CROSS PRODUCTS 

2 
3 

4. 
5 

.6 

7 

) 8 

9 

. ·. . ' . 

DIMENSION A(220),K(9),X(11),G(11,15),LEAD(11) 
L IM=lO . . 
DO 1 I= l ~9 
M( I )=0 ·· . , . 
X ( 1 ) = 1. O . . · ·. . · .. . . ·. . . . . · 
READ. 3, NVAR, TEST, J2 ,NLEAD,MLEAO, · · .. 
FORMAT(15H .. •·.··.. 15,FS.3,15,13,13). 
IF(J2)4.St4 . . . 
J2=1 . . . . 
MS=1"'."'J2 
MS i ZE=NVAR+MS ·. . , . 
IF{LIM-MS1ZE)6,8,8 -
J=LIM;.,.MS . . 
PRINT 7,NVAR,J .. 
FORMAT(l5,20H VARIABLES, LIMIT IS .. 13) ·· 
PAUSE .. 
GO TO 2 
INC=MSIZE*(MSIZE+l)/2 
DO 9 1=1,INC . . 
A{ I )=O .. Q · · . _.· 
11=2-MS . 
12:;:NVAR+l 
N=O. 

C READ IN SAMPLES AND BUILD·UP t~IANGULAR MATRIX 

DO 100 1._. 2 , I 2 
100 READ 101,LEAD(I) 

.101 FORMAT{l3) . 
PRINT 106,NLEAD 

106 FORMAT { 13HL,EAD DECK ID 13) . . · · 
D013J=1,MLEAD . .· ·_ . 

11 FORMAT{E10.4,E10.4,E10.44E10.4,E10~4,E10.4,E10.4tl2) 
10 READ 11,G(2,J),G{3,J),G( ,J),G(S,J),~(6,J),G(7,JJ,G(8,J),J1 · 

IF(J1)17,12,17 . 
12 IF{7-NVAR)13,105 105 
13 READ 11,G{9,J},Gt10,J) 

10 5 . DO 1 O 7 I = 2 , I 2 -
·L=LEAD( I )+ 1 . 

107 X(I )=G( I ,L) 
DO 103 1=2, 12 
DO 103 J=l,MLEAD 

.103 G{l,J)~G(l,J+l) · 
15 K=O · · 

DO 16 I = I 1 , I 2 
P=X (I) 
DO 16 J;.. I , I 2 
K=K+l 

16 A(K)=A(K)+P*X(J) 
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Program III (Continued) 

N=N+l 
J=MLEAD 
GO TO 10 

17 PUNCH 3~NVAR,TEST,J2 
PUNCH lts,N,A(INC) 

18 FORMAT(llHNO SAMPLES=l5,13H, RAWS OF S=Ell.4) 
IF(SENSE SWITCH 1)19,22 

C PUNCH MATRIX Of SUMS -OF PRODUCTS 

19 K=O 
DO 20 l=J2,NVAR 
DO 20 J=I ,NVAR 
K=K+l 

20 PUNCH 21,1 ,J,A(K) 
21 FORMAT(l15,15,E20.8) 

C SET UP ANO SOLVE REGRESSIONS 

22 T=A( I NC) 
S= 1. 0/T 
K 1= 1 
KP=l 
11=2 
KS=MSIZE 
PUNCH 23 

23 FORMAT(/39HNVAR R-SQ RESS OF S VARIAaLE LIST) 
24 K2=MSIZE-KP 

Ll=KP-MS-1 
DO 31 K=K 1, K2 
I NC=I NC-KS 
KS=KS-1 
12= I l+KS ... KP 
J 1= 12+1 . 
P= 1. O I A ( I 1-1) 
DO 26 I= I 1, 12 
Q=P1'l"A( I) 
L=Jl-1 
J2=L+l2 
DO 25 J.=J1,J2 
JK=J-L 
JN=J+I NC 

25 A(JN)=A(J)-Q*A(JK) 
26 Jl=J2+1 . 

M(K)=K+Ll 
I F(K+L 1 )6,27,28 

27 T=A(JN) 
S= 1. 0/T 

28 P=A(JN) 
Q=(T-P)*S 
IF(Q-TEST)31,29,29 

29 N=K-MS 
1=~(9) · 
PUNCH 30,N,Q,P,M(1)4M(2),M(3),M(4),M(5),M(6),M(7),M(8),I 

30 FORMAT(l3,F8.4,E12. ,16,13,13,r3,13,13,13,13,13) . 
3 1 I 1= I 2+ IN C+2 
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Program III (Continued) 

M(K2)=0 
K h==K2-1 
IF(K1-MS)6,2,32 

32 KP=M(Kl)+MS+2-Kl 
KS=KS+2 
INC=INC+KS+KS-1 
I 1=J1-INC-INC+KP*(KS+KS+3-KP)/2 
GO TO 2L• 
END 
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Pro gr l;Ull . III (Continued)· .. ·. 

SALES DATA 9 .464 ·. 0 
NO SAMPLES=.·· 116, RAW s OF S== 4. 8304E+1 l 

NVAR R-SQ RESS OF S VARI.ABLE LIST. 
' 

8 .·. >. 4704 2~. 46Z3E.+09 0 1 2 3 4 5 6 7 8 

7 .4695 26.5075E+09 0 1 2 3 4 5 7 8 0 

7 .4703 26. 4656E+09 , 0 1 2 4 5 6 7 8 0 

6 • 4694. 26 .• ? 126E+09 . 0 1 2 4 5 7 8 0 0 

7 ,4695 26.5036E+09 0 2 3 4 5 6 7 8 0 

6 .4688 26.5428E+09 0 .2 3 4 5 7 8 0 0 
' 

6 .4695 26.5036E+09 0 .. 2 4 5 6 7 8 0 0 

5 .4687 26.S435E+09 0 2 4 5 7 8 0 0 0 



PROGRAM IV 

This program is an extension to the previous. program, 

and is taken without chan~e from the IBM Users Library. 

Complete information on this program may be obtained from 

the Users Library catalogueo This program computes regres­

sion coefficients for selected combinations of variables9 

Input/output formats and a program listing are in­

cluded here only in the interest of completeness, 

··Input to this program consists of selected output 

from Program III as follows: 

If this program is entered immediately follow­

ing Program III, and program switch 1 is off, enter 

the identification card (the first card :punched as 

output from Program III) and a:ny variable cards, from 

Program III, for which regression coefficients are 

desired., 

If switch 1 is on, enter the identification 

card~ the matrix of sums of cross pro4ucts cards, 

and variable cards for which regression coefficients 

are desiredQ 

If program switch one is off, the program assumes 

that the matrix of cross products is already in memoryo 

Thus, if it is impossible to enter this program.immediately 



following Program III, the cross products matrix cards 

must be obtained from Progra.m III for input to th.is 

program. 
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Output consists of the identification card, the 

residual sum of s~uares for the regression equation, the 

multiple correlation coefficient, and the regression coef­

ficients for each variable, as shown in the sample follow­

ing the program listing. 



·Program· Iif 

. ·c. ixTE~i,oN Tb PROGRAM FOR REGR£SS~ON ON COMBINATIONS OF 0 VARIABLES 
C . TO FIND REGRESSION COEFFI Cl ENTS OF SELECTED COMBINATIONS . 
C . . . BY £.VERNON G~IFFITH ·. . IBM . .. . 
C' · SWITCH 1 ON AFTER HEADER CARO PROGRAM WILL READ IN MATR1X CARDS 
C . . OFF PROGRAM. ASSUMES MATRIX· At.READY IN MEMORY 
C SWITCH .2 ON AFTER SOLUTION WILL RETURN TO REAP NEW HEADER CARD 
C OFF AFTER SOLUTION WILL READ IN NEW COMB.INATION 

DIMENSION A(105),M(14),B(13,14). ·_ 
.. · 1 READ 2,NVAR,JEST ,J2 . .· 

.·• ... 2 FORMAT{lSH · . · · · 15,F5~3,15) 
PUNCH 2.NVAR,TEST,JZ. 
MS= 1-J2 ·. . 
MSIZE=NVAR+MS 
I F(SENSE SWITCH 1 )3, 9 

C READ IN MATRIX 
3- K=O . 

DO 8 l=J2,NVAR 
DO 8 J= I , N VAR . 
K=K+l . .· 
READ 4,11,Jl,A(K) .· '. 

4 FORMATll 15,.15,E20,8) . 
. IF( 1-11 )6,5,6 ... .· 

5 IF(J~J1)6,8,6 . 
6 PRINT 7,1 ,J 
7 FORMAT(26HINPUT !RROR-suas SHOULD BE 13,13) 

.PAUSE 
GO TO l. a CONT I NUE. 

t READ IN COMBINATION. 
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9 REA~10,N~Q,P,M(1),M(2),M(3),M(4),M(5),M(6),M(~),M(8)iM(9J,1,J,L•ll. 
1 0 FORMAT { I 3 , F 8 . 4 , E 1 2 • 4 , I 6 , I 3 , I 3, I. 3 , I 3 , I 3 , I 3 , I 3 , I 3 , I 3 , I 3 , I 3 ~ I 3 J . 

,. M( 10)=1 . .· . . .. 
. M(ll)=J, . . 

· M( 12 )=L 
M( 13)=11 
L=N+MS . 
M(L+l )=NVAR 
Q=SQR(Q) . . . . 
PUNCH ll,P,Q .. 

11 FORMAT(/13HRESID S OF S=El1,4,12H, HULT CORR=f7,4). 

C . SELECT MATRIX ELEMENTS 

K= 1 
· 11= l 

12=NVAR-1 
DO 16 l=J2 12 

. IF(M(11)-d6,13,12 
12 K=K+NVAR-1+1 

GO TO 16 -
13J1=11 

. ·. D@l 1 5 J= I , N VAR 

\ . 



.· Program. IV (Continued)· 
. . . 

. I F(M(Jl)-J)6t14. , 15 
1 4 B ( I 1 , J 1 ) =A ( K J . · . 

J l=J 1+1 . 
15 K=K+l >. 

· I 1 = I 1+ 1 
16 CONTINUE 

· C .· SOLVE FOR REGRESSION COEFFI Cl ENTS AND OUTPUT 

DO 25. K= 1 ~L 
P= 1. 0 I B ( K , K) 
J 1::;;K+l . 

. DO 18 J= J 1 , I 1 
· B(J,Kh=B(K,J) . 

18 B(K,J)=B(K,J)*P 
DO. 2 5 I= 1 , L . . ~ 

. IF(I-K)20,2Z,19 
19 Jl=I 
20 P=B(l,K) . 

DO 21 J=J 1 , I 1 . . 
21 B(l,J)=B(l,J)-B(K,J)*P 

· .··22 ·IF(L-K) 6 23 25 .· ... · .· . 
23 PUNCH 24,M(l),B(l,11) .. 
24 FORMAT (9H VAR NO 13, 7H COEF=E 11. 4) . 
25 CONTINUE . . 

IF(SENSE SWITCH 2) 1,9 
··END 
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Progr?lll Iv (Continued) 

SALES DATA · 9 . 464 0 

RESID S OF S= 2.64f>~E+l0, MULT 

VAR NO 
VAR NO 
VAR NO 
VAR NO 
VAR NO· 

. VAR NO 
VAR NO 
VAR NO 
VAR NO 

0. COEF= 7.1432E+04 
1 COEF= 4.4068E-02 
2 COEF= 2.3439E-01 
3 COEF= 7. 2842E-OO 
4 COEF=-3.9979E+02 
5 COEF~-9.5335E+03 
6 tOEF= 2.9038E+03 

. 87 COEF~ 6.7356E+03 
COE F= 2. 21}6E+02 

CORR= .• 6858 

RESID S OF S= 2.6507E+10, MULT CORR= .6852 

VAR NO 0 
VAR NO 1 
VAR NO ·. 2 
VAR NO 3 
VAR NO l+ 
VAR NO 5 
VAR NO 7 
VAR NO 8 

COEF= 7.6649E+04 
COEF= 4.0713E-02 
COEF= 2. 4086E-O 1 
COEF= 9. 1529E-OO 
COEF=-4.4681E+02 
COEF=-1.0670E+04 
COEF= 5. 8924E+03 
COEF= 2.2511£+02 

RE[ID S OF S= 2.6465E+10, MULT CORR= .68~7 

VAR NO 0 
VAR NO 1 
VAR NO 2 
VAR NO 4 
VAR NO· 5 · 
VAR NO 6 
VAR NO 7 
VAR NO .8 

COEF= 7. 2290E+04 
COEF= 4 1107E-02 
COEF= 2 3329E-O 1 
COEF=~3 9975E+02. 
COEF=-9 5223E+03 
COEF= .·~ 9576E+03 
COEF= e 8259E+03 
COEF= Z 2207E+02 
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