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The complexity of the interaction between surface and down-hole equipment. has made accurate analysis of sucker rod pumping systems difficult at best. Consequently, realistic predictions of performance are seldom, if ever, made in advance of construction.

The petroleum industry has, over the years, compiled a substantial catalog of case histories, in effect, as a data base from which general design guidelines can be developed. However, the analytical work to date has been either sketchy or without sufficient basis in published documentation.

The analysis to be presented here addresses the dynamic behavior of the complete pumping system in, what is hoped to be, a complete and concise manner. The viewpoint is that of the designer or manufacturer of this system. That is, the total dynamic response will be derived based on a given set of input parameters. Factors which are considered consist of, but are not limited to, pumping unit kinematics, rod stress/strain relationships, imposed torques and drive motor slip.
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### 1.1 Opening Comments

"The walking beam and sucker rod combination for pumping is a very old method, so old in fact that the first date of its application is not positively known. It is known that the Egyptians used the walking beam principle for drawing water in 476 A.D. This device consisted of a tripod made of poles which supported a wooden beam. A goatskin filled with rocks served as a counterbalance while a servant actuated a rope sucker rod string, as water was drawn in a stone jar." ${ }^{1}$

### 1.2 Problem Development

One would hope that we have come a long way since those early days, and if we look across the oil fields of the U.S., we see that indeed we have. It is estimated that over $85 \%$ of all artificially pumped wells in this country are pumped via the sucker rod method. Large corporations devote entire engineering teams to the design, manufacture, and diagnosis of sucker rod pumping installations.

Still, truly modern technology is only slowly finding its way into the industry. The state of knowledge regarding the dynamic behavior of the complete system exists mainly as a result of an effort by the American Petroleum Institute to catalog as many case histories as possible in an attempt to develop guidelines for proper system design, manufacture, and operation (see ref. 1).

Shell Oil Co. scientists developed finite difference models for the sucker rod string back in the middle 1960's which have been refined and still exist today. Descriptions of their earliest efforts can be found in a report patented under patent number 3,343,409, filed October 1966 and in reference 13, a paper presented at the Society of Petroleum Engineers' Rocky Mountain

[^0]Regional Meeting in May 1963. However, the details of later work are evidently of a proprietary nature and thus in limited distribution. Unlike many engineering problems, where new solution techniques appear regularly as journal articles, the sucker rod problem has either eluded or been ignored by those who stand the most to gain from its development. Whichever is the case, the problem is as current today as it was twenty years ago.

### 1.3 Problem Definition

Since the time of the Shell work, new strides have been made in the area of finite elements. This method is well suited toward application in sucker rod dynamics and is, in many ways, more straightforward than the familiar finite difference methods (see chapter 2). For this reason, and in an attempt to broaden the current state of the art, the purpose herein is to apply the finite element method to the solution of the dynamic behavior of the sucker rod string.

In order to familiarize the reader with the well pumping system as a whole, figure 1.1 depicts a typical installation along with some of the more commonly seen nomenclature.

Clearly, the behavior of the rod is but part of the overall problem. A complete system analysis must also include a detailed study of the surface equipment kinematics, torque characteristics, and subsurface pumping equipment. All of these topics are covered in the sections which follow.

The problem at hand has essentially two avenues of approach. First we can look at it from the designer's viewpoint. That is, we can aim the solution toward satisfying the requirements of he who is either designing or manufacturing the system. That person would like to know, given a set of input parameters, what the nature of the behavior will be. What are the maximum rod stresses and where do they occur, what size gearbox is required,


Figure 1.1 - Typical Pumping Installation
what is the average pumping speed, etc? With this information he can intelligently make comparisons among many systems without having to build even one.

Secondly, we may wish to view the problem from the technician's standpoint. That is, given the conditions of an operating well, what is happening down-hole. Is the fluid pumped off (depleted), is the rod broken, is the pump plunger sticking, what is the condition of the valves, etc.?

Both constitute valid viewpoints but are not the same problem. Granted, similar in many ways, but not completely analogous. The work which follows aims more toward the first approach, i.e., the designer's viewpoint.

### 1.4 Analysis Goals

In summary to the above comments, the goals of this report can be briefly defined as follows:

1. Development of the kinematic relationships which describe the motion induced on the rod by the surface pumping equipment.
2. Development of a finite element model for describing the dynamic response of the sucker rod string.
3. Characterization of the torques imposed on the system by the well loads and their effect on system components.
4. Description of the down-hole rod loads resulting from various pumping and pump installation characteristics.

Additionally, a complete design tool would not be complete without the following:
5. Comparison of results with currently existing models.
6. Validation of analysis techniques using simplified models for which analytical results can be obtained.

Finally, in an attempt to expand even further upon existing techniques the following introductions will be made:
7. Development of a theoretical basis for damping phenomena occuring along the rod surface.
8. Development of effective forms of data reduction aimed at clarification of system behavior.

These end those comments applicable to the introduction of the ensuing report. The sections which follow will address, in an orderly manner, those concepts outlined above.

## THE FINITE ELEMENT METHOD

### 2.1 Opening Comments

The scope of this work is not meant to include a rigorous appraisal of the finite element method. Volumes of literature exist which accomplish that end. References 7 and 12 are two excellent examples. Nor is it meant to necessarily express superiority of this method over the more familiar finite difference techniques. On the contrary, good agreement between solutions utilizing each of the two would serve to strengthen both.

Owing, however, to the general unfamiliarity with finite elements, a brief synopsis is appropriate here so that subsequent discussions will be more fully understood.

### 2.2 Finite Difference Methods

Finite difference methods have been in widespread use for many years and still find numerous applications throughout the numerical analysis field. Essentially a function defined over a given region is expanded into the appropriate Taylor-series to the degree of accuracy required. For example, consider the function $y=f(x)$ at $\left(x_{i}+\Delta x\right)$. The Taylor-series expansions about $x_{i}$ are given by

$$
\begin{equation*}
y\left(x_{i}+\Delta x\right)=y_{i}+y_{i}^{\prime} \Delta x+\frac{y_{i}^{\prime}{ }^{\prime} \Delta x^{2}}{2!}+\frac{y_{i}^{\prime \prime} '^{\prime} \Delta x^{3}}{3!}+\ldots . \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
y\left(x_{i}-\Delta x\right)=y_{i}-y_{i}^{\prime} \Delta x+\frac{y_{i}^{\prime \prime} \Delta x^{2}}{2!}-\frac{y_{i}^{\prime \prime '}{ }^{\prime} \Delta x^{3}}{3!}+\ldots . \tag{2.2}
\end{equation*}
$$

Subtracting (2.2) from (2.1) yields

$$
\begin{equation*}
y_{i}^{\prime}=\frac{y\left(x_{i}+\Delta x\right)-y\left(x_{i}-\Delta x\right)}{2 \Delta x}-\left(\frac{1}{6} y_{i} '^{\prime} ' \Delta x^{2}+\ldots .\right) \tag{2.3}
\end{equation*}
$$

Clearly, we can't deal with an infinite series such as this in the solution of practical problems. Higher order terms are thus truncated past some point deemed to cause little overall error. If we truncate, for example, all terms of order three or higher in (2.3) we arrive at

$$
\begin{equation*}
y_{i} \simeq \frac{y\left(x_{i}+\Delta x\right)-y\left(x_{i}-\Delta x\right)}{2 \Delta x} \tag{2.4}
\end{equation*}
$$

This is known as the central difference approximation to $y_{i}^{\prime}$ at $x_{i}$ of order $\Delta x^{2}$. Similarly, the comparable approximation is $y_{i}{ }^{\prime \prime}$ is

$$
\begin{equation*}
y_{i}^{\prime \prime} \simeq \frac{y\left(x_{i}+\Delta x\right)-2 y\left(x_{i}\right)+y\left(x_{i}-\Delta x\right)}{\Delta x^{2}} \tag{2.5}
\end{equation*}
$$

Note that the above expressions require some knowledge of conditions both ahead of and behind the current position, thus the term "central difference". Similar expressions known as forward and backward differences may also be derived if the problem is more suited to those conditions. However, accuracy is generally sacrificed with either of these latter approximations.

### 2.3 Finite Element Methods

The finite element method, rather than containing Taylor-series expansions of the required functions, relies on the definition of approximating polynomials called shape functions which are defined over the length of each member or element of the discretized space. To illustrate this point, refer to figure 2.1 .

The function $y=f(x)$ for which the approximation is desired is given by

$$
\begin{equation*}
y=\alpha_{1}+\alpha_{2} x \tag{2.6}
\end{equation*}
$$

for the element of length $L$, bounded by nodes $i$ and $j$. In this example, $y$ is assumed to vary linearly in $x$ although this is not necessary. Coefficients $\alpha_{1}$ and $\alpha_{2}$ can be determined by using boundary conditions at the nodes as follows:


Figure 2.1 - One Element in a Discretized Space

$$
y=y_{i} \text { at } x=x_{i}
$$

and

$$
y=y_{j} \text { at } x=x_{j}
$$

Then,

$$
y_{i}=\alpha_{1}+\alpha_{2} x_{i}
$$

and

$$
y_{j}=\alpha_{1}+\alpha_{2} x_{j}
$$

Solving for $\alpha_{4}$ and $\alpha_{2}$ yields

$$
\alpha_{1}=\frac{Y_{i} x_{j}-y_{j} x_{i}}{L}
$$

and

$$
\alpha_{2}=\frac{y_{j}-y_{i}}{L}
$$

Substituting these results into (2.6) and rearranging terms gives

$$
\begin{equation*}
y=\left(\frac{x_{j}-x}{L}\right) y_{i}+\left(\frac{x-x_{i}}{L}\right) y_{j} \tag{2.7}
\end{equation*}
$$

Shape functions are generally denoted by $\phi$ and for this example are given by

$$
\phi_{i}=\left(\frac{x_{j}-x}{L}\right)
$$

and

$$
\phi_{j}=\left(\frac{x-x_{i}}{L}\right)
$$

so that the final form of our approximation is now

$$
\begin{equation*}
y=\phi_{i} Y_{i}+\phi_{j} Y_{j}=[\phi]\{y\} \tag{2.9}
\end{equation*}
$$

where

$$
[\phi]=\left[\phi_{i} \phi_{j}\right]
$$

and

$$
\{y\}=\left\{\begin{array}{l}
y_{i} \\
y_{j}
\end{array}\right\}
$$

An examination of $\phi_{i}$ shows that it has the value of one at node $i$ and zero at node $j$. Similarly, $\phi_{j}$ takes on the values of one at node $j$ and zero at node i. This is characteristic of shape function polynomials, i.e., they are equal to unity at one node and zero at all others.

As hinted at by (2.9), the finite element method is, in essence, a matrix formulation. Individual element matrices, when appropriately assembled, combine to form a system matrix which can be manipulated using conventional matrix procedures. For example, a tensile member consisting of $N$ elements, of the type in the preceding discussion, would be modeled using a set of ( $\mathrm{N}+1$ ) by $(N+1)$ matrices formed by the summation of the individual element matrices previously defined. This point will be clarified in a subsequent section where this assembly is illustrated.

The approximating polynomial defined for the preceding illustrative example was of order one, i.e., linear in $x$. This need not have been the
case. In fact, any degree polynomial could have been defined. Analogous to the choice of the order of the approximation used for finite difference methods, the degree of this polynomial is chosen such that it adequately describes the physical situation. Generally, higher order equations decrease the sparsity of the system matrices (produce fewer zeros in the off-diagonal terms), but do not significantly increase the complexity of the formulation.

It can be shown that, if the shape function polynomial truly reflects the actual physical situation, the resulting solution will be exact if the boundary conditions are defined correctly. For example, the deflection of a prismatic bar in tension is a linear function of the applied load. Thus, its finite element equivalent which employs a linear shape function will yield exact results for deflection versus load. Similarly, a beam element in bending can be precisely modeled using a third order shape function (cubic spline) (see ref. 12, page 37).

One of the advantages of the finite element method, at least from this author's viewpoint, is the manner in which boundary condition terms are incorporated into the model. In the finite difference method, boundary condition expressions are reduced to their series expansions in a manner analogous to the discussion in section 2.2. Satisfaction of these conditions must be insured with each solution iteration. This is similarly true in the finite element method, however, in this case, boundary condition coefficients are simply added to the correct matrix positions. For this reason, the entire problem can be formulated without regard to boundary conditions. Then after matrix assembly, the appropriate corrections at the boundaries are 1ncorporated. This concept greatly simplifies the overall solution and facilitates the use of a general formulation in the solution of many individual problems. This too will be illustrated more completely in an upcoming discussion.

It can be additionally shown that the finite elements treat non-homogeneous and anisotropic material properties with little difficulty whereas finite difference techniques can not (at least not so easily). Also, elements can be of varying shapes and forced to conform to irregular boundaries. Although these two properties do not necessarily apply to the problem at hand, they are nonetheless important considerations.

Finally, and again in this author's opinion, the finite element method lends itself well to efficient, orderly implementation for computer generated solutions, which, in this day and age, constitutes a distinct advantage. With these thoughts in mind, we can turn our attention to the proposed problem and hopefully, have some insight into the nature of the resulting formulation.

## Chapter 3

## SUCKER ROD MODEL FORMULATION

### 3.1 Opening Comments

As indicated in chapter one, the dynamic analysis of a sucker rod pumping system actually consists of separate solutions to several problems, each of which can essentially stand alone. There is the problem of pumping unit kinematics, i.e., the derivation of the equations of motion for the surface equipment. Then too, there is the torque analysis of the drive system including both the gearbox and the prime mover and coupled with this, the treatment of variations in pumping speed as a result of these applied torques. Finally, and the subject of this section, there is the modeling of the sucker rod string from the finite element standpoint.

In order to proceed with this development, we must first define a coordinate system, some of the nomenclature, and the sign conventions to be used in this and the following sections. Figure 3.1 depicts an arbitrary element of the string and some required notation.


Figure 3.1 Model Development
where:
$\left.\begin{array}{ll}\begin{array}{l}u \\ \partial u / \partial t\end{array} & =\text { displacement } \\ \partial 2_{u} / \partial t^{2} & =\text { acceleration }\end{array}\right\} \quad$ all "+" in "+" x-dir

### 3.2 Derivation of the Governing Equation

With figure 3.1 in mind we may proceed. The free body diagram shown at the top right of the above depicts all of the terms required for a summation of forces on the element of length $\Delta x$. From Newton's second law we have $\sum F=$ ma which, for this case yields

$$
\Sigma F_{x}=f_{2}+f_{w}-f_{1}-f_{d}=m \frac{\partial^{2} u}{\partial t^{2}}
$$

or

$$
\begin{equation*}
f_{2}+f_{w}-f_{1}-f_{d}=\left(\frac{w}{g}\right) A \Delta x \frac{\partial^{2} u}{\partial t^{2}} \tag{3.1}
\end{equation*}
$$

Recognizing that $\sigma_{x}=f_{1} / A\left(s t r e s s\right.$ at $x$ ) and $\sigma_{x+\Delta x}=f_{2} / A$ and assuming an elastic, Hookian material where, for the one dimensional case, $E \varepsilon=E(\partial u / \partial x)$, we may write immediately that

$$
E A(\partial u / \partial x)_{x+\Delta x}+f_{w}-E A(\partial u / \partial x)_{x}-f_{d}=\left(\frac{w}{g}\right) A \Delta x \frac{\partial^{2} u}{\partial t^{2}}
$$

or

$$
\begin{equation*}
E A\left[\left(\frac{\partial u}{\partial x}\right)_{x+\Delta x}-\left(\frac{\partial u}{\partial x}\right)_{x}\right]+f_{w}-f_{d}=\left(\frac{w}{g}\right) A \Delta x \frac{\partial^{2} u}{\partial t^{2}} \tag{3.2}
\end{equation*}
$$

The weight component, $f_{w}$, is simply the weight of the element $\Delta x$ and is given by

$$
\begin{equation*}
\mathrm{f}_{\mathrm{w}}=\mathrm{wA} \Delta \mathrm{x} \tag{3.3}
\end{equation*}
$$

The damping force, $\mathrm{f}_{\mathrm{d}}$, is somewhat more involved. If we imagine that the damping force arises from the skin friction between the rod and the fluid
column, we can view $f_{d}$ as being a function of the rod surface area, some damping factor, $c$, and the rod velocity. We will see later that this damping factor is actually related to the resulting shear stress acting at the rod boundary. Using the above arguments gives

$$
f_{d}=c \pi d \Delta x \frac{\partial u}{\partial t}
$$

Since $d=2 \sqrt{A / \pi}$ we can rewrite this as

$$
\begin{equation*}
f_{d}=2 c \sqrt{A \pi} \Delta x \frac{\partial u}{\partial t} \tag{3.4}
\end{equation*}
$$

Now, substitution of (3.3) and (3.4) into (3.2) yields

$$
\begin{equation*}
E A\left[\left(\frac{\partial u}{\partial x}\right)_{x+\Delta x}-\left(\frac{\partial u}{\partial x}\right)_{x}\right]+w A \Delta x-2 c \sqrt{A \pi} \Delta x \frac{\partial u}{\partial t}=\left(\frac{w}{g}\right) A \Delta x \frac{\partial^{2} u}{\partial t^{2}} \tag{3.5}
\end{equation*}
$$

Finally, dividing by $\Delta x$ and taking the limit as $\Delta x \rightarrow 0$ gives

$$
\lim _{\Delta x \rightarrow 0} \frac{E A}{\Delta x}\left[\left(\frac{\partial u}{\partial x}\right)_{x+\Delta x}-\left(\frac{\partial u}{\partial x}\right)_{x}\right]+w A-2 c \sqrt{A \pi} \frac{\partial u}{\partial t}=\frac{w}{g} A \frac{\partial^{2} u}{\partial t^{2}}
$$

or

$$
\begin{equation*}
E A \frac{\partial^{2} u}{\partial x^{2}}+w A-2 c \sqrt{A \pi} \frac{\partial u}{\partial t}=\frac{w}{g} A \frac{\partial^{2} u}{\partial t^{2}} . \tag{3.6}
\end{equation*}
$$

If we now define temporary replacements for the constant terms in (3.6) as

$$
\begin{align*}
& \alpha=E A \\
& \beta=2 c \sqrt{A \pi}  \tag{3.7}\\
& \gamma=-W A
\end{align*}
$$

and

$$
\rho=\left(\frac{w}{g}\right) A
$$

we can rewrite (3.6) (after rearranging) as

$$
\begin{equation*}
\alpha \frac{\partial^{2} u}{\partial x^{2}}-\rho \frac{\partial^{2} u}{\partial t^{2}}-\beta \frac{\partial u}{\partial t}-\gamma=0 \tag{3.8}
\end{equation*}
$$

which we recognize as the one-dimensional wave equation with damping and one constant coefficient. This then defines the governing equation for the dynamic behavior of the sucker rod string.

For solution of (3.8) we need a set of both initial and boundary conditions applicable to the physical system. These are introduced here for completeness but will be treated in detail in chapter seven.

At the start of the solution procedure the following initial conditions apply:

$$
\begin{align*}
u(x, 0) & =u_{o}(x): \text { displacement at } t=0  \tag{3.9}\\
\frac{\partial u}{\partial t}(x, 0) & =\dot{u}_{o}(x): \text { velocity at } t=0 \\
\frac{\partial^{2} u}{\partial t^{2}}(x, 0) & =\ddot{u}_{o}(x): \text { acceleration at } t=0 .
\end{align*}
$$

That is, at $t=0$, the displacement of all nodes will be specified, as will their respective velocities and accelerations. In this case, nodal displacement will be determined from a static analysis, velocities and accelerations will be set equal to zero (start from rest).

The boundary conditions which must be satisfied at each solution interval are given by

$$
\mathrm{u}(0, \mathrm{t})=\mathrm{f}(\mathrm{t}): \begin{align*}
& \text { displacement at } \mathrm{x}=0 \text { is given as some } \\
&  \tag{3.10}\\
& \text { function of time }
\end{align*}
$$

and

$$
a^{\prime} \frac{\partial u}{\partial x}(L, t)+b^{\prime} \frac{\partial^{2} u}{\partial t^{2}}(L, t)+c^{\prime} \frac{\partial u}{\partial t}+d^{\prime} u(L, t)-p(t)=0
$$

where

$$
\begin{aligned}
& a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}=\text { non-negative coefficients } \\
& p(t)=\text { prescribed pump loading condition }
\end{aligned}
$$

The coefficients for the bottom boundary condition must be non-negative in order to assure non-singularity of the system matrices. A complete discussion of these coefficients and the loading function, $p(t)$, will be given in chapter seven.

### 3.4 Finite Element Adaptation

Using concepts outlined in chapter two, we now begin the development of our finite element representation of (3.8).

The unknown functions to be determined are the displacements at points along the rod as functions of time, i.e., $u(x, t)$. The shape functions, $\phi$, are functions of the space variable only. Thus, the unknown $u(x, t)$ is approximated as a linear combination of these and the function $u(t)$, displacement as a function time only. That is

$$
\begin{equation*}
u(x, t) \simeq \sum_{i=1}^{N} u_{i}(t) \phi_{i}(x) \tag{3.11}
\end{equation*}
$$

where the space is discretized into N elements.
Substitution of (3.11) into (3.8) while dropping the (x) on $\phi_{i}$ for convenience gives

$$
\alpha \sum_{i=1}^{N} u_{i}(t) \frac{d^{2} \phi_{i}}{d x^{2}}-\rho \sum_{i=1}^{N} \frac{d^{2} u_{i}(t)}{d t} \phi_{i}-\beta \sum_{i=1}^{N} \frac{d u_{i}(t)}{d t} \phi_{i}-\gamma=0
$$

Multiplying through by $\left(-\phi_{j}\right)$ to facilitate the steps which follow yields

$$
-\alpha \sum_{i=1}^{N} u_{i}(t) \frac{d^{2} \phi_{i}}{d x^{2}} \phi_{j}+\rho \sum_{i=1}^{N} \frac{d^{2} u_{i}(t)}{d t^{2}} \phi_{i} \phi_{j}+\beta_{i=1}^{N} \frac{d u_{i}(t)}{d t} \phi_{i} \phi_{j}+\gamma \phi_{j}=0 .
$$

Now, in order to account for the contribution of all points along each element we need to integrate with respect to $x$ along each element of length $L$. This yields

$$
\begin{align*}
\int_{0}^{L}\left[-\alpha \sum_{i=1}^{N} u_{i}(t) \frac{d^{2} \phi_{i}}{d_{x 2}} \phi_{j}\right] d x+ & \int_{0}^{L}\left[\rho \sum_{i=1}^{N} \frac{d^{2} u_{i}(t)}{d t^{2}} \phi_{i} \phi_{j}\right] d x+ \\
& \int_{0}^{L}\left[\beta \sum_{i=1}^{N} \frac{d u_{i}(t)}{d t} \phi_{i} \phi_{j}\right] d x+\int_{0}^{L}\left[\gamma \phi_{j}\right] d x=0 . \tag{3.12}
\end{align*}
$$

Integration of all terms is straightforward except for

$$
\int_{0}^{L}\left[-\alpha \sum_{i=1}^{N} u_{i}(t) \frac{d^{2} \phi_{i}}{d x^{2}} \phi_{j}\right] d x
$$

which must be integrated by parts. Rewriting this as

$$
\int_{0}^{L}\left[-\alpha \sum_{i=1}^{N} u_{i}(t) \phi_{j} \frac{d}{d x}\left(\frac{d \phi_{i}}{d x}\right)\right] d x
$$

and recognizing that $\phi_{j}=u$ and $\frac{d \phi_{i}}{d x}=v$ we have the standard form for integration by parts

$$
\int u d v=u v-\int v d u
$$

which, for this case, gives


The final result from (3.12) then is
$\left[-\alpha \sum_{i=1}^{N} u_{i}(t)\left[\left.\frac{d \phi_{i}}{d x} \phi_{j}\right|_{0} ^{L}-\int_{0}^{L} \frac{d \phi_{i}}{d x} \frac{d \phi_{j}}{d x} d x\right]+\rho \sum_{i=1}^{N} \frac{d^{2} u_{i}(t)}{d t^{2}} \int_{0}^{L} \phi_{i} \phi_{j} d x+\right.$

$$
\beta \sum_{i=1}^{N} \frac{d u_{i}(t)}{d t} \int_{0}^{L} \phi_{i} \phi_{j} d x+\gamma \int_{0}^{L} \phi_{j} d x=0
$$

or in slightly different form
$\alpha \sum_{i=1}^{N} u_{i}(t)\left[\int_{0}^{L} \frac{d \phi_{i}}{d x} \frac{d \phi_{j}}{d x} d x-\frac{d \phi_{i}}{d x}(L)+\frac{d \phi_{i}}{d x}(0) \phi_{j}(0)\right]+$

$$
\begin{equation*}
\rho \sum_{i=1}^{N} \frac{d^{2} u_{i}(t)}{d t^{2}} \int_{0}^{L} \phi_{i} \phi_{j} d x+\beta \sum_{i=1}^{N} \frac{d u_{i}(t)}{d t} \int_{0}^{L} \phi_{i} \phi_{j} d x+\gamma \int_{0}^{L} \phi_{j} d x=0 \tag{3.13}
\end{equation*}
$$

We now recognize (3.13) as being of the form

$$
\begin{equation*}
[M]\{\ddot{u}\}+[C]\{\dot{u}\}+[K]\{u\}+\{f\}=0 \tag{3.14}
\end{equation*}
$$

where
$[M]=\rho \sum_{i=1}^{N} \int_{0}^{L} \phi_{i} \phi_{j} d x$
$[C]=\beta \sum_{i=1}^{N} \int_{0}^{L} \phi_{i} \phi_{j} d x$
(3.15)
$[K]=\alpha \sum_{i=1}^{N}\left[\int_{0}^{L} \frac{L_{i} \phi_{i}}{d x} \frac{d \phi_{j}}{d x} d x-\frac{d \phi_{i}}{d x}(L) \phi_{j}(L)+\frac{d \phi_{i}}{d x}(0) \phi_{j}(0)\right]$
$\{f\}=\gamma \int_{0}^{L} \phi_{j} d x \quad$.
So using the approximation given in (3.11) we have transformed the second order hyperbolic partial differential equation in (3.8) into a second order system of ordinary differential equations. This sytem is that which now governs our dynamic analysis.

### 3.5 Shape Function Determination

Before we can evaluate the integrals in (3.15) we must first define the shape functions, $\phi(x)$. It is worth noting here that the entire formulation thus far has not relied on any knowledge of these functions, save for their existence.

Refer to figure 3.2 below for the notation required in defining $\phi(x)$.


## Figure 3.2 - Shape Function Notation

For this analysis we shall assume a linear form for the nodal
displacements, $u(x)$. This function is then given by

$$
\begin{equation*}
u(x)=\alpha_{1}+\alpha_{2} x \tag{3.16}
\end{equation*}
$$

which we recognize from chapter two. At the boundaries

$$
u(0)=\alpha_{1}+\alpha_{2} \cdot 0=u_{i}
$$

or

$$
\begin{equation*}
\alpha_{1}=u_{i} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
u(L)=\alpha_{1}+\alpha_{2} L=u_{j} \tag{3.18}
\end{equation*}
$$

Substituting (3.17) into (3.18) yields

$$
u_{i}+\alpha_{2} L=u_{j}
$$

or

$$
\begin{equation*}
\alpha_{2}=\frac{u_{j}-u_{i}}{L} \tag{3.19}
\end{equation*}
$$

Substituting (3.17) and (3.19) into (3.16) gives

$$
\begin{equation*}
u(x)=\left(1-\frac{x}{L}\right) u_{i}+\left(\frac{x}{L}\right) u_{j} \tag{3.20}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
u(x)=\phi_{i}(x) u_{i}+\phi_{j}(x) u_{j} \tag{3.21}
\end{equation*}
$$

where

$$
\begin{aligned}
& \phi_{i}(x)=\left(1-\frac{x}{L}\right) \\
& \phi_{j}(x)=\left(\frac{x}{L}\right) .
\end{aligned}
$$

Again we may recall this form from chapter two.
Graphically, the shape functions can be depicted as in figure 3.3 below.


Figure 3.3-Graphical Illustration of Shape Functions
The first derivatives of $\phi(x)$ also appear in (3.15). These are given as simply

$$
\frac{d \phi_{i}}{d x}=-\frac{1}{L}
$$

and

$$
\frac{d \phi_{j}}{d x}=\frac{1}{L}
$$

### 3.6 Element Matrix Derivation

In order to determine the element matrices given by (3.15), we must evaluate the integrals given there. Matrices [M] and [C] contain the term

$$
\int_{0}^{L} \phi_{i} \phi_{j} d x
$$

Evaluation of this for all combinations of $i$ and $j$ yields

$$
\begin{array}{ll}
\int_{0}^{L}\left(1-\frac{x}{L}\right)\left(1-\frac{x}{L}\right) d x=\frac{L}{3} & (i=1, j=1) \\
\int_{0}^{L}\left(1-\frac{x}{L}\right)\left(\frac{x}{L}\right) d x=\frac{L}{6} & (i=1, j=2) \\
\int_{0}^{L}\left(\frac{x}{L}\right)\left(1-\frac{x}{L}\right) d x=\frac{L}{6} & (i=2, j=1)
\end{array}
$$

$$
\int_{0}^{L}\left(\frac{x}{L}\right)\left(\frac{x}{L}\right) d x=\frac{L}{3} \quad(i=2, j=2)
$$

Matrix [K] contains

$$
\int_{0}^{L} \frac{d \phi_{i}}{d x} \frac{d \phi_{j}}{d x} d x
$$

which gives

$$
\begin{array}{ll}
\int_{0}^{L}\left(-\frac{1}{L}\right)\left(-\frac{1}{L}\right) d x=\frac{1}{L} & (i=1, j=1) \\
\int_{0}^{L}\left(-\frac{1}{L}\right)\left(\frac{1}{L}\right) d x=-\frac{1}{L} & (i=1, j=2) \\
\int_{0}^{L}\left(\frac{1}{L}\right)\left(-\frac{1}{L}\right) d x=-\frac{1}{L} & (i=2, j=1)
\end{array}
$$

$$
\begin{aligned}
& \int_{0}^{L}\left(\frac{1}{L}\right)\left(\frac{1}{L}\right) d x=\frac{1}{L} \\
& \\
& \int_{0}^{L} \phi_{j} d x
\end{aligned}
$$

which results in

$$
\begin{array}{ll}
\int_{0}^{L}\left(1-\frac{x}{L}\right) d x=\frac{L}{2} & (j=1) \\
\int_{0}^{L}\left(\frac{x}{L}\right) d x=\frac{L}{2} & (j=2)
\end{array}
$$

In matrix form these may be represented as

$$
\begin{aligned}
& {[M\}^{[e)}=\rho \int_{0}^{L} \phi_{i} \phi_{j} d x=\frac{\rho L}{6}\left[\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right]} \\
& {\left[C f(e)=\beta \int_{0}^{L} \phi_{i} \phi_{j} d x=\frac{\beta L}{6}\left[\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right]\right.}
\end{aligned}
$$

$$
\begin{align*}
& {[K](e)=\alpha \int_{0}^{L} \frac{d \phi_{i}}{d x} \frac{d \phi_{j}}{d x} d x=\frac{\alpha}{L}\left[\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right]} \\
& \{f\}(e)=\gamma \int_{0}^{L} \phi_{j} d x=\frac{\gamma L}{2}\left\{\begin{array}{l}
1 \\
1
\end{array}\right\} \tag{3.22}
\end{align*}
$$

where superscript (e) reminds us that these are element matrices. Note too that in the above expression for $[K](e)$, the right hand terms in (3.15) do not appear. These terms apply only at the boundary, thus not entering the general element matrix.

These then completely define the element mass matrix, damping matrix, stiffness matrix, and force vector, respectively.

### 3.7 System Matrix Assembly

The summation or assembly of the element matrices given in (3.22) is a simple process which is best explained through fllustration.

Suppose we have a rod discretized into three elements as below.


Figure 3.4-Sample Rod Discretization
where (1), (2), and (3) denote element numbers. Recognize that elements (1) and (2) share node 2 while (2) and (3) share node 3. The element matrices must then overlap at these points. For example, the mass matrix for the rod is assembled as below.

$$
[M]=\frac{\rho L}{6}\left[\begin{array}{cccc}
{[M](1)} & {[M](2)} \\
{\left[\begin{array}{cc:c}
2 & 1 & 0 \\
1 & 0 \\
0 & \frac{2+2}{1} & \frac{1}{1} \\
0 & 0 & 0+2 \\
1 & 1 & 2
\end{array}\right]}
\end{array}\right.
$$

The remaining three matrices are similarly given by

$$
\begin{aligned}
& {[C]=\frac{\beta L}{6}\left[\begin{array}{llll}
2 & 1 & 0 & 0 \\
1 & 4 & 1 & 0 \\
0 & 1 & 4 & 1 \\
0 & 0 & 1 & 2
\end{array}\right]} \\
& {[K]=\frac{\alpha}{L}\left[\begin{array}{rrrr}
1 & -1 & 0 & 0 \\
-1 & 2 & -1 & 0 \\
0 & 1 & 2 & -1 \\
0 & -1 & 1
\end{array}\right]}
\end{aligned}
$$

and

$$
\{\mathrm{f}\}=\frac{\gamma L}{2}\left\{\begin{array}{l}
1 \\
2 \\
2 \\
1
\end{array}\right\}
$$

This procedure is identical for any degree of discretization desired. We see that for a division into $N$ elements the square matrices are of dimension $(\mathrm{N}+1)$ by $(\mathrm{N}+1)$ while the column vector is ( $\mathrm{N}+1$ ) by (1).

### 3.8 Incorporation of Boundary Conditions

Only now does it become necessary to look in detail at the handing of boundary condition terms. As we saw in (3.10), two equations exist, one for each end of the rod. The first dictates that the displacement at the top of the $\operatorname{rod}(x=0)$ must be specified at each time step. As we will see in chapter four, the displacement, velocity, and acceleration will all be known. This being the case, we need only to solve for the uppermost component of the
force vector, $\{\mathrm{f}\}$. This is accomplished easily be rewriting (3.14) as

$$
\begin{equation*}
\{\mathrm{f}\}=-[\mathrm{M}]\{\ddot{\mathrm{u}}\}-[\mathrm{C}]\{\dot{\mathrm{u}}\}-[\mathrm{K}]\{\mathrm{u}\} \tag{3.23}
\end{equation*}
$$

This is done only for the solution at node one and is, in fact, one of the peculiarities in this analysis. But, as we can see, it poses no real problems.

At the bottom of the rod, the latter of (3.10) applies. Looking at the first term we have

$$
a^{\prime} \frac{\partial u}{\partial x}(L, t)
$$

which we rewrite as

$$
a^{\prime} \frac{\partial u}{\partial x}(L, t) \simeq u(t)_{N} \frac{d \phi_{1}}{d x}+u(t)_{N+1} \frac{d \phi_{2}}{d x}
$$

using the shape functions defined previously. This may be written as

$$
a^{\prime} \frac{\partial u}{\partial x}(L, t) \simeq-\frac{1}{L} u(t)_{N}+\frac{1}{L} u(t)_{N+1}
$$

where N is the number of elements. Using this we rewrite the latter of (3.10) as

$$
\begin{equation*}
-\frac{a^{\prime}}{L} u(t)_{N}+\frac{a^{\prime}}{L} u(t)_{N+1}+b^{\prime} \frac{\partial^{2} u}{\partial t^{2}}(L, t)+c^{\prime} \frac{\partial u}{\partial t}(L, t)+d^{\prime} u(L, t)-p(t)=0 \tag{3.24}
\end{equation*}
$$

In effect this equation is superimposed on the existing equation at the bottom boundary. We accomplish this by inserting coefficients $a^{\prime}$ through d' into the proper position within the existing system matrices. For example, recall that

$$
[M]=\frac{\rho L}{6}\left[\begin{array}{llll}
2 & 1 & 0 & 0 \\
1 & 4 & 1 & 0 \\
0 & 1 & 4 & 1 \\
0 & 0 & 1 & 2
\end{array}\right]
$$

In (3.24) the coefficient on the $\{u\}$ term is $b^{\prime}$ so, $b^{\prime}$ is simply added to the lower right corner of $[M]$ (the position associated with the bottom node).

This gives the corrected [M] as

$$
[M]=\frac{\rho L}{\sigma}\left[\begin{array}{llll}
2 & 1 & 0 & 0 \\
1 & 4 & 1 & 0 \\
0 & 1 & 4 & 1 \\
0 & 0 & 1 & 2+\frac{6 b^{\prime}}{\rho L}
\end{array}\right]
$$

where ( $6 / \rho L$ ) accounts for the ( $\rho L / 6$ ) out front. Similarly, the remaining three matrices are

$$
\begin{aligned}
& {[C]=\frac{\beta L}{6}\left[\begin{array}{llll}
2 & 1 & 0 & 0 \\
1 & 4 & 1 & 0 \\
0 & 1 & 4 & 1 \\
0 & 0 & 1 & 2+\frac{6 C^{\prime}}{\beta L}
\end{array}\right]} \\
& {[K]=\frac{\alpha}{6}\left[\begin{array}{rrrr}
1 & -1 & 0 & 0 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -1 \\
0 & 0 & -1-\frac{a^{\prime} L}{L \alpha} & 1+\frac{a^{\prime} L}{L \alpha}
\end{array}\right]}
\end{aligned}
$$

and

$$
\{f\}=\frac{\gamma L}{2}\left\{\begin{array}{l}
1 \\
2 \\
2 \\
1-\frac{2 p(t)}{\gamma L}
\end{array}\right\}
$$

Clearly, such a treatment readily facilitates the use of any type of boundary condition desired. The identification of coefficients $a^{\prime}$ through d' will be left to a subsequent discussion.
3.9 Rod Buoyancy

Buoyant forces exerted on the rod have not been mentioned thus far, but any complete analysis must take them into account.

Archimedes first proposed the law of buoyancy in the third century B.C. It states simply that the buoyant force acting on a submerged body is the difference between the vertical component of pressure acting below the surface
and that acting above. No horizontal pressure component can exert a buoyant force. Figure 3.5 depicts a typical lower rod section.


Figure 3.5 - Buoyancy Analysis Notation

From this figure we see that buoyant forces can exist only at the bottom of the rod and at the junction between $A_{1}$ and $A_{2}$. These forces are simply the product of the acting pressure and the exposed horizontal area. That is, at the rod junction

$$
f_{b 1}=p_{2}\left(A_{1}-A_{2}\right)
$$

while at the bottom

$$
f_{b 2}=p_{3} A_{2}
$$

As was the case in handling conventional boundary condition terms, the buoyant forces are added to the appropriate existing matrix terms, this time, to $\{f\}$. Note, however, that these forces exist only at nodes where a change in cross section occurs.

### 3.10 Treatment of Tapered Rod Strings

As one might guess, particularly in light of the preceding discussion, it is desirable to consider rods composed of several different section diameters.

Recalling from (3.7) that

$$
\rho=\left(\frac{w}{g}\right) A
$$

let's look at the complete description of the mass matrix [M]. Taking ( $\rho / 6$ ) inside and substituting the above gives

$$
[M]=\frac{L}{g}\left[\begin{array}{cccc}
\frac{w_{1} A_{1}}{3} & \frac{w_{1} A_{1}}{6} & 0 & 0 \\
\frac{w_{1} A_{1}}{6} & \frac{w_{1} A_{1}}{3}+\frac{w_{2} A_{2}}{3} & \frac{w_{2} A_{2}}{6} & 0 \\
0 & \frac{w_{2} A_{2}}{6} & \frac{w_{2} A_{2}}{3}+\frac{w_{3} A_{3}}{3} & \frac{w_{3} A_{3}}{6} \\
0 & 0 & \frac{w_{3} A_{3}}{6} & \frac{w_{3} A_{3}}{3}+\frac{b^{\prime} g}{L}
\end{array}\right]
$$

Note that this is still the system matrix from the example of figure 3.4. Now, however, $\mathrm{w}_{1} \mathrm{~A}_{1}, \mathrm{w}_{2} \mathrm{~A}_{2}$, and $\mathrm{w}_{3} \mathrm{~A}_{3}$ are products of the weight density and cross sections of elements 1,2 and 3 , respectively.

From the above it is clear that the incorporation of varying rod sizes into our finite element model is only a matter of choosing the appropriate coefficients for each of the individual element matrices. In fact, we could just as easily handle rods assembled from different materials. Our only restriction is that any change in geometry must occur at a nodal point. Completely similar conditions exist for each of $[C],[K]$, and $\{f\}$.

### 3.11 Differential Equation Solution

The sections thus far presented in chapter three have defined completely that system of equations given in (3.14). Due to the nature of the boundary conditions we take two approaches to its solution. From section 3.8 we saw that for node one we rewrote (3.14) as

$$
\begin{equation*}
\{f\}=-[M]\{\ddot{u}\}-[C]\{\dot{u}\}-[K]\{u\} \tag{3.23}
\end{equation*}
$$

Because we will know $\ddot{u}, \dot{u}$, and $u$ at node one from the pumping unit kinematic analysis (chapter four), the above can be solved immediately for $\{f(1)\}$. This component consists of two terms, the body force and the force at the well head known as polished rod load. That is

$$
\begin{equation*}
\{\mathrm{f}(1)\}=\mathrm{f}_{1 \mathrm{~b}}+\mathrm{f}_{\mathrm{PRL}} \tag{3.25}
\end{equation*}
$$

where $f_{1 b}$ is the body force contribution and $f_{P R L}$ is the polished rod load. Body forces being constant, we are able to solve for the polished rod load at each solution iteration.

For the rematning nodes we know the components of $\{f\}$ but not of $\{\ddot{u}\},\{u\}$ or $\{u\}$. Multiplying (3.14) by the inverse of the mass matrix, $[M]^{-1}$, we have

$$
[M]^{-1}[M]\{\ddot{u}\}+[M]^{-1}[C]\{\dot{u}\}+[M]^{-1}[K]\{u\}+[M]^{-1}\{f\}=0
$$

or, after rearranging,

$$
\begin{equation*}
\{\ddot{u}\}=-[M]^{-1}[C]\{\dot{u}\}-[M]^{-1}[K]\{u\}-[M]^{-1}\{f\} \tag{3.26}
\end{equation*}
$$

For simplicity we define

$$
\begin{aligned}
& {[M]^{-1}[C]=[C]^{*}} \\
& {[M]^{-1}[K]=[K]^{*}}
\end{aligned}
$$

and

$$
[\mathrm{M}]^{-1}\{\mathrm{f}\}=\{\mathrm{f}\} *
$$

with which (3.26) may be written

$$
\begin{equation*}
\{\ddot{u}\}=-[C] *\{\dot{u}\}-[K] *\{u\}-\{f\} * \tag{3.27}
\end{equation*}
$$

Integrating (3.27) twice with respect to time yields both the velocity and displacement at all remaining nodes. That is

$$
\dot{u}_{i+1}=\dot{u}_{i}+\int \ddot{u_{i}} d t
$$

and

$$
u_{i+1}=u_{i}+\int \dot{u}_{i} d t
$$

where subscript $i$ refers to values at the current time and $i+1$ to values at $t+\Delta t$.

A fourth order Runge-Kutta integration of $\ddot{u}$ yields the required results (error of order four) without the need for predictions and corrections as in schemes such as Euler's method.

Given $\ddot{u}_{i}, \dot{u}_{i}$, and $u_{i}$, the Runge-Kutta algorithm yields the following (see ref. 5).

$$
\dot{x}_{i+1}=\dot{x}_{i}+\frac{1}{6}\left(k_{1}+2 k_{2}+2 k_{3}+k_{4}\right)
$$

and

$$
x_{i+1}=x_{i}+\dot{x}_{i} \Delta t+\frac{\Delta t}{6}\left(k_{1}+k_{2}+k_{3}\right)
$$

where

$$
\begin{aligned}
& \mathrm{k}_{1}=\ddot{\mathrm{u}}\left(\mathrm{u}_{\mathrm{i}}, \dot{\mathrm{u}}_{\mathrm{i}}\right) \Delta t \\
& \mathrm{k}_{2}=\ddot{\mathrm{u}}\left(\mathrm{u}_{i}+\frac{\Delta t}{2} \dot{\mathrm{u}}_{\mathrm{i}}, \dot{\mathrm{u}}_{i}+\frac{\mathrm{k}_{1}}{2}\right) \Delta t \\
& \mathrm{k}_{3}=\ddot{\mathrm{u}}\left(\mathrm{u}_{i}+\frac{\Delta t}{2} \dot{\mathrm{u}}_{i}+\frac{\Delta t}{4} \mathrm{k}_{1}, \dot{\mathrm{u}}+\frac{\mathrm{k}_{2}}{2}\right) \Delta t
\end{aligned}
$$

and

$$
\mathrm{k}_{4}=\ddot{u}\left(u_{i}+\dot{u}_{i} \Delta t+\frac{\Delta t}{2} \mathrm{k}_{2}, \dot{\mathrm{u}}_{i}+\mathrm{k}_{3}\right) \Delta t
$$

Thus we have a complete solution procedure for the dynamic equation, (3.14).

### 3.12 Closing Remarks

This completes the formulation needed to analyze the dynamic behavior of the sucker rod string. Summarizing briefly, we began with the second order partial differential equation, (3.8), developed from a free body diagram on an arbitrary rod section (figure 3.1). Using the finite element approximation to $u(x, t)$ we reduced this to the set of ordinary differential equations given by (3.14). To this system were added the appropriate boundary condition terms as defined in (3.10) and the effects of rod buoyancy. Finally, rearrangement of (3.14) and integration of $\{\ddot{u}\}$ yielded a method of solution for all previously
unknown physical and dynamical properties.
In order to utilize this model we must now address both the nature of the motion applied via the surface equipment and the forces imposed at the pump. The former constitutes the subject of chapter four.

## Chapter 4

## PUMPING UNIT KINEMATICS

### 4.1 Opening Comments

If we are to effectively use the formulation developed in chapter three, we need some mechanism by which to drive the sucker rod/pump combination. This is the function of the surface pumping equipment. There exist essentially two types of mechanisms in common use throughout the petroleum industry. They are classified as the "conventional" and "Mark-II" types as shown in figures 4.1 and 4.2 , respectively.


Figure 4.1 - "Conventional" Pumping Unit Schematic


Figure 4.2 - "Mark-II" Pumping Unit Schematic
Both mechanisms are classified as four-bar linkages if one considers the fixed link as connecting $(0,0)$ and $(D, H)$ or $(0, O)$ and ( $-D, H$ ) for the two linkages, respectively.

The change in sign on " $\omega$ t" is due to the fact that, typically, the conventional unit rotates CW while the Mark-II rotates CCW as viewed in figures 4.1 and 4.2. This is the convention used here and throughout the remaining analyses.

### 4.2 Derivation of the Equations of Motion

Our primary interest is in the motion at $\left(x_{3}, y_{3}\right)$, however, in the torque analysis in chapter five we will need the positions of $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ so the following derivation will detail these as well.

Consider first the conventional mechanism in figure 4.1. Immediately we recognize that

$$
x_{1}=\operatorname{Rcos}(-\omega t)
$$

and

$$
y_{1}=\operatorname{Rsin}(-\omega t)
$$

We can also see that $\left(x_{2}, y_{2}\right)$ lies on circles described by the rotation of $L_{1}$ about $\left(X_{1}, Y_{1}\right)$ and $L_{2}$ about ( $D, H$ ). The pivot location ( $D, H$ ) is a known entity, so from geometry we have

$$
\begin{equation*}
x_{2}^{2}-2 x_{2} x_{1}+x_{1}^{2}+y_{2}^{2}-2 y_{2} y_{1}+y_{1}^{2}=L_{1} 2 \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{2}^{2}-2 x_{2} D+D^{2}+y_{2}^{2}-2 y_{2} H+H^{2}=L_{2}^{2} \tag{4.2}
\end{equation*}
$$

Subtracting (4.2) from (4.1) and solving for $x_{2}$ yields

$$
\begin{equation*}
x_{2}=\frac{x_{1}^{2}-D^{2}-2 y_{2}\left(y_{1}-H\right)+y_{1}^{2}-H^{2}-L_{1}^{2}+L_{2}^{2}}{2\left(x_{1}-D\right)} \tag{4.3}
\end{equation*}
$$

If we define replacement terms

$$
\begin{aligned}
& c_{1}=x_{1}^{2}-D^{2}+y_{1}^{2}-H^{2}-L_{1}^{2}+L_{2}^{2} \\
& c_{2}=2\left(y_{1}-H\right) \\
& c_{3}=2\left(x_{1}-D\right)
\end{aligned}
$$

we can rewrite (4.3) as

$$
x_{2}=\frac{c_{1}}{c_{3}}-\frac{c_{2} Y_{2}}{c_{3}}
$$

Substituting this back into (4.1) and performing a great deal of manipulation yields, upon solving for $y_{2}$

$$
\frac{\frac{2 c_{1} c_{2}}{c_{3}^{2}}+2 y_{1}-\frac{2 c_{2} x_{1}}{c_{3}}+\sqrt{\left(\frac{-2 c_{1} c_{2}}{c_{3}^{2}}-2 y_{1}+\frac{2 c_{1}}{c_{3}} x_{1}\right)^{2}-4\left(\frac{c_{2}}{c_{3}}+1\right)\left[\left(\frac{c_{1}}{c_{3}}\right)^{2}+x_{1}{ }^{2}+y_{1}{ }^{2}-\frac{2 c_{1} x_{1}}{c_{3}}-L_{1} 2\right]}}{\left[\left(\frac{c_{2}}{c_{3}}\right)^{2}+1\right]^{2}}
$$

Defining additional replacement terms

$$
\begin{aligned}
& c_{4}=\frac{c_{1}}{c_{3}} \\
& c_{5}=\frac{c_{2}}{c_{3}}
\end{aligned}
$$

and again performing some manipulation, $Y_{2}$ can be expressed as

$$
y_{2}=\frac{c_{4} c_{5}+y_{1}-c_{5} x_{1}+\sqrt{c_{5}^{2} L_{1}^{2}+L_{1}^{2}-\left(c_{5} Y_{1}+x_{1}-c_{4}\right)^{2}}}{\left(c_{5}^{2}+1\right)}
$$

Referring again to figure 4.1 we can also write

$$
\mathrm{Y}_{3}=\mathrm{H}+\mathrm{L}_{3} \sin \theta=\mathrm{H}+\mathrm{L}_{3}\left(\frac{\mathrm{H}-\mathrm{Y}_{2}}{\mathrm{~L}_{2}}\right)
$$

and

$$
x_{3}=D+L_{3} \cos \theta=D+L_{3}\left(\frac{D-x_{2}}{L_{2}}\right)
$$

Summarizing all of the displacement relations for the conventional mechanism we have

$$
\begin{align*}
& x_{1}=\operatorname{Rcos}(-\omega t) \\
& y_{1}=\operatorname{Rsin}(-\omega t) \\
& x_{2}=c_{4}-c_{5} y_{2} \\
& y_{2}=\frac{c_{4} c_{5}+y_{1}-c_{5} x_{1}+\sqrt{c_{5}^{2} L_{1}{ }^{2}+L_{1}{ }^{2}-\left(c_{5} y_{1}+x_{1}-c_{4}\right)^{2}}}{\left.c_{5}^{2}+1\right)}  \tag{4.4}\\
& x_{3}=D+L_{3}\left(\frac{D-x_{2}}{L_{2}}\right) \\
& y_{3}=H_{3}+L_{3}\left(\frac{H-y_{2}}{L_{2}}\right)
\end{align*}
$$

Turning our attention to the Mark-II mechanism and referring to figure 4.2 we recognize that

$$
x_{1}=\operatorname{Rcos}(\omega t)
$$

and

$$
y_{1}=\operatorname{Rsin}(\omega t)
$$

An analysis completely similar to that for the conventional linkage results in expressions for $x_{2}$ and $y_{2}$ that are identical to those in (4.4). However, terms $c_{4}$ and $c_{5}$ are slightly modified and are given by

$$
c_{4}=\frac{\mathrm{x}_{1}^{2}-\mathrm{D}^{2}+\mathrm{y}_{1}^{2}-\mathrm{H}^{2}-\mathrm{L}_{1}^{2}+\mathrm{L}_{2}^{2}}{2\left(\mathrm{x}_{1}+\mathrm{D}\right)}
$$

and

$$
c_{5}=\frac{y_{1}-H}{x_{1}+D}
$$

From figure 4.2 we see that

$$
x_{3}=x_{2}+L_{3} \cos \theta=x_{2}+L_{3}\left(\frac{x_{2}+D}{L_{2}}\right)
$$

and finally,

$$
Y_{3}=Y_{2}+L_{3} \sin \theta=Y_{2}+L_{3}\left(\frac{Y_{2}-H}{L_{2}}\right)
$$

Because we are interested in all aspects of the behavior at the end of $\mathrm{L}_{3}$ we need not only its position, but also its corresponding velocity and acceleration. Owing to the fact that $y_{3}(t)$ is known to be well behaved this writer elected to use finite difference approximations to both $\dot{Y}_{3}$ and $Y_{3}$ • As illustrated in chapter two, these expressions are derived from the Taylor-series expansions of $y_{3}$ about $\left(t_{1}\right)$. For the sake of accuracy, fourth order central difference expressions are used. These can be found in a number of sources. Reference 5 contains the following:

$$
\dot{y}_{i}=\frac{-y_{i+2}+8 y_{i+1}-8 y_{i-1} y_{i-2}}{12(\Delta t)}
$$

and

$$
\ddot{\mathrm{y}}_{i}=\frac{-\mathrm{y}_{i+2}+16 \mathrm{y}_{i+1}-30 \mathrm{y}_{i}+16 \mathrm{y}_{i-1}-\mathrm{y}_{i-2}}{12(\Delta t)^{2}} .
$$

Comparison of results using these approximations with analytical results on equations similar in nature to those describing $Y_{3}(t)$ indicate accuracy to better than two decimal places, or a fraction of one percent.

### 4.3 Closing Remarks

Completion of the above analysis now allows us, given the physical dimensions of the linkage, to describe completely not only the motion at all joints, but the velocity and acceleration at the top of the rod as well. Upon comparing the notation here with that in chapter three, we have complete equivalence between

$$
\begin{aligned}
& y_{3}(t) \text { and } u(0, t) \\
& \dot{Y}_{3}(t) \text { and } \frac{\partial u}{\partial t}(0, t)
\end{aligned}
$$

and between

$$
\ddot{y}_{3}(t) \text { and } \frac{\partial^{2} u}{\partial t^{2}}(0, t) .
$$

We now proceed to considerations of the torque imposed on the gearbox and prime mover via the load in the rod string.

## Chapter 5

## APPLIED TORQUE CHARACTERISTICS

5.1 Opening Comments

The torque imposed on the system drive components arises from two primary sources. First the well load acts through the equivalent pumping unit lever arm and applies a torque directly to the gearbox output shaft. Second, attached to the output shaft are counterweights which also produce an applied torque. The resultant of these two components yields the net torque on the gearbox which is that torque required from the drive motor (when modified by the overall reduction ratio). It may help to refer back to figure 1.1 in considering these effects.

### 5.2 Torque Factor Derivation

The equivalent pumping unit lever arm mentioned above is known as the "torque factor" throughout the industry. Being a lever arm it has units of length and varies continuously throughout a pumping cycle. Any investigation into the torque characteristics of a given pumping system must begin with a look at this parameter.

As in the discussion on kinematics, we must treat the conventional and Mark-II units separately. Figures 5.1 and 5.2 illustrate the notation required in the derivations which follow. The coordinate systems and coordinate point designations are identical to those in figures 4.1 and 4.2. Consider, first, the conventional unit. Dimension $t_{1}, t_{2}$, and $t_{3}$ are all perpendicular distances from end or pivot points to their respective links. By inspection we see that

$$
\begin{align*}
& t_{2}=R \sin (180-\gamma)=R \sin \gamma  \tag{5.1}\\
& t_{2}=L_{2} \sin \phi \tag{5.2}
\end{align*}
$$



Figure 5.1 - Conventional Unit Torque Factor Notation

and

$$
\begin{equation*}
t_{3}=x_{3}-D \tag{5.3}
\end{equation*}
$$

Using the law of cosines and knowing the coordinate points from chapter four, we can solve for $\gamma$ and $\phi$. Looking at the former yields

$$
\mathrm{x}_{2}^{2}+\mathrm{y}_{2}^{2}=\mathrm{R}^{2}+\mathrm{L}_{1}^{2}-2 \mathrm{RL}_{1} \cos \gamma
$$

or

$$
\begin{equation*}
\gamma=\cos ^{-1} \frac{R^{2}+L_{1}^{2}-\left(x_{2}^{2}+y_{2}^{2}\right)}{2 R L_{1}} \tag{5.4}
\end{equation*}
$$

Similarly for $\phi$ we have

$$
\begin{equation*}
\phi=\cos ^{-1} \frac{L_{1}^{2}+L_{2}^{2}-\left(D-x_{1}\right)^{2}-\left(H-y_{1}\right)^{2}}{2 L_{1} L_{2}} . \tag{5.5}
\end{equation*}
$$

The torque factor, TF , is given simply by

$$
\begin{equation*}
\mathrm{TF}=\frac{t_{3} \cdot t_{1}}{t_{2}} \tag{5.6}
\end{equation*}
$$

Looking now at figure 5.2 we see that for the Mark-II we again have

$$
t_{1}=R \sin \gamma
$$

and

$$
t_{2}=L_{2} \sin \theta
$$

This time, however,

$$
\begin{equation*}
t_{3}=x_{3}+D \tag{5.7}
\end{equation*}
$$

Angle $\gamma$ is identical with (5.4) but $\phi$ is written as

$$
\begin{equation*}
\phi=\cos ^{-1} \frac{\mathrm{~L}_{1}{ }^{2}+\mathrm{L}_{2}^{2}-\left(\mathrm{x}_{1}+\mathrm{D}\right)^{2}-\left(\mathrm{y}_{1}-\mathrm{H}\right)^{2}}{2 \mathrm{~L}_{1} \mathrm{~L}_{2}} . \tag{5.8}
\end{equation*}
$$

Finally, TF is identical to (5.6). That is

$$
T F=\frac{t_{3} \cdot t_{1}}{t_{2}}
$$

It may not be obvious from the above expressions, but the torque factor for any given unit is a periodic function taking both positive and negative values. Since torque is defined by the "right hand rule", any well load which produces a torque out of the page (ref. figures 5.1 and 5.2 ) is positive.

Using this convention, the unit in figure 5.1 is shown in a positive torque factor position. Figure 5.2 shows a negative position. The sign of the torque factor is governed by the angle $\gamma$. In fact, for the conventional unit $T F \geqslant 0$ for $0 \leqslant \gamma \leqslant 180^{\circ}$
and

```
TF\leqslant0 for 180\leqslant }\leqslant\leqslant\leqslant36\mp@subsup{0}{}{\circ
```

whereas for the Mark-II

```
TF\geqslant0 for 180\leqslant }\leqslant\leqslant\leqslant36\mp@subsup{0}{}{\circ
```

and

```
TF}\leqslant0\mathrm{ for 0 < Y < 180
```

Figure 5.3 shows a typical plot of the torque factor as a function of crank position.


Figure 5.3 - Typical Torque Factor Curve

### 5.3 Torque Analysis

Figures 5.4 and 5.5 show the additional notation necessary in discussing the torques applied to the system from all sources. Again, notation common to earlier discussions is identical with these.

Briefly, the load applied at the end of $L_{3}$ is the combination of the well load, $F$, and the unbalance load, UNBAL. The latter is the structural unbalance of the unit and is taken as positive for "horsehead heavy" mechanisms. The counterbalance weight, CBW, are assumed to act at a distance, R, from the crank centerline. The angle, $\beta$, allows the counterweights to be "phased" with respect to the crank arm, and is defined as positive CCW from the crank arm centerline.

With these thoughts in mind, we can now sum moments about the output shaft center. For the conventional unit

$$
\Sigma M=-T+(F+U N B A L) T F-(C B W) R \cos (-\omega t+\beta)=0
$$

or

$$
\begin{equation*}
T=(F+U N B A L) T F-(C B W) R \cos (-\omega t+B)=0 \tag{5.9}
\end{equation*}
$$

For the Mark-II

$$
\Sigma M=T+(F+U N B A L) T F-(C B W) R(-\cos (\omega t+\beta))=0
$$

or

$$
\begin{equation*}
T=-(F+U N B A L) T F+(C B W) \operatorname{Rcos}(\omega t+\beta)=0 \tag{5.10}
\end{equation*}
$$

Figure 5.6 depicts a typical net imposed torque along with the contributions from the counterweights and well load.

Note the torques in (5.9) and (5.10) are those torques acting on the gearbox output shaft. To obtain the required torque from the drive motor, we simply divide this by the overall speed reduction ratio. That is

$$
\begin{equation*}
\mathrm{T}_{\mathrm{m}}=\frac{\mathrm{T}}{\mathrm{RATIO}} \tag{5.11}
\end{equation*}
$$

where $\mathrm{T}_{\mathrm{m}}$ is the motor torque delivered. The above neglects losses through the belt drive and gearbox.


Figure 5.4 - Conventional Unit Torque Notation


Figure 5.5 - Mark-II Torque Notation


Figure 5.6 - Typical Set of Torque Curves

### 5.4 Motor Speed Variation

We have seen in section 5.3 how the torque on the system varies over the course of one pumping cycle. Assuming that the reduction ratio is constant, we conclude that the torque delivered by the motor must also vary. In order to understand how this variation affects the motor speed, it is instructive to look at a typical speed-torque curve. Figure 5.7 shows such a curve.

The portion of this curve of interest is roughly that from $100 \%$ to $80 \%$ of synchronous speed. Over the course of this range the torque can be approximated as a linear function of speed as shown by the dashed line. This is common practice and allows us to readily compute the motor speed, given the


Figure 5.7 - Typical Motor Speed - Torque Curve ${ }^{1}$
output torque. For example, suppose the instantaneous required torque is 18000 in-lb, the synchronous speed is 1200 RPM, and the torque at 1000 RPM is 20000 in-lb. We want to know the instantaneous speed. A linear interpolation gives the following:

| Speed (RPM) | $\frac{\text { Torque }(i n-1 b)}{1200}$ |
| :---: | :---: |
| RPM? | 0 |
| 1000 | 20000 |
| RPM? $=\left(\frac{18000-0}{20000-0}\right)(1000-1200)+1200$ |  |

or

$$
\mathrm{RPM} ?=1020 \mathrm{RPM}
$$

[^1]Performing this calculation at each solution interval allows us to keep track of the average pumping speed.

### 5.5 Closing Remarks

Armed with the concepts presented in these sections, we can now characterize the torques on the system as well as their effect on the dynamics. Coupled with the developments from chapters three and four they provide another piece in the complete analysis.

## FLUID DAMPING

### 6.1 Opening Comments

As outlined in chapter three, the damping force exerted on the rod by its relative motion with the fluid column is developed by a skin friction effect at the rod surface. In order to quantify this force, we look at the nature of annular pipe flow, specifically the shear stress acting at the inner boundary. Rather than flow through a conventional annulus, we will look at the case where the center section has some velocity, $v$, relative to the outer wall.

### 6.2 Derivation of Shear Stress

Figure 6.1 depicts the model to be used and the required notation. We look in detail at the fluid shell of thickness $\Delta r$.


A momentum balance on the fluid shell yields

$$
\begin{align*}
& \left.\left(2 \pi r L \tau_{r z}\right)\right|_{r}-\left.\left(2 \pi r L \tau_{r z}\right)\right|_{r+\Delta r}+\left.\left(2 \pi r \Delta r \gamma v_{z}^{2}\right)\right|_{z=0}- \\
& \left.\left(2 \pi r \Delta r \gamma v_{z}^{2}\right)\right|_{z=L}+2 \pi r \Delta r L \gamma g+2 \pi r \Delta r\left(p_{O}-p_{L}\right)=0 \tag{6.1}
\end{align*}
$$

If we assume an incompressible fluid then $v_{z}$ at $z=0$ and $z=L$ are equal so terms three and four drop out. Dividing by $2 \pi I \Delta r$ and taking the limit as $\Delta r \rightarrow 0$ gives

$$
\lim _{\Delta r \rightarrow 0} \frac{\left.\left(r \tau_{r z}\right)\right|_{r+\Delta r}-\left.\left(r \tau_{r z}\right)\right|_{r}}{\Delta r}=\left(\frac{p_{0}-p_{L}}{L}+\gamma g\right) r
$$

or

$$
\begin{equation*}
\frac{d\left(r \tau_{r z}\right)}{d r}=\left(\frac{p_{O}-p_{L}}{L}+r g\right) r \tag{6.2}
\end{equation*}
$$

Taking $p_{0}=0$ (pressure at the surface) and recognizing that $p_{L}=\gamma g L$, we may eliminate the right hand side of (6.2). We are left with

$$
\frac{d\left(r \tau_{r z}\right)}{d r}=0
$$

Integrating once with respect to $r$ gives

$$
\begin{equation*}
\tau_{r z}=\frac{C_{1}}{r} \tag{6.3}
\end{equation*}
$$

Unfortunately, we know nothing about $\tau_{r z}$ at the boundaries which would allow us to determine $C_{1}$. We do, however, know something about the velocities at both $R_{i}$ and $R_{o}$. Newton's law of viscosity gives

$$
\begin{equation*}
\tau_{r z}=-\mu \frac{d v_{Z}}{d r} \tag{6.4}
\end{equation*}
$$

where $\mu$ is the fluid viscosity. Substituting (6.4) into (6.3) gives us

$$
\frac{d v_{z}}{d r}=-\frac{C_{1}}{\mu r}
$$

Integrating once more with respect to $r$ yields

$$
\mathrm{v}_{z}=-\frac{\mathrm{C}_{1}}{\mu} \operatorname{lnr}+\mathrm{C}_{2}
$$

Recognizing that at $r=R_{i}$ we have $v_{z}=v$, and at $r=R_{0}, v_{z}=0$, we can solve for $C_{1}$ and $C_{2}$ as follows.
at $R=R_{i}$

$$
\begin{equation*}
\mathrm{v}=-\frac{C_{1}}{\mu} \ln R_{i}+C_{2} \tag{6.5}
\end{equation*}
$$

at $r=R_{0}$

$$
\begin{equation*}
0=-\frac{C_{1}}{\mu} \ln \mathrm{R}_{\mathrm{O}}+\mathrm{C}_{2} \tag{6.6}
\end{equation*}
$$

Subtracting (6.6) from (6.5) gives

$$
\mathrm{v}=-\frac{C_{1}}{\mu} \ln \left(\frac{R_{i}}{R_{o}}\right)
$$

or

$$
\begin{equation*}
c_{1}=-\frac{V \mu}{\ln \left(\frac{R_{i}}{R_{0}}\right)} \tag{6.7}
\end{equation*}
$$

Substituting (6.7) into (6.6) and solving for $c_{2}$ we have

$$
c_{2}=-\frac{v \ln R_{o}}{\ln \left(\frac{R_{i}}{R_{o}}\right)}
$$

or finally

$$
\begin{equation*}
\mathrm{v}_{z}=\frac{\ln \left(\frac{\mathrm{r}}{\mathrm{R}_{0}}\right)}{\ln \left(\frac{\mathrm{R}_{i}}{\mathrm{R}_{0}}\right)} \mathrm{v} \tag{6.8}
\end{equation*}
$$

Recalling that $v$ is the rod velocity, (6.8) gives us the fluid velocity at any position, r.

Again referring to (6.4) we can derive an expression for $\tau_{r z}$ based on (6.8). This yields

$$
\tau_{r z}=-\mu \frac{d}{d r}\left[\frac{\ln \left(\frac{r}{R_{0}}\right)}{\ln \left(\frac{R_{i}}{R_{o}}\right)}\right] \mathrm{v}
$$

or

$$
\tau_{r z}=-\frac{\mu v}{r \ln \left(\frac{R_{i}}{R_{o}}\right)} .
$$

At the rod surface where $r=R_{i}$ this gives

$$
\begin{equation*}
\tau_{r z}=-\frac{\mu v}{R_{i} \ln \left(\frac{R_{i}}{R_{o}}\right)} \tag{6.9}
\end{equation*}
$$

In chapter three we derived the damping force in terms of a damping factor, c, as

$$
\begin{equation*}
\mathrm{f}_{\mathrm{d}}=2 \mathrm{c} \sqrt{\mathrm{~A} \pi} \Delta \mathrm{x} \frac{\partial \mathrm{u}}{\partial \mathrm{t}} \tag{3.4}
\end{equation*}
$$

Using $\tau_{r z}$ and referring to figure 3.1 , the equivalent force will be given by

$$
\begin{equation*}
\mathrm{f}_{\mathrm{d}}=2 \tau_{r z} \sqrt{\mathrm{~A} \mathrm{\pi}} \Delta \mathrm{x} \tag{6.10}
\end{equation*}
$$

Equivalence requires that

$$
\begin{equation*}
c=\frac{\tau_{r z}}{v} \tag{6.11}
\end{equation*}
$$

where we recall that $\frac{\partial u}{\partial t}$ is simply $v$ from the above discussion. Substituting (6.9) into (6.11) gives the final form for $c$ as

$$
\begin{equation*}
c=-\frac{\mu}{R_{i} \ln \left(\frac{R_{i}}{R_{o}}\right)} \tag{6.12}
\end{equation*}
$$

The required units on $\mu$ in (6.12) are $1 b_{f}-s e c / i n^{2}$.

### 6.3 Closing Remarks

It should be noted that the momentum balance given by (6.1) is valid only for laminar flow. A quick check of the Reynolds number for a typical configuration yields the following.

Let

$$
\begin{aligned}
& \mathrm{R}_{\mathrm{i}}=0.5 \mathrm{in} \\
& \mathrm{R}_{\mathrm{O}}=1.0 \mathrm{in} \\
& \mathrm{v}_{\mathrm{Z}}=30 \mathrm{in} / \mathrm{sec} \\
& \gamma=8.2 \times 10^{-5} 1 \mathrm{~b}_{\mathrm{m}}-\mathrm{sec}^{2} / \mathrm{in}^{4} \\
& \mu=1.5 \times 10^{-6} 1 \mathrm{~b}_{\mathrm{f}}-\mathrm{sec}^{2} / \mathrm{in}^{2} \quad(10 \mathrm{cp})
\end{aligned}
$$

The Reynolds number is given by (see ref. 4, page 54)

$$
R_{e}=\frac{2 R_{o}\left(1-\frac{R_{i}}{R_{0}}\right) v_{z} \gamma}{\mu}
$$

which yields

$$
\mathrm{R}_{\mathrm{e}}=1640
$$

This is well below the transition Reynolds number of 2100 so our assumption of laminar flow is valid.

## Chapter 7

## DOWN-HOLE CONSIDERATIONS

### 7.1 Opening Comments

Sections 3.3 and 3.8 served as introductions to the subject of the boundary conditions which apply at the ends of the rod string. The surface condition was treated adequately there when coupled with the developments in chapter four. Several unaddressed questions remain regarding the bottom-hole conditions. Specifically, we need to look in detail at the loading function, $p(t)$, and coefficients $a^{\prime}$ through $d^{\prime}$ in (3.10). This section expands upon earlier discussions on this bottom boundary condition. Reiterating, the latter of $(3.10)$ is repeated here.

$$
\begin{equation*}
a^{\prime} \frac{\partial u}{\partial x}(L, t)+b^{\prime} \frac{\partial^{2} u}{\partial t^{2}}(L, t)+c^{\prime} \frac{\partial u}{\partial t}(L, t)+d^{\prime} u(L, t)-p(t)=0 \tag{3.10}
\end{equation*}
$$

where
$a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}=$ non-negative coefficients
$p(t)=$ prescribed pump loading condition

### 7.2 Pump Action Analysis

In order to understand the loading function, $p(t)$, it is helpful to look at figure 7.1 which illustrates the four stages involved in rod loading. Recall from figure 1.1 the existence of the standing and traveling values. Figure 7.1 depicts the period at bottom dead center when the load is being transferred from the tubing to the rod. The traveling valve is closing causing the full weight of the fluid to bear on the tubing string. The standing value is ready to open. In (b) the rod is moving up, bearing the full weight of the fluid column. The traveling valve is closed, the standing valve is open. It should be noted that while the standing valve is open, any


Figure 7.1 - Four Stages of Pump Action
pressure due to a fluid level in the casing acts directly on the underside of the plunger. The net rod load, $p(t)$, in (b) is given by

$$
\mathrm{p}(\mathrm{t})=\mathrm{TOPFOR}-\mathrm{BOTFOR}
$$

where

$$
\begin{aligned}
& \text { TOPFOR }=\text { fluid pressure above plunger times plunger area } \\
& \text { BOTFOR }=\text { bottom-hole pressure times plunger area }
\end{aligned}
$$

Figure 7.1c illustrates the top dead center position at which load begins transferral back to the tubing. The traveling value begins to open, the standing valve begins to close. Finally, (d) shows the rod on its way down, moving freely through the fluid. The traveling valve is open, the standing valve is closed. In (d), $p(t)=0$. Following (d) the cycle repeats.

From this description of the cycle we see that $p(t)$ is a periodic function as illustrated in the lower half of figure 7.1. This nature is another of the peculiarities associated with this analysis. The most direct means of specifying this behavior is to specify the distance over which the plunger travels during fluid load pickup and release. Figure 7.2 illustrates the point for two sample cases.


Figure 7.2 - Bottom-Hole Load vs. Displacement

The value of $p(t)$ at any point during pickup (or release) is obtained by taking the ratio of $\Delta u$ for the current interval to the total pickup (or release) distance, times the quantity (TOPFOR-BOTFOR). That whole quantity is then added to the previous $p(t)$ as an incremental change in pump load. During the remainder of the up/downstrokes, the loads are as defined earlier. The determination of these pickup and release distances is based upon whether or tubing anchors are installed and, if not, on the tubing size, fluid weight, etc.. For the anchored case, illustrated by the dashed curve, the distances, which can be as great as 2 ft., are determined from the static tube deflection due to fluid weight.

### 7.3 Boundary Condition Coefficients

As one of the last loose ends to tie up, we address coefficients a' through $d^{\prime}$ in (3.10). Referring to the latter of (3.10), this explanation is
best served by looking in detail at each term individually.
The first of these is

$$
a^{\prime} \frac{\partial u}{\partial x}(L, t)
$$

This is simply a stress generated force on any stiffness element added at the pump. For example, stiffeners known as sinker bars are sometimes added to the bottom of the sucker rod to counteract the effects of compressive loads due to buoyancy. If this is the case, the resulting force is clearly EAE or EA $(\partial u / \partial x)$ where $E A$ is the product of the modulus and cross section of the sinker bars. Thus $a^{\prime}$ is EA of these stiffeners. If they are not used a' is set to zero. Recall that the stiffness of the sucker rod itself is already incorporated in [K].

The second term in (3.10) is given by $b^{\prime} \frac{\partial^{2} u}{\partial t^{2}}(L, t) \quad$.

In this term $b^{\prime}$ is nothing more than the mass of the fluid column. The only spectal consideration needed is the determination of when this term applies. On upward acceleration it clearly exists. On deceleration the mass is uncoupled and b' goes to zero. Likewise, on the downstroke the fluid weight, and hence mass, is borne by the tubing. During this part of the cycle b' is again set to zero.

The damping term

$$
c^{\prime} \frac{\partial u}{\partial t}(L, t)
$$

is probably the one for which we have the most intuitive feel. Fluid friction exists at all points in the cycle. On the upstroke there is drag between the plunger and pump body as well as a damping effect from fluid flow through the standing valve. On the downstroke, plunger drag again exists as does damping through the traveling valve. The combined factor $c$ ' takes these effects into account.

Finally, the last term

$$
d^{\prime} u(L, t)
$$

allows one to apply a force as strictly a function of plunger displacement. Frankly, it is not clear that $d^{\prime}$ has immediate physical significance. In this analysis it is set to zero but included to maintain generality. The intent of this work was not to identify precisely all of these coefficients. It is hoped that at some future time, experimental data will be available to either corroborate or redefine their significance.

A similar argument holds for c'. Although its meaning seems straightforward, its magnitude is not known exactly. For this work it is assumed to be related to fluid viscosity much like the rod damping discussed previously.

### 7.4 Closing Remarks

With these thoughts, we close the bulk of the analysis required in the solution to the problem posed in chapter one. The discussion which follows addresses the implementation of solution techniques and results from selected design situations.

## CHAPTER 8

## DATA REDUCTION

### 8.1 Opening Comments

In any analysis with the scope of that presented in the previous chapters, one is faced with the task of selecting how one wishes to view the results. The data selected should be both indicative of the behavior of the system being analyzed and informative. Clearly, we don't want results which are obscured by ambiguous display. The following discussions deal with those forms of data reduction chosen for the analysis in chapters three through seven.

### 8.2 Forms of Data Presentation

As in most engineering problems, we would ultimately like some graphical output from our solution. Numerical values, although sometimes more precise, don't represent a visual picture of system behavior. Nor do they make comparisons between various cases as meaningful as they might be. In the output from the sucker rod dynamic analysis, we will display numerically only some chosen extreme values for certain system characteristics, e.g., maximum stresses, max/min torques and pumping speeds, etc. The bulk of the output will be graphical.

The standard form of system response throughout the petroleum industry is known as a dynagraph. Its origin dates back to the early days of modern sucker rod pumping. A dynagraph is generated by attaching a load cell in line with the polished rod. The output from the load cell, coupled with a means of recording the position of the rod, produces a load vs. displacement plot analogous to a lissajous pattern common in electrical circuit analysis. Figure 8.1 shows a typical dynagraph from an actual well study.


Figure 8.1 - Dynagraph Card

It is not clear that the dynagraph form of data presentation is the most useful way of displaying load results, but it is widely used and well understood. Therefore, a dynagraph will be simulated in this analysis as a means of bridging the technology gap in sucker rod dynamics.

One would also like to know the effects of pumping unit behavior on induced rod stresses. Because two pumping mechanisms which generate the same stroke length can do so in different ways, e.g., they may have different durations for the up/down strokes. It is natural to assume that the resulting rod stresses will also be different. As a result, we will plot the acceleration at the top of the rod and the rod stress vs. position. Such information could be used in optimization of minimum rod stress for a given desired stroke.

Some interest has been proposed in developing the load transfer characteristics of the sucker rod. Although this is not the intent of this analysis, it is a simple matter to provide this information as a starting
point for future investigations. Essentially this amounts to little more than displaying the dynagraph data in a more conventional format.

Finally, because proper balancing of the pumping unit has a dramatic effect on long term performance, we would like to know precisely its balance condition. To study the effects of all of the various torque components, we will plot the torque due to the well load and counterweights as well as their resultant torque on the gearbox as a function of crank position.

### 8.4 Closing Remarks

The four forms of data presentation described should provide not only some continuity with existing analysis but adequate information on which to judge any proposed design as well. The various plots described will be included in sample analyses in the following sections and in the appropriate appendices.

## CHAPTER 9

## SOLUTION DEVELOPMENT AND UTILIZATION

### 9.1 Opening Comments

It should be clear by now that the computations and analyses presented in the preceding sections do not lend themselves to hand manipulation. For this reason, a computer program called "DYNA1" has been written which performs the required operations. DYNA1 is written in FORTRAN 77 and is presently being run interactively on a VAX $11 / 780$ computer. The source code occupies approximately 100 blocks (50K) including the graphics subroutines. PLOT10 subroutines from Tektronix produce binary output which drives any of their 4000 series graphics terminals.

### 9.2 Program Synopsis

DYNA1 consists of a main routine and twenty-one subroutines each of which handles one aspect of the previous analyses. The main routine acts as the coordinator for these subroutines as well as variable initializer and output controller. In addition, it keeps tabs on max/min values of pertinent parameters. Below is a list of all subroutines and a brief description of their function.

ASSEMB: assembles system matrices [M], [C], and [K] from individual element matrices . . . entry ASSEMF assembles the force vector $\{\mathrm{f}\}$

DATGEN: interactively creates input data file "DATSET"

DYNAGR: plots surface and pump load data in dynagraph format
ECHO: echoes input data to file "SUMMARY"

INCOND: generates the initial conditions on $\ddot{u}, \dot{u}, u$

INVERT: inverts [M] (or any square matrix)

LINK: calculates the displacement, velocity, and acceleration at the top of the rod based on pumping unit geometry

LOADGR: plots surface and pump loads vs. crank position
MESH: generates the mesh connectivity data and the x-coordinates of all nodal points

MSPEED: calculates the motor speed based on torque requirements

MULT: multiplies two matrices . . . entry VMULT multiplies a matrix times a vector

PLOAD: determines pump plunger position and the corresponding load $p(t)$

RKUTT: integrates $\ddot{u}$ to find $\dot{u}$ and $u$ (4th order Runge-Kutta)

SHAPE: defines and initializes shape function matrices [ $\phi$ ] and [d $\phi / \mathrm{dx}$ ]

SIGRAF: plots rod stress and top acceeleration vs. crank position

SOLVE: solves the system of $O D E ' s$ for $\{f(1)\}$ and $\{\ddot{u}\}$

STRESS: solves for element stresses at each iteration based on end point displacements

TORQF: calculates the torque factor of the pumping unit based on its present position

TORQGR: plots the torques due to well load and counterweights and their resultant vs. crank position

TORQUE: calculates gearbox and motor torques given polished rod load, torque factor, and reduction ratio

UPDATE: adds boundary condition terms to system matrices and updates $[M]^{-1},[C] *$, and $[K] *$ when necessary

It should be clear from the above that each point of the preceding analyses has been suitably addressed. The liberal use of subroutines not only tends to make a program more readable but also allows revisions to be made more readily.

As mentioned in section 9.1, DYNA1 is an interactive program. If a data file exists ("DATSET") the user responds with an "f" (file) when prompted.

The program will then read the input data file and begin computations. If a data file does not exist or if a new set of input is desired, the user responds with an "i" (interactive) when prompted. DYNA1 will then prompt for all required input. At the same time, a new file, "DATSET", will be written automatically, superseding any that might have already existed.

In addition to the plotted output, there are potentially three output data files generated. The first, called "DIAGNOS", is written only if requested. It provides some diagnostic output should results be suspect for some reason. The second output file, called "SUMMARY" is always written and supersedes any that previously existed. It contains a list of the input data as well as a summary of final results. A third file, "PLTDAT", is generated when plotted output is desired. It is read by the various plot routines but is otherwise transparent to the user.

When plotted output is desired, four binary files are written, "DYNAPLOT", "LOADPLOT", "SIGPLOT", and "TORQPLOT". They contain the dynagraph, load, stress, and torque plot, respectively. They must be output to a Tektronix 4000 series graphics terminal. Otherwise, useless garbage will be displayed on the screen (at best).

### 9.3 Input Data Requirements

As mentioned in section 9.2, DYNA1 will prompt for required input data. Briefly, that data is listed below.

| Well Identification: | 20 characters, self explanatory |
| :--- | :--- |
| Diagnostics/Plot Flags: | $1=$ yes, $0=$ no |
| Rod Length: | enter length in feet response for each |
| Plunger Diameter: | enter diameter in inches |
| No. of Different | enter 1 through 5 as required |


| Diameter, Begin/End Element: | enter the diameter of each rod size plus the beginning and ending element number (see discussion later in this section) |
| :---: | :---: |
| Tubing Anchor Flag: | 1 = anchored, $0=$ unanchored |
| Tubing OD: | enter tube $O D$ in inches if tubing is unanchored |
| Fluid Height and Specific Gravity: | enter the casing fluid height above the plunger in feet and the specific gravity of the fluid |
| Linkage Parameters: | enter linkage type, $1=$ conventional, $2=$ Mark II, and the dimensions $\mathrm{D}, \mathrm{H}, \mathrm{L}_{1}, \mathrm{~L}_{2}$, $L_{3}$ and $R$ in inches (see figures 4.1 and 4.2) |
| Desired Strokes per Minute: | typically 5 through 20 |
| Motor Speed Variation Flag: | 1 = variable speed, $0=$ constant speed |
| Counterweights, Phase Angle, Unbalance: | enter the weight of the counterbalance in pounds, angle $\beta$ in degrees (see figures 5.4 and 5.5, and the structural unbalance in pounds ("+" for horsehead heavy units) |
| Synchronous speed and Slip speed/ Torque: | if motor speed is variable, enter the synchronous speed in RPM and a speed from the motor curve with its associated torque in inch-pounds |
| Motor Speed: | if motor speed is constant, enter the motor speed in RPM |
| Fluid Viscosity: | enter the value in centipoises |
| Sinker Bars: | if sinker bars are used, enter their diameter in inches |

The above completes the input data required by DYNA1. The prompts are hopefully self explanatory in all cases. One area may, however, need some elaboration here in order to be fully understood.

As we have seen from chapter three, the finite element method relies on a discretization of the model being analyzed. Naturally, the finer the
discretization, the better the simulation, but the longer the computation time. Conversely, with few elements, we gain computation time but lose resolution. In this analysis, a five element model was chosen as a compromise between computation time and resolution. The resulting mesh is shown in figure 9.1.


Figure 9.1 - Finite Element Mesh
Recall that changes in geometry can occur only at nodes, thus, referring to the diameter input segment discussed earlier, a single taper 1" rod would have a diameter of $1^{\prime \prime}$, the beginning element number is 1 and the ending element number is 5. A two taper string with $2000^{\prime \prime}$ of $7 / 8^{\prime \prime}$ and $3000^{\prime}$ of $3 / 4^{\prime \prime}$ rod would have a diameter of 0.875 from elements 1 through 2 and a diameter of $0.750^{\prime \prime}$ from element 3 through 5.

Figures 9.2 and 9.3 are included to confirm the accuracy of a five element model. Both are results from the same input data.


Figure 9.2 - Dynagraph from a 5-Element Mesh


Figure 9.3 - Dynagraph from a 20-Element Mesh

### 9.4 Closing Remarks

Examples of these plotted outputs and the form of the summary of results will be illustrated in appendices $B$ and $C$. Appendix $B$ contains comparisons of
of this analysis with currently available models. Appendix $C$ illustrates several examples of design exercises in an attempt to show how changes to some of the input data affect the dynamic response of the system.

## CHAPTER 10

## SUMMARY

It is difficult to summarize an analysis such as this. It is not as though we have attempted to solve a singularly posed problem with a unique solution. Rather, we have tried to develop a procedure by which we can effectively analyze a family of design situations.

Conclusion is probably best served by looking back at the analysis goals set forth in section 1.4. Items one through four, seven, and eight in that section, outline the theoretical goals of our solution, i.e., development of the pumping unit kinematics, the finite element model, torque characterization, pump load simulation, fluid damping, and forms of data reduction. All of these items have been fully described in chapters three through eight. Verification of the procedure discussed in items five and six of section 1.4 will be treated in appendices $A$ through $C$. Hopefully, all of these dicussions constitute a clear, well defined, and well documented outline to the problem posed in chapter one.

In addition to our original goals, we have the unspoken goals which apply to any report of this type. We would like to know that somehow we have added to the existing body of knowledge with regard to the problem at hand. We can feel confident that, in fact, we have. Modern mathematical techniques have been successfully applied to a problem older than those techniques themselves. Industry accepted "rules of thumb" and "dimensionless parameters" have not been relied upon anywhere. Finally, the nature of the solution has been left general enough to facilitate upgrading as experimental data becomes available for more precise characterization of such things as boundary condition coefficients.

In short, we have addressed the problem from a new light and done so in purely analytical fashion. The result being a solution which escapes some of the pitfalls of previous analyses, most notably, instabilities in handling shallow wells and difficulty in defining damping factors for heavy crudes. Our approach thus takes us many steps forward in understanding and addressing the dynamic behavior of sucker rod pumping systems.
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APPENDIX A

## TESTING OF THE FINITE ELEMENT MODEL

To give us peace of mind, we would like to test some of the more complex notions described in this report. Particularly, the solution to the system of differential equations and the integration routine. We accomplish this by comparing the results given by the developed model with those determined analytically for a case which possesses an analytical solution.

Such a solution exists for the vibration of a prismatic bar of length $L$, free at one end.


The general differential equation for longitudinal vibrations in this bar is given by

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}=a^{2} \frac{\partial^{2} u}{\partial x^{2}} \tag{A.1}
\end{equation*}
$$

where $a^{2}=E / \rho$

$$
\mathrm{u}=\text { displacement at any cross section. }
$$

The boundary conditions are

$$
\begin{aligned}
u(0, t) & =A \sin \omega t \\
\frac{\partial u}{\partial x}(L, t) & =0 .
\end{aligned}
$$

For steady state vibration, $u(x, t)=U(x)$ sinwt is the general form of solution. Substituting this into (A.1) yields

$$
-U(x) \omega^{2} \sin \omega t=a^{2} \sin \omega t \frac{d^{2} U}{d x^{2}}
$$

or

$$
\begin{equation*}
\frac{d^{2} U}{d x^{2}}+\frac{\omega^{2} X}{a^{2}} \tag{A.2}
\end{equation*}
$$

The solution to (A.2) is then

$$
U(x)=C_{1} \cos \frac{\omega x}{a}+C_{2} \sin \frac{\omega x}{a}
$$

from which

$$
\begin{equation*}
u(x, t)=\left(C_{1} \cos \frac{\omega x}{a}+c_{2} \sin \frac{\omega x}{a}\right) \sin \omega t \tag{A.3}
\end{equation*}
$$

From the first boundary condition

$$
u(0, t)=A \sin \omega t
$$

so

$$
C_{1}=A
$$

From the second boundary condition

$$
\frac{\partial u}{\partial x}(L, t)=\frac{\omega}{a}\left[-A \sin \frac{\omega L}{a}+C_{2} \cos \frac{\omega L}{a}\right] \sin \omega t=0
$$

from which

$$
c_{2}=A \tan \frac{\omega L}{a}
$$

The steady state vibration is thus given by

$$
\begin{equation*}
u(x, t)=A\left[\cos \frac{\omega x}{a}+\tan \frac{\omega L}{a} \sin \frac{\omega x}{a}\right] \sin \omega t \tag{A.4}
\end{equation*}
$$

A plot of $u(x, t)$ for an arbitrary set of conditions yields the following figure.

## AHPLYTICAL CREE



Figure A. 2 - Analytical Solution Plot

Applying the same conditions to the finite element model yields the figure below. The horizontal and vertical axis scales are identical in these two figures.

## MODEL TEST CRSE



Figure A. 3 - Finite Element Solution Plot

Clearly, we have good agreement between the analytical case and our simulation. We can, thus, be fairly well assured that our solution technique is valid. The model test case also gives us some feel for the stabilization time required by the numerical solution, approximately one and one-half cycles in the above illustration.

## APPENDIX B

## COMPARISONS WITH CURRENTLY AVAILABLE MODELS

As noted in chapter one, the only known analysis that bears a resemblance to this work is the result of an effort by Shell Oil Co. scientists in the 1960's and 70's. The following two sets of data show comparisons between the Shell work and the present analysis. The first illustrates the case of "normal" damping while the second depicts pumping of "heavy" crudes. It is difficult to draw a direct comparison between the dimensionless damping factor used in the Shell work and the viscosity used here but as we can see from the dynagraphs and the summaries, the two solutions agree well. In most instances, to better than 10\%.
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Figure B.4-She11 Program Pump Dynagraph - Case 1

<br>＊INTUT WッTH＊<br>

## WELIM II SM CHK I

| YARMAEE MESCRTFTION | NAME | Uniufe | Frimers |
| :---: | :---: | :---: | :---: |
|  | ＊＊＊＊ | 求为䎟 | 本世女\％＊＊＊ |


|  | 0 |  |
| :---: | :---: | :---: |
|  | $\pm$ | Ftrt rimt |
| FOL LENDTH（TT）＋+ ＋+ ＋+ ＋+ ＋+ ＋ （TOTL） | 5000.000 |  |
|  | 2.000 |  |
|  | 0 | Mntmborm |
|  | 2.000 |  |
|  | 2 |  |
|  | ． 875 |  |
|  | $\pm$ |  |
|  | $z$ |  |
| DinM UF SECTION $2 *+\ldots+\ldots+\ldots+$（TIATi） | ＋760 |  |
|  | 4 |  |
|  | 5 |  |
| FLUTL HETGHT（FT）．．．．．．．．．．（FLCHTT） | ． 000 |  |
|  | ＋900 |  |
|  | 1 | ロOwevtrowa |
|  | 150.000 |  |
| LIMENSIOR＇H＇（JN）＋＋＋＋＋＋＋＋＋＋＋＋（H） | 150.000 |  |
|  | 150.000 |  |
|  | 172．500 |  |
|  | 150.000 |  |
|  | 50.000 |  |
|  | \％ | CONSTAMT EFT |
| COUNTEF－WEIGHT（LE）＋$+\ldots++\ldots+{ }^{\text {a }}$（CEW） | 12500.000 |  |
|  | ． 000 |  |
|  | 900.000 |  |
|  | 1200．000 |  |
| Fiuth UrSCOSITY（CF\％＊＊＊＊＊＊＊＊（HD） | 15.000 |  |
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Figure B.9-Shell Program Output - Case 2



Figure B.11-She11 Program Pump Dynagraph - Case 2
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Figure B.14-Shell Program/Finite Element $(\Delta)$ Comparison - Case 2

## APPENDIX C

## SAMPLE CASE STUDIES

It is probably most informative, in light of the emphasis placed on the use of this method as a design tool, to simulate a few case studies to view the effect on system response as the result of a change to one of the input parameters.

## Case 1

In the first example, we take two pumping units with equal strokes, one conventional, the other a Mark II. These are labeled case 1-1 and 1-2, respectively, and the following figures illustrate the significant output results. This author has done some previous work indicating that the Mark II has some distinct advantages over the conventional type, (in general) due mainly to the decreased acceleration on the upstroke. As we can see from the following figures, this manifests itself in reduced rod stress. Additionally, all else being equal, the torque requirement on the gearbox has been reduced a full 28\% by using the Mark II.
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Figure C.3-Dynagraph - Case 1-1
*** SURFACE AND PUMP LOADS Vs. WT ***


Figure C.4-Load Plot - Case 1-1


#  ＊INFUT MATA＊  

## WELL IU：CASE I－2

| VARTAELE MESCRTFTIOH | Nate | Yalue | Femmatc |
| :---: | :---: | :---: | :---: |
|  | 本米䋛 | ＊＊＊＊＊ | ＊＊＊女＊＊ |


| IIABNGETIC FFTATOUT FLAG\％$\ldots \ldots+$（IMIAG） | 0 | No mTamonerce |
| :---: | :---: | :---: |
| FLDT GATA FLAG＊＊＊＊＊＊＊＊＊＊＊＊（IF＇LOT） | 1 | FUDT nata |
|  | 5000.000 |  |
| FLINGEF LTAMETEF（TH）＊＋＋＋＋＋（EFLUN） | 1.750 |  |
|  | 0 | URAMUHOFm |
| TUEING OL（IN）＊$+\ldots+\ldots+\ldots+\ldots$（TUBEDD | 2.000 | Un |
| 4 DF DIFFEFEET FOD MTATETEFS．．．MTIAM） | 2 |  |
|  | ． 875 |  |
|  | 1. |  |
|  | $z$ |  |
| IIAAM Dr SECTION $2+\ldots+\ldots+\ldots+\ldots$（IITAM） | ＋760 |  |
| AEGTNNTNG ELEFTETT＊．．．．．．．．（VELEEES） | 4 |  |
|  | 5 |  |
|  | 500.000 |  |
| FLUTI SFECIFIC GRAMTYY $+\ldots+\ldots+$（GFGF） | ＋+900 |  |
|  | 2 | Maft |
|  | 101.350 |  |
|  | $101+350$ |  |
|  | 101．350 |  |
|  | 116.55 |  |
|  | 133，785 |  |
| GIFENSTON＇Et（IN）．．．．．．．．．．．．．．．．．．（F） | $33+785$ |  |
|  |  | COMETANT ¢f |
| COUSTEF．WEIGHT（LEE）＋，＋$+\ldots \ldots \ldots$（CEW） | 12000．000 |  |
|  | ． 000 |  |
| UNEALANCE（ + HORSEHEAD HEAUY）＋（UNBAL ） | ． 000 |  |
| mTOR SMCHONOUS SFEEI（fFm），（STMBF\％． | 1200.000 |  |
| Fluti vigcosity（CF）$+\ldots \ldots+\ldots+\ldots(\mathrm{M})$＋ | 10.000 |  |

##  * SUMiAFY OF RESULTS * 

MAXIMUM FOD STFESEES (FST)


| ELEEMET | \% | $1 \pm$ | 2304 |
| :---: | :---: | :---: | :---: |
| ELETEAT | * | 2 : | 19118 |
| ELEMEINT | \# | 3 | 15212 |
| ELEMEMT | : | 4 | $16 \%$ |
| ELEVEM |  | 5 | 1243 |

FOLISHET FOD LOATE (LE)

MRXIMIM FRL=: 14985.
HTMWMAFFL= 475

BEAFEOXMOTOF TOROUES (TN-LE)

MAXTMUM GEAREOX TOROUE= 239019.
MTAMMM GEAFEOX TOFDUE $=-154596$.
MAXIMUN MOTOF TORQUE: 1992.
MNTFBM MOTOF TOFOUE --.289.

FUMTNG FATES (STFOKESMMN)

MAXIMM= 10.00
MTMTMEF= 10.00

MSCELLAMEUS

SUnTACE STROKE (IN)=: $\quad 87.60$
FUMF STROKE (IN)=
81. 49

FOLTSHET FOH HOFSEFOWF:
8.85

WETGHT OF FOL IU ATE (LE)=
9126.67

WETBHT DF FOD IU FLUTD (LE)= 8OTE.7Z
MAX FLUTE ILD OH FLUNGEF (LEO= 422L.27


Figure C.8-Dynagraph - Case 1-2


Figure C.9-Load Plot - Case 1-2


Figure C. 10-Stress Plot - Case 1-2

Case 2

Our second example illustrates two identical wells with different rod strings. The first uses a single taper $7 / 8^{\prime \prime}, 3 / 4^{\prime \prime}$, and $1 / 2^{\prime \prime}$ rod. As we might expect, the stress at the top of the rod is reduced in the tapered case. However, if we look closely at the summary, we find fairly high stress levels at the bottom section. Note too, the effect of both cases on the stroke at the pump. The single taper case yields a much more "springy" case, yielding a stroke higher even than the surface stroke.

##  ＊INFUT Data＊ 

## WELL IIF CASE 2－1

| VAFIAELE IESCRIFTTON | NAME | WALUE | FEMARKS |
| :---: | :---: | :---: | :---: |
|  | 束来米 | ＊＊＊＊＊ | ＊＊＊＊＊${ }_{\text {＊}}$ |
| IIAGNOSTIE FETNTOUT FLA | （IIIAO | 0 | NO MIAGNOETICS |
| Fod gata Flag． | （IFLOT | 1 | FVIOT DATA |
| TOL LETHTH（FT）＋$+\ldots+$ | （ TOTL | 5000.000 |  |
| FLUNDEF LIAMETEF（IN） | （IFlut | ＋． 4.60 |  |
| TUEING ANCHOE FLAG＊＊＊ | （IANCH | 0 | UNAMCHOFET |
| TUETNS OL（IN）$+\ldots+\ldots$ | TUEEOL | 2.000 |  |
| ＊DF DIFFERENT FOD MIA | NDIAM | 1. |  |
| ［1AM OF SECTION $1 \ldots$ | （ ITAAM | ．875 |  |
|  | WELEEG | $\pm$. |  |
| ENLITM ELEMETT ${ }^{\text {W }}$＋． | UEIENT | 5 |  |
| FLUTE FEIGHT（FT）． | （FLIMT | $500+000$ |  |
| WUID SFECIFIC GFAUITY | （ SFGo | ＋900 |  |
| ITMADE TYFE FAFAMETEFA． | IFTYFE | 1. | CONvEntional． |
| GIMENSION＇L＇（IM）． | ＋（ L | 150.000 |  |
| MTHENSTON＇H＇（TN） | $\ldots$＋（H） | 150.000 |  |
| DTMENSIDN＇L1＇（IN） | ＋（L1 | 150.000 |  |
| IIfteNSIDV＇L2＇（IN） | ＋（L2 | $1 \% .500$ |  |
| WIMENSION＇ 3 ＇（IN） | ＋（ L | 150.000 |  |
| MTENSIOR＇F＇，（TN） | （F） | 50.000 |  |
| VARIAELE MOTOR SFEEI FL | （MUAF | 0 | CONSTAMT SOM |
| COUNTEF－WEIGHT（LES）． | ＋（CEm） | 12000，000 |  |
| C－WT FHASE ANGLE（ + COCL | （ EETA | ． 000 |  |
| UNEALADCE（ + HORSEHEAD | （DNEAL | ． 000 |  |
| MOTOF SYNCHRONDUS SFEEL | SYUSF | 1200.000 |  |
| FLUTM UTSCOSTTY（CF）． |  | 10.000 |  |

##  * SUminafy OF FESULTS * 

```
MAXIMM FOE STFESEES (FST)
```


ELEAEETT * 1 $\ddagger 24419$.
ELERENT : 2; 207ZS
ELEMERT \# 3: 16867
ELEMENT \# 4: $42599+$


FOLPHET FOM LOATE (LE)

MAXIm FRL = 15762 .
HINTMUM FRL= $6 S 95$.

GEAREOX/MOTOR TOROUES (IN-LE)

MAXIMABEAFEDR TORDUE $=290105$.
MHIMUM DEAFEOX TOFOUE $=-276205$
MAXIMUN MOTOF TOFDUE: $2 \Delta 16$.
Mrimb motor Toroue - $2302+$

FUMFTNG FHTES (STFOKESMTN)

$M-D M U M=10,00$
MTMTMUT= 10.00

MSCELLAUEOUS

SUFFACE STROKE (JN)= 87.40
FUTF STFOKE (IX)=
FOL ISHT FOM HOFSEFWEF=
89.58

WEIBHT OF FOLI AR AR (LE)= 10210.42
WEIGHT DF FOM TN FLUIT (LE)= $9037+85$
MAX FLUTD I I OR FLDMGE (LE)= 3101. Za


Figure C.13-Dynagraph - Case 2-1
*** SURFACE ACCEL \& ELEM 1 STRESS vs. WT ***
WELL ID: CASE 2-1


Figure C.14-Stress Plot - Case 2-1

## 

＊INFUT［有TA
本本米米米本米束米米

## WELL IM：CAGE 2－2

VAFIAELE IESGFTFTION


NAME
＊＊＊

UALUE
本来束
（IIITAB）＋＋ IFLOT）＋．

50,000

C－WT FHASE ANBLE（t：CCW DEG）＋＋．（BETA）＋＋． 0 ． 000

MOTOF SYNOHFONOUS SFEED（FFH）＋（STNSF＇）＋
FluTI UISCDSTY（OF）
（TOTL）．．． ［IFIUJt）．． I．ANCH）
（TUEEOL）
（NTIAM）
（ITAM）
（NELEEG） NELENXI MIAM DF SECTION $2,+\ldots+\ldots+\ldots++$（IIAMO） .750


LITAM OF SECTION $3 \ldots \ldots \ldots+\ldots+\ldots+$（DITAM）$+\ldots$
EEGINNTNG ELEMENT $\#,+,+,+,+,+(N E L E E G)+$,
ENLITNG EIEEMENT $+\ldots+\ldots++\ldots++\ldots+$（NELEND）
NELEND「）．
FLUII HETGHT（FT） ＋（SFDF） FLUID SFEGIFIC GFAUITY
$500+000$
150.000
150.000
150.000
172.500
150.000
5000.000 1.500

```
IFTYFE LINKAGE TYFE FARAMETEF：
```

 ITMENSION＇H＇（IN），＋＋＋＋＋＋＋＋＋＋＋＋＋＋（ H ）+
 TIMENSIDN＇L2＇（JM）$+\ldots+\ldots++,+,+,+(L 2)+$
［ITHEVSIOM 13 （IH）$+\ldots+\ldots+\ldots+\ldots+(13)+$
$+900$
1.

0
3
A
500
5
5

## 

CORVENTTORAL

CONSTAN GE

#  * SUnimary OF FESLITS * <br>  

MAXTMM FOL STFESSES (FST)

ELEMENT \#: $1 \ddagger 17360$.
ELEEPETA \# 2+ 153e2.
ELEMEAT \# 3: 16608.
ELEERETT : 4 : 2.610 .
ELEMENT \# 5; 23014.

FOLISHET FOD LOADS (LE)


MIMTMM FFL=: 4792 .

GEAFEOXMOTOF TORQUES (IN-LE)

MAXIMUM GEAFEDX TOFOUE= $=385130$.
MNIMLM GEAFEOX TOHOUE:= --321271.
MAXIMUN MOTOF TOROUE: $=\quad 3207+$
MINIMMM MOTOF TOFOUE --2677.

FUMFTNG FATES (STFOKES,MIN)

MAXIMBTE= 10.00
matambi= 10.00

MLSCELLANDUS

SUFFACE STROKE (IN)= $\quad 87.40$
FUMF STFOKE (TN)=
$79+77$
FOLSSHE FOW HORSEOUET:
WETSHT OF FOD IN AIE (LE)=
$7+3 A$
.




Figure C.17-Dynagraph - Case 2-2


Figure C.18-Stress P1ot - Case 2-2

## Case 3

The third case illustrates the effect of considering motor speed variations on the system response. As we can see from the figures which follow, the effect of considering motor slip is effectively to "soften" the system. Loads are reduced, rod stresses, and horsepower requirements are reduced. But, so too is the pump stroke, indicating that a high slip motor would likely yield reduced production.

#  <br> * ThPUT MATA * <br>  

## WEIL IM* CASE $3-1$

| VARTAELE DESETFTTOX | NAME | UALUE: | REMAFME |
| :---: | :---: | :---: | :---: |
|  | **** | 米䋛* | ******* |


| MTAGOETTE FETNTOUT FIAG. | 0 | (W) ITAGM0¢TTOE |
| :---: | :---: | :---: |
| FLOT DATA FLAS***********(IFIDT) ** | 1 | Flot biata |
|  | 6000.000 |  |
| FLUNGEF DIAMETEF (IN) ****** (LFLUN) * + | 1.750 |  |
|  | 0 | UNANCHOEET |
|  | 2.260 |  |
| \# DF TIFFEFEMT FOL ITAMETEFS * * (NIIAM) * * | 2 |  |
| [IAM OF SECTION $1+\ldots++^{+}+\ldots+\ldots$ (IIAMM) | . 875 |  |
|  | 1. |  |
|  | 3 |  |
|  | +750 |  |
|  | 4 |  |
|  | 5 |  |
|  | 750.000 |  |
|  | $+700$ |  |
| LTMGAGE TYFE FAFAMETEF****** (TFTYFE) | 1 | CONUENTTONA |
|  | 150.000 |  |
|  | 150.000 |  |
|  | 150.000 |  |
|  | 1.75 .000 |  |
|  | 150.000 |  |
|  | 50.000 |  |
| VAETAELE MOTOE SFEET FLAB. ${ }^{\text {a }}$, + + + (MVAFO) | 0 | CONSTANT SFT |
|  | 15000.000 |  |
| C-WT FHASE AMBLE ( + CCL IEE) . + + (EETA) * * | . 000 |  |
| WABALANCE ( + HOSSEHEAL HEAVY) , (DNBAti. | 250.000 |  |
|  | 1200.000 |  |
| Flute utscosttr ecfe | 15.000 |  |

##  * SUMMAFY OF FESUKTS * 

```
MAXIMUM FOLI STRESSES (FSI)
```



| ELEMEAT | \#1: | \% | 26500, |
| :---: | :---: | :---: | :---: |
| ELEMEMT | 䓵 | 2 | 2026. |
| ELETENT | \# | 3 | 17464. |
| ELEMGIT | ; | 4 | 1081. |
| ELETHENT | \# | 5 | 10073 |

FOLISHEI FOM LOATS (LE)

MAXTMM FFV=17226.
FIMIMAMFFW: $=7879^{\circ}$

GEAFEOX/MOTOE TOFOUES (IN-LE)

MAXIMBM GEAREDX TOROUE= $=39670$.
MINIMUM GEAFEOX TOFOUE $=-352724$.
MAXIMUN MOTOR TOFQUE:= 3143.
MIXIMIM MOTOF TOFOUE -2792.

FUM ING FATES (STROKESMTN

MAXIMUTM $=9.50$
MINIMLY: 9.50

MTSCELLANEDUS

SURFACE STFOKE (IN: = 86.31
FUPF STROKE (IN)=
72.49

FOLTBHE FOM HORGEOWEF=: 8.61
WETGHT OF FOL IN AIF (LB)= $1096+24$ WETGHT OF ROM IN FLUII (LE)= $964+47$



Figure C.21-Dynagraph - Case 3-1

## 

＊INFIUT IIATA $⿻ 丷 木$


## LELE IM＊CASE $3-2$

| VAFIAELE IESCETFTTDA | Natile | Vature | Femmate |
| :---: | :---: | :---: | :---: |
|  | ＊${ }_{\text {束 }}$ | ＊＊＊${ }_{\text {＊}}$ | W＊＊＊＊＊＊ |


|  | 0 |  |
| :---: | :---: | :---: |
| FLOT DAPA FLAG＊＊＊＊＊＊＊＊＊＊＊（IFINOT） | 1 | FInT ME |
|  | 6000，000 |  |
| FLUNDEE LIAMETEF（Id）＊＊＊＊＊＊（DFLUN） | 1．750 |  |
| TUETAS ANCHOF FLAB $+\ldots+\ldots+\ldots+$（ JANCH） | 0 | Untarnomer |
| THETNS OL（TN）＋＋＋＋＋＋＋＋＋＊＋（TUEEDL） | 2.250 |  |
| \＃DF ITFFEAENT FOD MTAMETEFS．．（NDTAT） | 2 |  |
| DIAM OF SECTIOA $1 \ldots \ldots \ldots+\ldots \ldots$（Itam） | ． 875 |  |
|  | 1. |  |
|  | 3 |  |
| DIATh DF SECTION $2+\ldots+\ldots++\ldots+$（IIAM） | ． 750 |  |
|  | 4 |  |
|  | 5 |  |
| FLUTL HETSHT（FT）$\ldots \ldots \ldots \ldots \ldots+\ldots$（FLDHT） | 790.000 |  |
| FLUTH STECIFIE GRAMTYY $+\ldots+\ldots+\ldots$（SFGR） | ． 900 |  |
|  | 1 | CONUEYT TOwn |
| DIMENSION＇IV＇（IN）＋＊＊＊＊＊＊＊＊＊＊＊＊＊（II） | 150.000 |  |
| LIMENSIOH＇H＇（IN）＋＋＋＋．．．．．．．．（H） | 150.000 |  |
| ITMEMSION＇Li＇（IN），＋＋＋，＋＋＋＋＋＋（Li） | 150，000 |  |
| LTMENSTON＇L2＇（IN）．．． $2+\ldots \ldots+\ldots$（L2） | 175.000 |  |
|  | 150.000 |  |
|  | 50.000 |  |
| UARLAELE MOTOF SFEEI FLAB．$\ldots+\ldots$（MUAFS |  | UABTAEIE ¢ ¢ |
| COMATEE－WEIGHT（LE）＋＋＋＋＋，＋，＋，（EEW） | 15000．000 |  |
| C－WT FHABE AMGLE（ + COCL TEG）$+\ldots$（EETA） | ． 000 |  |
|  | 250.000 |  |
| MOTUE STMCHROWOUS SFEEI（RWM），（STNSF） | 1200.000 |  |
| SFEEL AT Sl．TF（FFM）$+\ldots \ldots+\ldots+$（SLFSF） | 1000.000 |  |
| TOROUE AT SLIF（IN－LE）${ }^{\text {a }}+\ldots+\ldots+$（SL F＇TQ） | 12000，000 |  |
| WuTL viscosity（CF）＋＋＋＋＋＋＋＋＋＋＋（MD） | 15，000 |  |

##  * SUMMAFY OF FESULTS 

MAXTMM FOM ETFESSES (FET)



FOLISHET FOM LOATS (LE)

MAXIMUM FRU $=17096$
MTMIMB FFL= 7952.

GFAFEDX/MOTOR TOFDUES (IN-WB)

MAXIMUM GEAFEOX TORQUE: $=393, ~$
MITTMUM GEAFEOX TOFOUE=-357754.
MAXIPON MOTOF TOFRUE: $=$ 3115.
MINTMAM MOTOF TOFOUE -2SZ2.

FUMFTNG FATES (STROKESMIN)

MAXIMB= 9.87
MIMTM萑: 9.09

MTCELIANEOUS

SUFFACE STROKE (IN:= $\quad 86,31$
FUMF STROKE (IN)= 7..30
FOLISHEI FOI HORSFOUEF:= $\quad$. 43
WETBHT OF FOL IN ATF (LEB:= 10952.24
WETGHT OF FOM IT FLUTH (LE)= 9694.47
MAX FIUTD LII ON FUUMEF (LE)= 4924.81


Figure C.24-Dynagraph - Case 3-2

Case 4
Finally, case four illustrates the effect of balance on the torque requirements of the drive train. In case 4-1, we see a unit in close proximity to correct balance. A rule of thumb is that the weight of the counterweights should be approximately equal to the sum of the rod weight in fluid and one-half the fluid load on the plunger. In this case, for $4-1$, the resulting counterbalance weight is $11,150 \mathrm{lb}$. . For case $4-2$, we take the same system but overcounterbalance by $20 \%$. As can be seen in the following summaries, the resulting increase in gearbox torque is 34\%. Were the system sized for the former case, the life of the gearbox in the overcounterbalanced state would clearly be significantly reduced.

##  ＊INFUT DATA 米 

## WELL．III $\ddagger$ CASE A－ 1

| VARTAELE WFSERIFTTOA <br>  | NAME <br> 本本佥 | $\begin{aligned} & \text { UALUE } \\ & \text { WW\& } \end{aligned}$ | FEMAFSC必来来为为 |
| :---: | :---: | :---: | :---: |
| DIAGNOSTIC FRIMTOUT FL |  | O |  |
|  | IFLOT | 1 | Mo inabnostice <br> FUT HETA |
| FOD LENBTH（FT） | （TOTL | $5000 \cdot 000$ |  |
| FLINGEE LIAMETEF（IM） | （DFlus） | 2.000 |  |
| TUETES ANCHOF FLAG $\cdot$ ． | （IANCH） | 0 | WTANCHORET |
| TUETNG OG（TN）$\ldots+\cdots$ | TUEEOD | 2.500 |  |
| ：DF ITFFEEENT FOM ITIA | （NDTAM | 2 |  |
| LIAPM OF SECTION $1 . .$. | （（MTari） | ．875 |  |
| EEGITNJNS ELEPENT \＃． | NELEEG | 1. |  |
|  | NELENTI | 3 |  |
| UIAM OF SECTION 2＋＊ | （（1JTM） | ． 760 |  |
| EEGINNJNG ELEERENT \＃． | NELEES | 4 |  |
| ENLINS ELEMEINT \＃＋＋＋+ | NELENTI） | 5 |  |
| FLUTL HETGHT（FT）． | （ FLLHT） | ． 000 |  |
| FLUTH SFECIFIC BRAVITY | （（SFGF） | ．900 |  |
| LINKFGE TYFE FARAMETER． | IFTYFE | 1 | convertronai．． |
| DItMESEIDN＇D＇（IN） | ＋．（II） | 150.000 |  |
| WIMENSION＇H＇（IN） | ＋（H） | 150.000 |  |
| ITMENSTON＇LI＇（IN） | ，（Li． | 150，000 |  |
| GTHENSTON＇L2＇（IN） | －（L2． 2 ） | 172.500 |  |
| ITMEASION＇L3＇（IN） | ＋（L3） | 150.000 |  |
| MMENSTON＇F＇（TN） | （F） | 50.000 |  |
| VAFTAELE MOTOF SFEET FL | －（MuAR） | 0 | Cunctart gfor |
| COUATEF－WETSHT（IE）．．． | －（EEW） | 11150.000 |  |
| C－WT FHASE ANOLE（ $=$ CCW | ＋（EETA） | ＋600 |  |
| DNEAL ANCE（ $\rightarrow$ HORSEHEATI | （UABPal．） | ． 000 |  |
| MOTOR STHCHFONOUS SFEEI | （SNBE： | 1200.000 |  |
| Flumi vescosity（cF）． | ＊＋（ m （ | 10.000 |  |

##  * SUMimAFY OF FESULTS * 

```
MAXTMUM FOL STFESSES (FST)
```



```
\begin{tabular}{|c|c|c|c|}
\hline ELETERT & \#1: & \(1 \ddagger\) & 28270. \\
\hline ELEMENT & : & 2 ! & 24437 \\
\hline ELETENT & 管 & 3 & \(20436+\) \\
\hline ELEMEAT & : & 4 : & 23505 \\
\hline ELEMENT & \#: & 5 & 193 \\
\hline
\end{tabular}
FOLSHET FOD LOAMS (LE)
```



```
GAXImimi FFLL= 18053.
HINIMUM FFN=:5343.
GEAREDN/MOTOR TOFOUES (IN-LE)
```



```
MAXTMUM GEAREOX TOFQUE= 3255GI.
MGRIMBM DEAREOX TOROUE= --213461.
MAXIMSN MOTOF TOFQUE=: 27.3.
MINIMM BOTOF TOROUE --1779.
FUMFTNG FATES (STROKESMIN)
```



```
MAXIMOM= 10.00
MINTMUM=}10.0
MTSCELIMANEOUS
```



```
SUFFACE STROKE (IN)=: 8%.40
FMF STFOKE (IN)=
FOLISHEI FOD HORSEFONEN:= 11.OZ
    70.1%
WEIBHT OF FOU IN AIF (LES= = F126.67
LETGHT OF FOM IN FLUTI (LE)== 8078,7%
```




Figure C. 27 -Torque Plot - Case 4-1

$$
\begin{aligned}
& \text { - InfuT Beita * }
\end{aligned}
$$

## WELL IU：CABE $4-2$

| VARTAELE MESETFTIDN | NAME | UALI．．UE | FFMAFkS |
| :---: | :---: | :---: | :---: |
|  | 束求来 | ＊＊ | ＊＊＊＊＊世安 |


| UTAGUOSTIC FRTNTOUT FLAG＊＊＊＊．（IBIAB） | 0 | NO IIIABNOSTICE |
| :---: | :---: | :---: |
| FLOT MATA FLAD | 1 | Fiou Intay |
|  | 5000.000 |  |
|  | 2.000 |  |
| TUETNS ANCHOR FLAGT，＋＋＋＋＋＋＋＋＋（IANCH） | 0 | UMANCHOEET |
|  | 2.500 |  |
| \＃OF DIFFEFEMT FOL MIAMETEFS．．（NDTAM） | 2 |  |
| ［MAM OF SECTIDA $1+\ldots+\ldots+\ldots+$（TITAM | ． 875 |  |
| EEGINNING ELEETENT \＃+ ＋$+\ldots+\ldots+$（NELEES ${ }^{\text {a }}$ ） | 1. |  |
| ENDTMG EIEMTENT＊＊＊＊＊＊＊＊＊＊（NELEND） | 3 |  |
| DTAY DF SECTION $2 \ldots \ldots \ldots+\ldots+\ldots+$（IITAM） | ＋ 750 |  |
|  | 4 |  |
|  | 5 |  |
| FLUTD HETSHT（FT）＊＊．＊＊．＋．．．（FLIMHT） | ． 000 |  |
| FluIM SFECIFIC GRavitr $+\ldots \ldots+\ldots+$（SFGR） | ． 900 |  |
| LINKASE TYFE FAFAMMETEF＊＊＊＊＊＊（TFTYFE） | 1 | CONUENTMONAL |
| DIMENSIDN＇D＇（IN）＋＋＋＋＋＋＋＋＋＋＋＋＋（II） | 150.000 |  |
| LIMENSTOX＇H＇（IN）＋$+\ldots+\ldots+\ldots+\ldots+(H)$ | 150.000 |  |
| ITMENSION＇LJ．＇（IN）+ ＋+ ＋+ ＋＋+ ＋+ ＋（Lj） | 150,000 |  |
| LTMENSTON＇L2＇（IN）＋＋＋＋＋＋＋＋+ ＋（12） | 172.500 |  |
|  | 150.000 |  |
| LTMENSION＇EE（IW）．．．＋＋＋＋．．．．．．（F） | 50.000 |  |
| VAETAELE MOTOF SFEET FLAG．＊．．．＊＊（MVAR） | 0 | CORETANT EFT |
| COUNTEFWETSHT（LE）＋＋＋＋＋．＋＋＋＋（CEW） | 13360．000 |  |
| C－LT FHASE ANGLE（ + ＝CCW IIES）．．．（EETA） | ． 000 |  |
| DAEALANCE（ + HOFSEHEAD HEAVY）．（UNEAL $)$ | ． 000 |  |
| MOTOF STMCHFONOUS SFEES（FFTh）．（EMSF） | 1200.000 |  |
| FLUTY UTSCOSITY（CF）$+\ldots+\ldots+{ }^{+}+\ldots$（MU） | 10.000 |  |

## 

* SImmariy dF FESULTS


MAXIMUM FOD STFESSES (FSI)


| ELEMENT | \# | $1 \pm$ | 2890+ |
| :---: | :---: | :---: | :---: |
| ELEMENT | 者 | 2 | 24437 |
| ELEMENT | \# | 3 | 20438 |
| ELEMEMT |  | 4 | 25505 |
| ELEMENT |  | 5 | 19 |

FOLTSHEM FOB LDMTS (LE)

MAXIMUH FFL $=180 G 3$.
mINTMEM FEL: $=53.3$.

GEAFEOXMOTOE TOFDUE (IN-LE)

MAXTMUM GEAFEDX TORDUE $=$ AB6964.
MINTMUM DEAFEOX TORQUE= $=31.720$.
MAXIMN MOTOF TOFQUE: $\quad 3641$.
GIMTMM MOTOF TOFOUE - $2 G 9$.

FUMHING FATES (ETFOKES/MIN)

MAXItilli= 10.00
MINIMBP= 10.00

MISCELIMAROUS

SUnHCE ETROKE (IN)=: $\quad 87.40$
FUPF STFOKE (IN):
FOLTSHEI FOD HOFEEFDEF:-
WEIGHT OF FOD IN AIE (LES:=
WEISHT OF FOM IN FLUTM (LE)=



Figure C. 30 -Torque Plot - Case 4-2
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[^0]:    ${ }^{1}$ Bethelehem Steel Company, Sucker Rod Handbook, 1958, page 6.

[^1]:    ${ }^{1}$ Courtesy of Westinghouse Electric Corp., Buffalo, NY

