
UNIVERSITY OF OKLAHOMA

GRADUATE COLLEGE

Quantum Effects in Nodal-line Semimetals

A DISSERTATION

SUBMITTED TO THE GRADUATE FACULTY

in partial fulfillment of the requirements for the

Degree of

Doctor of Philosophy

By

SANG WOOK KIM

Norman, Oklahoma

2020



Quantum Effects in Nodal-line Semimetals

A DISSERTATION APPROVED FOR THE

HOMER L. DODGE DEPARTMENT OF PHYSICS AND ASTRONOMY

BY THE COMMITTEE CONSISTING OF

Dr. Bruno Uchoa, Chair

Dr. Tomasz Przebinda

Dr. Michael Santos

Dr. Alberto Marino

Dr. Kieran Mullen



© Copyright by Sang Wook Kim 2020

All Rights Reserved



Acknowledgments

I would like to express my sincere gratitude to my advisor Bruno Uchoa. Bruno was a great
advisor and friendly guide at University of Oklahoma, and he always spared support. Learning under
his guidance was very interesting and allowed me to finish the Ph. D. program. His enthusiasm
and knowledge enlightened my sight even when I was in a hard time. I have greatly benefited from
the interactions with other faculty, students during my time at OU. I would like to thank Soumya
Bhattacharya for making me laugh all the time. And, thanks to Kangjun Seo for his cooperation
and advising.

My special thanks go to Geo Jose for his sincerity and kindness. He has sincerely answered and
discussed any questions and been my best friend. Thanks also to Kieran Mullen, Alberto Marino,
Michael Santos, and Tomasz Przebinda for agreeing to serve on my advisory committee.

Above all, I would like to thank my parents and my brother for their love and unwavering
support.

The work presented here was supported in part by NSF CAREER Grant No. DMR- 1352604
and University of Oklahoma.

iv



Abstract

Topological materials such as Dirac and Weyl semimetals have relativistic quasiparticles at a
discrete number of points in the Brillouin zone. Those materials are semimetalas in the bulk but
host metallic surface states that are protected by either symmetries or topological invariants. This
thesis is about a class of quantum materials known as nodal line semimetals (NLSM), which have
relativistic quasiparticles forming along lines. In three dimensions (3D), there are three types of
crystalline symmetries that protect NLSMs. They can be classified by a combination of those
symmetries which are inversion and time reversal symmetry, mirror reflection symmetry, and non-
symmorphic symmetry.

In this thesis, we address various 3D Hall effects in a lattice realization of a NLSM known as
the hyperhoneycomb lattice. We specifically address the 3D anomalous quantum Hall effect, which
occurs through a topological quantum phase transition where the nodal line is gapped out by a
Haldane mass. Because of the symmetry of the Haldane mass, the gap closes at a discrete number
of points, which form Weyl points connected to each other through topological Fermi arcs. We
also examine elastic gauge fields in the hyperhoneycomb lattice that generate nearly flat Landau
levels in 3D. We propose a family of strain deformations that can be plausibly implemented with
temperature gradients. In the 3D QAH phase, we also calculate dissipationless elastic Hall viscosity
tensor.

In the last part, we address the hydrodynamics of relativistic quasiparticles in NLSMs. Hydro-
dynamics describes the universal behavior of quantum systems when transport is dominated by the
collision between particles. It describes the long wavelength deviation of a quantum fluid from local
thermal equilibration. We derive electrical conductivity and shear viscosity in the hydrodynamic
regime by solving the quantum Boltzmann equation. In general, the lower the ratio between the
shear viscosity and the entropy, the more strongly correlated a quantum system is expected to be.
We show that the ratio between the shear viscosity and the entropy in NLSMs violates a conjectured
lower bound applicable to ultra-correlated quantum systems. We show that both the longitudinal
conductivity and the viscosity-entropy ratio η/s scale to zero at low temperature T , in contrast with
relativistic systems in general, where the latter saturates to a constant, or Fermi liquids where η/s
diverges at low T . We propose that the conjectured lower bound should be revisited to account for
unscreened relativistic systems with a Fermi surface.
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Chapter 1

Introduction

1.1 Introduction

In 2016, David Thouless, Duncan Haldane, and Michael Kosterlitz won the Nobel Prize for ‘the-
oretical discoveries of topological phase transitions and topological phases of matter’. Topological
phase transitions are not ordinary phase transitions, like that between gas, liquid and solid. For
instance, when the temperature of matter is close to absolute zero (–273 degrees Celsius), one can
find extraordinary phenomena such as superconductors and superfluids. The former occurs when
the electrical resistance becomes zero, and the latter is a phenomenon in which the viscosity in a
fluid vanishes. Interestingly, 2D superconductors can spontaneously form vortices, which remain
bounded to each other in pairs below a certain temperature. Another mysterious phenomenon that
David Thouless described theoretically is the quantum Hall effect. It was discovered in 1980 by
the German physicist Klaus von Klitzing, who was rewarded with the Nobel Prize in 1985. The
electrical conductance in the 2D layer of a material only takes an integer multiple of a certain value.
This quantization of the conductance is extremely precise even if temperature, magnetic field or the
amount of impurities vary. This phenomenon is known as the integer quantum Hall effect.

The key insight from David Thouless was to realize that these unusual phenomena could be
explained by topology. In mathematics, topology describes some invariant number which remains
intact when the geometry of space or fields is stretched, twisted or deformed without tearing apart.
For example, the number of holes in some geometrical shape can only be changed by an integer
number. Shapes with different number of holes belong to different classes because they cannot be
continuously deformed into one another. A few years later, Duncan Haldane discovered that topo-
logical phases of matter, which are similar to the quantum Hall effect, can be found in simple lattices
even when there is no magnetic field (quantum anomalous Hall effect). The Haldane model was
validated in an experiment using atoms that were cooled to almost absolute zero [143]. Nowadays,
many topological materials have been predicted and discovered. The topic has fascinated physicists
and created the expectation that it could lead to technological breakthroughs with new generations
of electronics and quantum computers.

In this thesis, we address a special class of topological materials where the low energy electronic
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CHAPTER 1. INTRODUCTION

excitations behave as relativistic massless neutrinos. Unlike in graphene, the atomically thick layer
of carbon, those excitations exist along lines of the Brillouin zone, the phase space for electrons
moving in a periodic crystal. This class of materials is known as nodal-line semimetals (NLSMs),
which are the main subject of this thesis. Analogously to the Haldane model, we address topological
phase transitions in NLSMs exhibiting the quantum anomalous Hall effect in 3D. We also explore
the exotic situation where the quantum Hall effect is driven by strain, which is also achieved without
strong external magnetic fields. Elastic deformations in lattices of nodal semimetals can give rise
to magnetic fields which can be strong enough to generate a quantum Hall effect, depending on the
configuration of deformations, while the total magnetic flux is zero.

Finally, we explore a connection between quantum mechanics and conventional fluid dynamics
in a special regime called quantum hydrodynamics. Although relativistic particles which are as
fast as the speed of light seem very unlike classical particles in fluids, there is a correspondence
that can be made when electrons collide with each other very strongly and very often. In that
situation, the collective motion of electrons is governed by basic conservation laws, and their flow
can acquire a viscous character, like in the flow of water. The diffusive dynamics of electrons in that
regime is governed by the Navier-Sokes equation for classical fluids, and can display exotic properties
such as quantum turbulence. From the point of view of quantum statistical mechanics, the long
wavelength deviations of the system away from thermal equilibrium is described by the Boltzmann
equation. Hence, transport coefficients, such as viscosities and conductivity can be theoretically
derived. We describe the novel hydrodynamic behavior of electrons in NLSMs and predict the
unique temperature dependence of the conductivity and viscosity-entropy ratio, which indicate
unusually strong electronic correlations. We hope that this study will instigate experimentalists to
conduct transport experiments in these intriguing systems in the future.

1.2 Outline

Generic metallic states occur in systems that host Fermi surfaces. In one dimensional (1D) systems
with effective short-range interactions among the fermions, these metallic states are described by
the Tomonaga–Luttinger model [1–5]. Above 1D, Landau’s Fermi liquid theory provides theoretical
framework for interacting fermions [6]. Metallic phases are also realized in systems where a filled
valence band touches a conduction band. Those are called semi-metallic states, and they exhibit
gapless excitations about a zero-energy manifold in the Brillouin zone (BZ). Although semi-metals
had been theoretically predicted in 1970s [7], their properties have garnered attention more recently
with the discovery of graphene (see [8] and references therein) and other Dirac materials.

Dirac semi-metallic systems have quasiparticles around gapless points of the Brillouin zone where
they show a relativistic dispersion relation. The Fermi surface vanishes at the charge neutral point
and may exhibit interesting quantum effects, from quantum phase transitions to unconventional
quantum Hall effects. In those systems, one can draw a connection between the Chern-Simon’s field
theory, which is the theoretical framework for the quantum Hall effect (QHE), and the study of

2



CHAPTER 1. INTRODUCTION

topological materials. Weyl semimetals (WSMs), whose quasiparticles are described by the massless
limit of the three dimensional (3D) Dirac equation, the Weyl equation, are also studied for their
connection with the anomalous quantum Hall effect in 3D (see chapter 3).

In recent years, 3D semi-metals with a ring or line of gapless points in the Brillouin zone
have been discovered. Nodal-line semimetals (NLSMs) have nodal lines in their bulk which are
topologically protected by symmetries and have distinguished surface states, called ‘drumhead’
surface states [49]. They are also related to many other topological semimetals by either the presence
or absence of spin-orbit coupling (SOC) and lattice symmetries, as briefly discussed in chapter 2.3.

This thesis has four main parts. Chapter 2 introduces the systems which could host Dirac
and Weyl fermions. We review a simple single layer graphene as an example of Dirac system in
Section 2.1. Then, we discuss the theoretical approach based on concepts like Berry phase and Berry
curvature to understand topological materials. We also discuss how to introduce a topological ’mass’
to Dirac fermions in Section 2.2.2. Beyond two-dimensional (2D) systems, we review topological
semimetals - Dirac semimetals (DSMs), Weyl semimetals and node-line semimetals (NLSMs), which
are the focus of this thesis. In particular, we describe the symmetry groups which protect nodal
lines, and their material realization in Section 2.3. We also introduce concept of Weyl fermions and
Weyl semimetals, which have a unique topological surface states in Section 2.4 and will be relevant
to some of the subsequent chapters.

Chapter 3 is devoted to the quantum anomalous Hall (QAH) effect. As an introduction of QAH
with a lattice structure, we introduce the Haldane model for the honeycomb lattice. In the following
section, we investigate 3D QAHE for 3D node-line semimetal which has the similar current loops.
We provide possible topological instabilities and their phase diagram. We confirmed the topological
phase transition to Weyl semimetals with emergence of Weyl points and Fermi arcs in QAH state.

In Chapter 4, we address the role of elasticity in quantum Hall effects. We start with the concept
of elastic gauge fields which can produce Landau level quantization in systems with relativistic
electrons in the absence of external magnetic fields. The chapter continues with the analysis of the
hyper-honeycomb lattice, which is shown to host a 3D zero-field quantum Hall effect with a proper
physical implementation based on thermal gradients. In Section 4.4, we turn to different transport
characteristic under strain, which is called the Hall viscosity. This property is a non-dissipative
viscous response of quantum fluids that break time reversal symmetry.

Finally, in Chapter 5, we discuss the hydrodynamic properties of relativistic quantum fluids. We
start in Section 5.1 with a theoretical background and methods to analyze and calculate transport
properties in the hydrodynamic regime. This chapter includes the quantum Boltzmann equation,
which determines the collision dominant transport phenomena. In Section 5.3, we review the lit-
erature about hydrodynamics of graphene, in particular the electrical conductivity and the shear
viscosity. In Section 5.4, By solving the quantum kinetic theory for a nodal-line semimetal in the
hydrodynamic regime, calculate the longitudinal conductivity and the shear viscosity. We show
that unscreened relativistic systems with a Fermi surface (such as a NLSM) violate a established
conjecture for the lower bound of the ratio between the sheer viscosity and the entropy. Note that,

3



CHAPTER 1. INTRODUCTION

unless otherwise stated, we will use units in which the reduced Planck constant ~ = 1.
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Chapter 2

From Dirac to Weyl fermions

2.1 Single layer Graphene

2.1.1 Tight-binding model

Carbon is the 15th most abundant element in the Earth’s crust and has vast diversity of organic
& inorganic compounds. In condensed matter physics, carbon-based systems show many different
physical properties that depend on their structures. Among various allotropes of carbon, graphene
is a two dimensional material consisting of carbon atoms ordered in a honeycomb lattice. The
honeycomb lattice has two atoms per unit cell, and the primitive lattice vector is

a1 =
a

2

(√
3, 3
)
, a2 =

a

2

(
−
√

3, 3
)

(2.1)

where a is the interatomic distance (or the lattice constant). The basis vector is given by v1 = (0, 0)

and v2 = (0,−a), and the two-atomic basis is depicted by the white and black spheres in Fig 2.1.
The tight-binding Hamiltonian model for graphene can be defined as

H0,r =
∑
〈rn,rm〉

−tnm
(
â† (rn) b̂ (rm) + â (rn) b̂† (rm)

)
(2.2)

where the fermionic operator â† (rn) and b̂† (rm) creates an electron at the site rn and rm respec-
tively, while â (rn) and b̂ (rm) annihilate an electron from the respective sites. The location of two
different sublattice is represented as rn and rm. The kinetic energy needed to jump between the
nearest neighbor site is given by the hopping matrix element tnm. The bracket notation in the sum-
mation indicates we avoid double counting and only consider the adjacent sites for the combined
space of rn and rm. In other words, we restrict the system to only have nearest neighbor hopping.
The Fourier transformation ĉ (rm) = 1√

N

∑
k e

ik·rĉ (k) with ĉ ∈
{
â, b̂
}

gives the Hamiltonian in

5



CHAPTER 2. FROM DIRAC TO WEYL FERMIONS

Figure 2.1: The structure of graphene is a honeycomb lattice with the primitive lattice vector a1
and a2. It has two basis atoms in its unit cell depicted by the white and black spheres. The nearest
neighbor vectors are dn = δn + v2 − v1 where δ1 = (0, 0), δ2 = a1, and δ3 = a2.

momentum space which is

H0 (k) = −t
∑
k

(
â†k b̂†k

)( 0 hk

h∗k 0

)(
âk

b̂k

)
(2.3)

where hk =
∑

n e
ik·δn . δn is the displacement vector to the nearest sites, and with our choice of the

primitive vectors for honeycomb lattice, we find hk = eikya
(

1 + 2 cos
(√

3
2 kxa

)
e−i

3
2
kya
)
. We can

find energy eigenvalue of the 2× 2 matrix with hk, and it shows the energy dispersion of graphene
consists of two energy bands which are given by:

ε
(±)
k = ±t |hk| = ±t

√√√√3 + 2 cos
(√

3kxa
)

+ 4 cos

(√
3

2
kxa

)
cos

(
3

2
kya

)
. (2.4)

Interestingly, the two energy bands touch at k = 4π
3a (±1, 0) (and 3 copies of them due to three fold

symmetry as in Fig 2.2). These two points are known as Dirac points, and a linear energy dispersion
emerges around these Dirac points. By expanding the function hk around the two points, we can
find the low energy Hamiltonian which is also Dirac Hamiltonian.

HD = vF

∫
q


a†K+

b†K+

b†K−
a†K−


T 

0 qx − iqy 0 0

qx + iqy 0 0 0

0 0 0 −qx + iqy

0 0 −qx − iqy 0




aK+

bK+

bK−

aK−

 (2.5)
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CHAPTER 2. FROM DIRAC TO WEYL FERMIONS

Figure 2.2: The energy dispersion of graphene. The two energy bands touch at six points in the
first Brillouin zone where they are called Dirac points. A linear energy spectrum emerges around
these points.

q is the relative momentum to the Dirac pointsK±, and vF = 3ta/2 is the Fermi velocity (≈ 106 m/s

[8]). In compact way,

HDirac = vF

∫
q

Ψ̂†qτz ⊗ (kxσx + kyσy) Ψ̂q, (2.6)

where the Pauli-matrices τz describes the valley subspace and σx, σy describes the pseudo-spin arises
from the two sublattices of graphene.

2.1.2 Symmetry of graphene

For the topology we will address in the next chapter, a symmetry is an important concept. Among
many class of symmetry, spatial inversion P and time reversal T symmetry (together, PT symmetry)
are interesting. The spatial inversion implies r→ −r in the field theory and exchanges both the ’A’
and ’B’ sublattices as well as the Dirac points K±. P operator acting on the spinor in (2.5) gives

P


aK+ (k)

bK+ (k)

bK− (k)

aK− (k)

→


bK− (−k)

aK− (−k)

aK+ (−k)

bK+ (−k)

 (2.7)

and P2 = 1. Corresponding matrix representation for the P operator is τx ⊗ σ0 where σ0 is the
2 × 2 identity matrix. If the Hamiltonian satisfy PH (k)P−1 = H (−k), the spatial inversion
symmetry holds. On the other hands, the time reversal T implies t → −t in the field theory and

7



CHAPTER 2. FROM DIRAC TO WEYL FERMIONS

only interchanges the Dirac points and the spin. The spinors under time reversal become as

T


aK+ (k)

bK+ (k)

bK− (k)

aK− (k)

→


aK− (−k)

bK− (−k)

bK+ (−k)

aK+ (−k)

 . (2.8)

Corresponding matrix representation for the T operator is τx ⊗ σx. The time reversal symmetry
holds when the Hamiltonian satisfy T H∗ (k) T −1 = H (−k) (note the complex conjugator). If there
is no interactions, both of P and T symmetry is conserved.

Another symmetry to be considered for the Dirac system is chirality. In short, it is Lorentz
invariant quantity which can be obtained by chiral projection. The chiral projection is one way to
define the “handedness” of the particles when Dirac spinor Ψ can be represented as Ψ = ΨL + ΨR.
We will discuss about it in chapter 2.4. The chirality of two Dirac cones have the opposite chirality.

2.2 Topology and Chern number

2.2.1 Berry phase and Berry curvature

Berry’s phase [11] (simply Berry phase) is a correction to the quantum adiabatic theorem, which
describes a quantum phase effect that emerges from a slow, cyclic evolution. We can derive the
Berry phase in the context of the quantum adiabatic theorem [12]. Consider a Hamiltonian H (R)

in the parameter space {R1, R2, · · · , RN}. Let’s assume H (R) has an discrete and non degenerate
eigenvalue Ei (R) with an eigenstate |Ψi (R)〉. If the vector R changes in time, the initial state will
not be an exact solution of the time-dependent Schrödinger equation. However, if the change is slow
enough (as known as adiabatic change), the system does not jump to another eigenstate. To be
specific, let R (t/T )evolve over a time interval 0 ≤ t ≤ T , where T is large enough. At time t = 0,
the system is in the state |Ψi (R (0))〉. As T approaches to infinity, the probability of the final state
eiφi(T ) |Ψi (R (1))〉 approaches to 1 with the phase factor φi (t). By substituting eiφi(t) |Ψi (R)〉 into
time-dependent Schrödinger equation,

i~
d

dt
eiφi(t) |Ψi (R)〉 = H (R) eiφi(t) |Ψi (R)〉 , (2.9)

and projecting both sides of the equation onto eiφi(t) |Ψi (R)〉:

i 〈Ψi (R) |∇R|Ψi (R)〉 × dR

dt
− dφi (t)

dt
=

1

~
Ei (R) . (2.10)
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Thus,

φi (t)− φi (0) =

∫ t

0
dt′
[
i 〈Ψi (R) |∇R|Ψi (R)〉 dR

dt′
− 1

~
Ei (R)

]
=

∫ R(T )

R(0)
dR 〈Ψi (R) |i∇R|Ψi (R)〉 − 1

~

∫ t

0
dt′Ei (R) . (2.11)

The phase factor has two parts: the factor with the integrand AB ≡ 〈Ψi (R) |i∇R|Ψi (R)〉 (Berry
connection) and the dynamical phase. When we consider two different paths which have the same
endpoints R (0) and R (1) in the parameter space, and the system evolves in a superposition of two
states with each path. The Berry phase is the difference between Berry connection integrated along
the two paths, and is equivalent to the integration along a closed path. Due to its gauge invariance1,
the Berry phase is uniquely defined.

In condensed matter physics, we consider the Berry phase in a lattice system, where a non-
interacting electron is described by Bloch wave functions ψn (r) = eik·run (r). n is the band index
and un (r) is periodic in space. Similar to the Berry phase, Berry curvature Ωn (q) is gauge in-
variant in momentum space and can be defined analogously to the definition of a magnetic field in
electrodynamics:

Ωn (q) = ∇q × 〈ψn (q) |i∇q|ψn (q)〉 , (2.12)

or equivalently,

(Ωn)µν =
∂

∂qµ
(An)ν −

∂

∂qν
(An)µ (2.13)

where An (q) is Berry connection in momentum space.

2.2.2 Masses in graphene

As we mentioned in chapter 2.1, semimetallic graphene exhibits robust massless Dirac fermions
protected by space inversion and time reversal symmetries. In this section, we discuss how we can
introduce a mass term which is anticommuting with the Hamiltonian of semimetallic graphene. In
the two band model of spinless fermions on a bipartite lattice, the only matrix that anticommutes
with the low energy Hamiltonian H0 = vF (qxσx + qyσy) is the third Pauli matrix σ3. For spinless
fermions on the honeycomb lattice, which has two valleys, there are 4 possible mass terms (Semenov,
Haldane and two Kekule distortions) which all break some lattice symmetry [13].

The semenov insulator is the simplest case for a mass term. It corresponds to a staggered on-
site potential that breaks only parity (sublattice) symmetry. The spectrum of the bulk excitations
is given by E2 = v2

F p
2 + M2 and there is no edge state. Haldane proposed a Chern insulator,

which exhibits quantized Hall conductance in the absence of the Landau level structure [14]. By
introducing local fluxes which sum up to zero over each unit cell, this mass breaks time reversal (
T ) symmetry while preserving the lattice translational symmetry. These fluxes cannot be achieved

1An arbitrary phase factor eiΛ(R) onto eigenstate will give −∇RΛ (R) added to Berry connection, but the Berry
phase is unchanged since it is integrated along a closed path.
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by the first-neighbor hoppings because the closed path would enclose a complete unit cell. By
introducing unimodular phase factors in the second neighbor hopping amplitudes, it gives the third
Pauli matrix component whose sign depends on their chiralities. For complex hoppings, the term
proportional to σ3 opens gaps at the Dirac points and breaks T symmetry. This state is known as
the anomalous quantum Hall (QAH) effect, which has topological chiral edge currents. This state
will be discussed in detail in chapter 3.1.

While the Haldane model for spinless fermions on the honeycomb lattice exhibits the topo-
logically protected integer quantum Hall effect, Kane and Mele proposed a generalization of the
Haldane model which includes the spin in the presence of the spin–orbit interaction. When the
spin is coupled to electronic motion, spin–orbit coupling opens a gap at the Dirac points without
breaking any of fundamental symmetries (P and T ) [16, 17]. As a result, the Kane–Mele insulator
shows a Quantum Spin Hall (QSH) state, which corresponds to two copies of the QAH state, with
topologically protected spin currents. This new state of matter cannot be adiabatically connected
to a trivial atomic insulator without closing (and re-opening) the bulk gap [13].

2.3 Node-line semimetals

After the discovery of topological insulators (TIs), topologically non-trivial states of matter have
been a hot topic in condensed matter physics. TIs exhibit insulating bulk while maintaining robust
metallic surface states which are topologically protected by time reversal symmetry [18, 19]. In
response to great research interest, topological semimetals (TSM) such as Dirac andWeyl semimetals
were discovered which can also host metallic surface states with a semi-metallic bulk [20]. In three
dimensional TSM, there are three types: Dirac (DSM), Weyl (WSM), and nodal-line semimetals
(NLSM). A DSM is, as 2D Dirac system, the result of two doubly degenerate bands crossing near
the Fermi level at Dirac point, a discrete point in k-space. Dirac point has a energy band dispersion
which is linear in momentum k. the low-energy excitations near the linearly dispersed points are
described by Dirac fermions, which is shortly discussed in chapter 2.1. The existence of a 3D DSM
was experimentally confirmed by angular-resolved photoemission spectroscopy (ARPES) in Na3Bi
[21, 22] and Cd3As2 [23–25].

When either inversion symmetry or time-reversal symmetry is broken, the Dirac point is sepa-
rated into two singly degenerate band crossings called Weyl points. They can only appear in pairs
of opposite chirality, which we discuss in chapter 2.4. The evidence of Weyl fermions in condensed
matter systems has first been observed in inversion symmetry-breaking compounds TaAs [34–36],
NbAs [37], TaP, NbP [38, 39] as well as in photonic crystals [40]. They have also been observed
in other inversion symmetry-breaking materials such as MoTe2 [41–44], WTe2 [45], MexW1−xTe2

[46–48].
More recently, another area of interest in topological quantum matter is devoted to the topic

of topological nodal line semimetals, materials in which Dirac or Weyl points form along special
lines in momentum space [See Fig. 2.3c]. Those band crossings create either a closed ring or line of

10
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Figure 2.3: Schematic illustration of 3D topological semimetals (TSM) with (a) Dirac node, (b) Weyl node
and (c) Nodal ring & line in momentum space. (a) The Dirac point where the bands are linearly dispersed
is shown by the green dot. (b) A pair of Wyle nodes with opposite chirality are shown by the green dot. (c)
Nodal line semimetals with band crossing lines in momentum space forming either a ring or line.
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Figure 2.4: The (001)-surface state of Mackay-Terrones crystal calculated with ab initio methods. (a) The
nearly flat surface band is nestled between two solid Dirac cones, which are the projection of one of the
node-line circles as indicated in the inset (red circle). The two orthogonal diameters (green line) are showing
the projection of two other node-line rings . (b) The surface density of state. (c) The wave function of the
surface state decays rapidly into bulk. (d) The eigenenergy distribution of a surface flat band nestled inside
of a projected node-line circle, which looks like a vibration model of a “drumhead.” The mixing of surface
and bulk states leads to discontinuity in this plot [49].
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degeneracies, rather than discrete points. Nodal ring semimetals are characterized by the appearance
of a 2D topological ‘drumhead’ surface state [see Fig 2.4]. The surface states have a distinguishing
characteristic, which is they are embedded inside the ‘direct gap’ between conduction and valence
bands in the 2D projection of the nodal ring [50, 51]. The flat band surface states could potentially
realize high-temperature superconductivity, magnetism, or other correlated effects [52, 53]. Here,
we review some of the experimentally confirmed and theoretically predicted topological nodal line
semimetals, focusing in particular on the symmetry protection mechanisms of the nodal lines in
various materials.

2.3.1 Symmetries in node-line semimetals

Crystallographic symmetries are key to understand NLSMs. Their topological properties are pro-
tected by some symmetries, and hence they can be classified by those symmetries. There are
three types of crystalline symmetries that generate NLSMs, including combination of inversion
and time reversal symmetry, mirror reflection symmetry, and non-symmorphic symmetry. The non-
symmorphic symmetry includes glide mirror or screw rotation. In the absence of spin-orbit coupling
(SOC), those crystals are called Dirac node-line semimetal (DNLS). The effect of SOC on DNLS
with preserved/broken symmetry could lift or keep the degeneracy and gives various topological
states including Weyl Nodal Line Semimetal (WNLS). A schematic diagram for those states and
symmetry requirements are shown in Fig 2.5.

As the first recipe of DNLS, presence of time reversal (TR) and inversion (I) symmetries is
required. In the perspective of Berry phase we introduced in chapter 2.2.1, inversion and time-
reversal symmetry restrict the Berry phase φ (k) on a closed loop in momentum space kL to satisfy
φ (kL) = φ (−kL) and φ (kL) = φ (−kL)∗. Where φ (kL) = −1, means that the loop contains a
degeneracy. In 3D, this guarantees a small nodal loop [54]. In the presence of SOC, Dirac nodes are
gapped out, turning the system into a TI. However, if the system has an additional Cn=3,4,6 rotation
symmetries, the band crossing at certain generic discrete points can be protected. Everywhere else
in the BZ is gapped, thus it give rise to a 3D DSM in the SOC regime [55].

Another symmetry description of DNLS is when the mirror operation and the Hamiltonian
commute. Mirror reflection symmetry generates and protects nodal rings in the absence of SOC.
Suppose 3D Hamiltonian H (kx, ky, kz) has the mirror symmetry such asMxyH (kx, ky,−kz)M−1

xy =

H (kx, ky, kz) where M is mirror reflection operator. The mirror operation and the Hamiltonian
commute in kz = 0, π planes, which means they can simultaneously diagonalized and labeled by
eigenvalue of M , ±1.

Finally, non-symmorphic symmetry can be understood as a combination of a point group sym-
metry operation and a lattice translation. For example, glide mirror of square lattice is invariant
under lattice translation plus reflection. Such symmetry has energy bands which can be described
by inverse process of band folding. This concept was first introduced by Hoffmann in 1987 [57].
Let’s consider 1D chain of atom. If two atoms form a bonding or antibonding states, we can consider
the system as a 1D lattice two atoms in a unit cell. The bonding branch disperse upward while
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Figure 2.5: Schematic of different topological states and the relationship in symmetry elements with spin-
orbit coupling (SOC). [56]
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Figure 2.6: Band folding in one-dimensional polymers [56]. (a) Band structure of a 1D polymer where a
unit cell contains two atoms. It has two branches from a bonding band and antibonding band starting from
k = 0. Definitely, energy of antibonding is higher than one of bonding and the two branches should intersect
at k = π/2a. (b) Band structure of a polymer in which there is one atom per unit cell. The BZ is twice as
big as (a).

antibonding goes downward, and they are degenerate precisely at k = π/2a. When the polymer
is regarded as having one atom per unit cell, the Brillouin zone (BZ) gets larger, and energy band
must carry the same information because physics cannot be changed by a suitable choice of the
unit cell. Thus, a branch looks like ’unfolded’ (See Fig 2.6). What happens in non-symmorphic
symmetry crystals is similar. The lattice translation element of non-symmorphic symmetry do not
conserve spatial origin and causes enlargement of a unit cell in comparison to the symmorphic space
group. The enlargement of a unit cell is analogous to the two atoms unit cell situation discussed
above. Thus, it causes the folding of k-space, and forces a band degeneracy the BZ boundary. The
node line protected by a non-symmorphic symmetry cannot be gapped by SOC due to the lattice
translation element [58]. Hence, the bands crossings are protected by non-symmorphic symmetries
with or without SOC.

2.3.2 Material realization

2.3.2.1 NLSMs with TR and I symmetry

Centrosymmetric materials with time-reversal (TR) symmetry are protected by both of TR and
inversion symmetry, and fourfold degeneracies along nodal rings can be realized in the limit of
vanishing SOC effect. SOC typically lifts some or all degeneracies. Cu3NX group has Cu3N crystal
in the cubic anti-RuO3 structure in space group Pm-3m No. 221. An example with intercalate
atoms of Pd was proposed in 2015 [54] (Fig 2.7a, d). CaTe is a CsCl-type structured alkaline-earth
chalcogenide also in the space group [59]. Without SOC, three nodal rings are perpendicular to
each other, as shown in Fig 2.7e. The family of lanthanum monopnictides LaX has the rock salt
structure in space group Fm-3m No. 225, where X could be N, P, As, Sb, or Bi [60–65]. Most
of them are predicted to be TI with SOC, but recent transport measurements gave some evidence
of semimetal behavior [62–64]. Ca3P2 has the hexagonal Mn5Si3-type crystal structure with space
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Figure 2.7: The three examples of NLSMs with TR and I symmetry, (a) Cu3NPd [54], (b) CaTe [59], (c)
Ca3P2 [73]. Their node lines in the Brillouin zone are illustrated in (d), (e), and (g) respectively.

group P63/mcm No. 193 [66, 67]. The crystal structure of Ca3P2 with planar view is shown in Fig
2.7b. It shows a fourfold degenerate nodal ring on kz = 0 plane. CaP3 families have CaP3, CaAs3,
SrP3, SrAs3, and BaAs3 crystals [68]. When SOC is included, the gaps open along the nodal
line and these materials become strong topological insulators for this family. Other than those
above, other examples include Alkaline-earth +{stannides, germanides, and silicides} [69], AlB2-
type diborides [70], Mackay-Terrones crystal (MTC) [49], 3D Honeycomb lattice (hyperhoneycomb
and stripy-honeycomb lattice) [120]. The H-0 Hyperhoneycom lattice is also the host of quantum
anomalous Hall study in chapters 3 and 4. In addition, two-dimensional DNL materials have also
been proposed in Cu2Si [71], and in the form of the honeycomb-kagome (HK) lattice [72].

2.3.2.2 NLSMs with Mirror symmetry

PbTaSe2 is a layered, non-centrosymmetric compound in space group P-6m2 No.187 [74]. It can be
considered as alternating stacks of TaSe2 and hexagonal Pb layers, with Pb atoms directly sitting
above the Se atoms (see Fig 2.8a). It contains a mirror plane passing through the Ta atoms on
kz = 0 plane, which plays a role of symmetry plane protecting the topological nodal line. The first
two closer to K̄ lie on the kz = π plane, while the third one is on the kz = 0 plane (see Fig 2.8c).
When the SOC is included, spin degeneracy is lifted due to the lack of I symmetry. Each band
splits into two bands with opposite spin polarization and mirror reflection eigenvalues. As a result,
four spinful Weyl nodal rings appear from a Dirac nodal ring. Interestingly, SOC also generates a
nodal ring which does not exist without SOC, which is called accidental crossing. In addition, this
material has spin-momentum locked spin textures which is one of the most prominent characteristics
of topological surface states [75].
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Figure 2.8: The three examples of NLSMs with TR and I symmetry, (a) PbTaSe2 [97] and (b) TaAs [36, 80].
(a) PbTaSe2. The unit cell of PbTaSe2 consists of one Pb, one Ta and two Se atoms, and those atoms
appear hexagonal from above. The stacking sequence within the unit cell is Pb-Se-Ta-Se. Schematic
of the closed contours encircling the nodal lines coming out of the plane in Brillouin zone (BZ). The
Berry’s connection is integrated along the arrows and their winding number are shown in (c). (b)
shows the crystal structure of TaAs. Node line loops are illustrated as the black circles, and the
green and yellow points represent Weyl points with opposite chirality in the First BZ of TaAs (d).

TaAs is in a body-centered tetragonal structure with non-symmorphic space group I41md No.
109. Crystal structure of TaAs is shown in Fig 2.8b. It does not have inversion symmetry, and
contains two mirror planes (Mx, My) and two glide planes (Mxy, M−xy). Without SOC, band
crossings are protected by mirror symmetry, but not by non-symmorphic mirror operations. The
black circles represent nodal line loops in Fig 2.8d. Including SOC, the nodal rings are fully gapped
except two pairs of Weyl points. After the theoretical prediction of this Weyl semimetal, the
observation of Fermi arcs was made by ARPES [35, 36] and by scanning tunneling microscope
(STM) [76, 77]. The WC-type HfC [78] is in hexagonal space group P6̄m2 No. 187. It has TR
symmetry and two mirror planes, but no I symmetry. Two nodal rings emerge (without SOC) and
split into 30 pairs of Weyl points off the mirror plane with SOC. CaAgX (X=P, As) crystallizes in
the ZrNiAl-type structure with space group P−62m No. 189 [79]. It has mirror reflection symmetry,
but no inversion symmetry.

2.3.2.3 NLSMs with non-symmorphic symmetry

Zr(Hf)SiS is a tetragonal PbFCl-type compound with space group P4/nmm No. 129. 2D Zr(Hf)
layer with two S NN layers are sandwiched by Si layers, as shown in fig 2.9. Lattice constant and
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Figure 2.9: Crystal structure of the HfSiS. a) Lattice constant and most probable cleavage plane are
indicated. b) Illustration of the Dirac line-node location (upper panel) and the dispersion of the line nodes
(lower panel) [85].

most probable cleavage plane is indicated. The Dirac nodal line generated by non-symmorphic
symmetry of the square lattice is protected from hybridizing even in the presence of SOC [58] (see
Fig 2.9b). ZrSiS and HfSiS are two well-studied examples in the larger ternary material family,
which means a compound containing three different elements, WHM , (W=Zr, Hf, or La; H=Si,
Ge, Sn, or Sb; M=O, S, Se, and Te) [81–83]. They share the same crystal structure and have
topological non-trivial phases.

2.4 Weyl semimetal

The Hamiltonian of a generalized two band model can be expressed by 2 × 2 matrices in the two
component sublattice basis (or other pseudo-spin basis) in the form

H0 (k) = ε0 (k)σ0 + h (k) · σ. (2.14)

The crossing of those bands correspond to points in the BZ where the energy dispersion of the
quasiparticles E = ε0 (k)±

√
|h (k) | is zero. In 3D, once we have exhausted all the Pauli matrices,

there are no other 2 × 2 matrices that anticommute with (2.14), and hence the degeneracy at the
band crossing is protected against the opening of a gap in that subspace. This simple Hamiltonian
has interesting topological properties defined by the flux of Berry curvature around the crossing
points, which are known as Weyl points. The monopole of Berry curvature at those points is
defined by the helicity of the Weyl fermions, as we explain below. In this section, we go over the
history of the Weyl fermion in condensed matter physics and the properties of Weyl semimetals.
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2.4.1 Weyl fermion and chirality

Weyl fermions were first proposed in 1929 by Weyl [26] when he suggested the massless Dirac
solution can be represented as two combination of Weyl fermions with opposite helicity. Helicity
is one of the particles’s property that is related to momentum and angular momentum. The free
Dirac Hamiltonian can be expressed with γ matrices, where

γ0 = τ1 ⊗ σ0, γ
i = −iτ2 ⊗ σi. (2.15)

These matrices satisfy the usual anticommutation relations as in 2+1 dimensional Quantum elec-
trodynamics (QED). The massive Dirac Hamiltonian is H =

∑
i=1,2 γ

0
(
γipi +m

)
. Then, one can

define helicity operator as

hp =
Σ · p
|p|

, Σi =
1

2
εijkσjk, σjk =

i

2
[γj , γk] . (2.16)

The operator 1
2Σ satisfies the same commutation relations with angular momentum operators, and

the eigenvalues of the helicity operator hp determine the helicity of the low energy modes. The
Hamiltonian commutes with the helicity operator, meaning the quantity is conserved. However, for
massive Dirac fermions, the helicity is not invariant under Lorentz boost, which means that different
reference frame can observe the helicity of the particle differently. On the other hand, chirality is
a Lorentz invariant quantity which is described by the chiral projection. One can define a matrix
γ5which anticommutes with all γiand satisfy

(
γ5
)†

= γ5 and
(
γ5
)2

= 1. Such γ5 can be defined as
γ5 = iγ0γ1γ2γ3. Then, the chiral projection can be defined as

L =
1

2

(
1− γ5

)
, R =

1

2

(
1 + γ5

)
(2.17)

where the eigenstate with eigenvalue ±1 gives left and right chiral modes LΨL = ΨL and RΨR = ΨR

respectively. Interestingly, the difference between helicity and chirality disappear when the particle
is massless. Indeed from the eigenvalue equation, HΨ = EΨ, then

γ0
(
γipi

)
Ψ = p0Ψ →

(
1− γ0 (γ · p)

p0

)
Ψ = 0. (2.18)

In the massless case, p0 = |p| for positive energy states. Since Σi = −γ0γiγ5 [33], then(
1− γ5 (Σ · p)

|p|

)
Ψ = 0 → γ5Ψ =

(Σ · p)

|p|
Ψ = hpΨ (2.19)

with hp = ±1.
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Figure 2.10: (Left) Berry flux passing through a plane is quantized, and the number is known as Chern
number. Chern number indicates the edge state of the plane and non-zero when it is placed between two
Weyl points. (Right) Bulk and Surface of Weyl semimetals. A Weyl node behaves as a magnetic monopole
(MMP) in this system [36][84].

2.4.2 Topological properties of Weyl semimetals

The emergence of Weyl fermions in condensed matter system was theoretically predicted in novel
semimetals with non-trivial topology, and first realized in TaAs (Tantalum arsenide) class [34–36].
The simplest model for a Weyl semimetal is a two band Hamiltonian with a linear dispersion around
a crossing point is

HW =
3∑
i=1

hi (k)σi. (2.20)

This Hamiltonian has energy eigenvalues ε± = ± |h (k)| and eigenstate |ψ±〉 = 1
|Z| [h3 (k)±|h (k)| , h1 (k)−

ih2 (k)], where |Z±| =
√

2 |h|2 ± 2h3 · |h|. Suppose the Weyl point is at k = k0 so that |h (k0)| = 0.
From the equation (2.13), the Berry curvature can be found from the Berry connection Ai =

−i
〈
ψ−| ∂∂ki |ψ−

〉
where we only have one filled band, which is denoted as (−). The configuration

of the Berry curvature around the crossing point (Weyl point) determines the chiral charge of the
Weyl fermions. The chiral charge or helicity is defined as the source (+ charge) and a sink (- charge)
of the Berry curvature in the BZ. In other words, the Berry flux passing through a slice on a given
plane of the Brillouin zone (BZ) is quantized by the difference in the chiral (or topological) charges
of Weyl points to the left and to the right of the plane (see Fig. 2.10). Since total Berry curvature
should be zero inside the BZ according to a ‘no-go theorem’ [27, 28], Weyl points always appear in
pairs with opposite chiral charge [29–32].

The properties of Weyl fermions are interesting for various reasons. The main one is that
the system has unique surface states, called Fermi arcs, which are topologically protected. The
Fermi arcs connect Weyl points of opposite helicities. The helicity of a Weyl point determines
its topological charge. In chapter 2.2.2, we briefly explain the QAH state, which has broken time
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reversal symmetry (for spinless fermions). One of the main characteristics of this phase is the
presence of robust chiral edge states in the absence of an external magnetic field. The Haldane
(Chern) insulator is insulating in the 2D bulk, but has conducting edge channels with quantized
Hall conductivity. The Haldane state is characterized by a finite Chern number, a property defined
by how the Berry connection of the Block bands winds around the whole BZ [13]. In 3D, we can
define the Chern number of the sliced BZ (C), which indicates existence of edge modes intersecting
the plane. That number is only non-zero when the plane is located between two Weyl points with
different helicities, and the projected surface state has a disconnected line, which is known as the
Fermi arc. Since this winding number cannot be changed unless the symmetry of the system is
broken, the surface state is also topologically protected. This statement can be clearly seen with
the toy model

H (k) = vijkiσj +m (k)σ3. (2.21)

The Berry curvature of xy plane is simply

Ω− =
∂

∂k1
(A−)2 −

∂

∂k2
(A−)1 , (2.22)

and Chern number of the plane is

C2D =
1

2
sign (m) sign (det [v2D]) . (2.23)

Around the Weyl points, the first term of H (k) remains but m (k) changes the sign (cross zero
at the point). The difference of Cxy|kz=+0 and Cxy|kz=−0 gives +1 or −1 depends on it’s a source
(+1) or a sink (−1) of Berry curvature. Since the gradient of the third Pauli matrix corresponds to
the velocity of z direction in this model, the number corresponds to the det [v3D] which is exactly
chirality of the Weyl fermion.

In general, either the inversion symmetry [86] and time reversal symmetry [87] should be broken
for Weyl points to form. Provided a Weyl point exists, time reversal symmetry requires the existence
of a pair of Weyl points with opposite momenta with respect to the center of the BZ have the
same helicity. Therefore, Weyl semimetals with T require at least four Weyl points in the BZ
for the total chiral charge to be zero. On the other hand, inversion symmetry requires a pair of
Weyl points with opposite helicity, so the minimum number of the Weyl point is two. (see Fig
2.11.) If both symmetries are preserved, two Weyl points with opposite helicity must merge and
a four band degeneracy will occur at a Dirac point. Dirac points in 3D cannot be reduced into
Weyl representation and are described by a larger representation (Dirac matrices) as in a three-
dimensional Dirac semimetals (DSMs) [88–90].

21



CHAPTER 2. FROM DIRAC TO WEYL FERMIONS

Figure 2.11: Schematic picture of Weyl semimetal (WSM) and Dirac semimetal (DSM). When T and P
symmetry are both present, Dirac cone don’t carry chiral charge (left). If P symmetry is broken, two Weyl
points on the opposite site has the same chiral charge (center). On the other hands, T broken WSM has
opposite chiral charge (right). The chiral charge of each Weyl point is illustrated by ± sign [88].
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Chapter 3

Quantum Anomalous Hall effect

The Hall conductivity is the coefficient of the transverse Hall current, which flows in a perpendicular
direction to the applied electric field. The Hall current can be observed in a 2D conducting plate
when a perpendicular magnetic field is applied on the plate. In the quantum limit, in the presence
of Landau levels, the quantum Hall conductivity describes dissipationless transport of electrons in
a system that breaks time reversal symmetry (TRS) due to an external applied magnetic field. In
two dimensions (2D), the current is carried through the edges [91], and the Hall conductivity σxy is
quantized in units of e2/h. In three dimensions (3D), the Hall conductivity is not universal and has
an extra unit of inverse length. As shown by Halperin [110], the 3D conductivity tensor on a lattice
has the form σij = e2/(2πh)εijkGk, where G is a reciprocal lattice vector (it could be zero). The
realization of the 3D quantum Hall effect has been proposed in systems with very anisotropic Fermi
surfaces [116–118], or else in node-line semimetals [92, 112, 120, 122], where the Fermi surface has
the form of a line of Dirac nodes [49, 54, 56, 66, 93, 95–99, 123–126, 144].

Equally interesting would be to realize the 3D quantum anomalous Hall (QAH) effect [32, 101–
103], where the anomalous Hall conductivity emerges from the topology of the 3D band structure in
the absence of Landau levels. The first proposal for a Chern insulator system was the Haldane model
[14] on the honeycomb lattice, where loop currents break TRS and can produce a non-zero Chern
number in the bulk states. Hyperhoneycomb lattices have the same planar trigonal connectivity of
the honeycomb lattice (see Fig. 1a), and hence could provide a natural system for the emergence of
a 3D QAH conductivity. While we are not aware of a concrete example of a material that realizes
this lattice, this geometry has been realized in honeycomb iridates as a spin lattice [142]. The
metallic version of it, which is a nodal-line semimetal, requires s-wave orbitals and may in principle
be realized in optical lattices with cold atoms. Very recently, the Haldane model was simulated
with cold atoms [143] and in quantum circuits [150].

In this chapter, we describe the 3D QAH state that emerges from repulsive interactions in
a hyperhoneycomb lattice with spinless fermions. This state competes with a CDW state, and
produces a very anisotropic gap around a line of Dirac nodes in the semimetallic state. Due to
a broken inversion and time reversal symmetry, the QAH gap changes sign along the nodal line,
forming Weyl points connected by Fermi arcs [20, 30]. We show that the QAH conductivity of the
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Figure 3.1: Honeycomb lattice with nearest neighbor (NN) interaction V1 and next nearest neighbor (NNN)
interaction V2. Two sublattice are illustrated as empty and solid dots. Dashed arrows indicates NNN vectors
[15]. The local flux enclosed by the loop is determined by total phase of NNN transitions.

surface states is e2/
√

3ah, with a the lattice constant.

3.1 2D Quantum Anomalous Hall effect

As briefly mentioned in section 2.2.2, the Haldane mass can be introduced by the complex hopping
amplitude for next-nearest neighbor (NNN) sites in the honeycomb lattice. The idea is that those
phases produce loop currents in the unit cell, as shown in Fig. 3.1, which nevertheless do not create a
net magnetic flux. Repulsive interactions (possibly Coulomb interaction) can also effectively induce
NNN hopping. In mean field approximation, Raghu et al. [15] proposed an effective effective model
for graphene with possible topological phases induced by repulsive interactions. We briefly describe
that model below.

The Hamiltonian with a nearest neighbor (NN) interaction (V1) and NNN interaction (V2) is

Htot (R) = H0 (R) +H1 (R) +H2 (R) (3.1)

H0 (R) = −t
∑
〈i,j〉

(
a†ibj + b†jai

)
(3.2)

H1 (R) = V1

∑
〈i,j〉

a†iaib
†
jbj (3.3)

H2 (R) = V2

∑
〈〈i,j〉〉

a†iaia
†
jaj +

∑
〈〈i,j〉〉

b†ibib
†
jbj

 (3.4)
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where a and b are fermionic annihilation operators in sublattice A and B, 〈i, j〉 indicates nearest
neighbor (NN) sites, while 〈〈i, j〉〉 means NNN sites. As in the Haldane model, spin degrees of
freedom are suppressed to avoid the fermionic doubling problem [14], which hinders topological
phases. In mean-field approximation, the four-fermion operator terms can be expressed as

a†iaib
†
jbj = a†iaib

†
jbj =

〈
a†iai

〉
b†jbj + a†iai

〈
b†jbj

〉
−
〈
a†iai

〉〈
b†jbj

〉
(3.5)

a†iaia
†
jaj = a†iai

(
1− aja†j

)
= a†iai + a†iajaia

†
j

= a†iai +
〈
a†iaj

〉
aia
†
j + a†iaj

〈
aia
†
j

〉
= a†iai +

〈
a†iaj

〉
aia
†
j +

〈
aia
†
j

〉∗
a†iaj . (3.6)

Each expectation value is related to an order parameter associated to a physical observable. For
instance,

〈
a†iai

〉
is the charge density on sublattice A (ρA) and

〈
b†ibi

〉
on sublattice B (ρB).

〈
a†iaj

〉
is the NNN transition amplitude with a complex phase (complex value, χij). If the order parameters
are spatially independent then the Fourier transformation of the Hamiltonian has the form

HMF (k) = −
∑
k

εke
−iθkc†AcB −

∑
k

εke
iθkc†BcA − 3V1ρ

(
c†AcA − c

†
BcB

)
+ 3V1Nρ

2

− 2V2 |χ|
∑
k

∑
bn

(
cos (k · bn − φ) c†AcA + cos (k · bn + φ) c†BcB

)
+ 6V2N |χ|2 (3.7)

where we defined order parameter ρ for charge density wave (CDW) state as

ρ =
1

2
(ρA − ρB) , simply use ρA = ρ, ρB = −ρ, (3.8)

and QAH order parameter χij as

χij =

|χ| e
iφ for

〈
a†iaj

〉
in the same direction with Fig3.1

|χ| e−iφ for
〈
b†ibj

〉
in the same direction with Fig3.1

. (3.9)

εk is the kinetic energy of the non-interacting system. As a result, at zero chemical potential,
cos (k · bn) cos (φ) breaks particle-hole symmetry (shift cone) and sin (k · bn) sin (φ) breaks time-
reversal symmetry. If we impose conservation of particle-hole symmetry, φ = ±π

2 , what enforces χij
to be purely imaginary. At zero temperature and half filling, the mean-field free energy is readily
obtained:

F = −
∑
k

√√√√√ε2k +

3V1ρ+ 2V2 |χ|
∑
bn

sin (k · bn) sinφ

2

+ 3V1Nρ
2 + 6V2N |χ|2 . (3.10)
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The value φ = ±π
2 can also also be verified to minimize the free energy with respect to φ.

To check for any instabilities in the charge and topological channels, we minimize the free energy
with respect to ρ and |χ|. The minimization results in the set of self-consistent equations

ρ =
1

6N

∑
k

V1ρ+ 2V2χ
∑

bn
sin (k · bn)√

ε2k +
(
3V1ρ+ 2V2 |χ|

∑
bn

sin (k · bn) sinφ
)2 , (3.11)

and

χ =
1

6N

∑
k

(∑
bn

sin (k · bn)
) (
V1ρ+ 2V2χ

∑
bn

sin (k · bn)
)√

ε2k +
(
3V1ρ+ 2V2 |χ|

∑
bn

sin (k · bn) sinφ
)2 . (3.12)

For graphene, the phase diagram is shown in Fig 3.2. When both ρ and |χ| are zero, the system is a
semimetal with two Dirac point K±. The CDW state (ρ 6= 0) corresponds to an ordinary insulator
with fully gapped Dirac points. The QAH state (χ 6= 0) of this model has the same configuration
with spontaneous parity and T symmetry breaking in a honeycomb lattice with spinless fermions.
Also, the energy gap at the Dirac points are

Egap = 4

∣∣∣∣∣∣V2χ
∑
bn

sin (K± · bn)

∣∣∣∣∣∣ = 2
√

3V2 |χ| . (3.13)

Hence, it has insulating bulk state. However, since it breaks both inversion and time reversal
symmetry, it has Chern number2 1. In 2D space, the Hall conductance is exactly given by Chern
number of the lower band times e2/h (see Appendix A). Therefore,

σxy =
e2

h
, (3.14)

reflecting the spontaneous emergence of chiral conducting edge states. Such state of matter is known
as the Chern (or Mott) insulator.

3.2 3D QAH transition for NLSMs

The hyperhoneycomb lattice is 3D structure with planar trigonal bonds spaced by 120◦. Although
this lattice is 3D, it has the same planar trigonal connectivity of graphene (see Fig 3.3). The
structure shown in Fig. 3.3a has a screw symmetry along the z axis, giving rise to a nodal line
(red) in the kz = 0 plane of the BZ shown in fig. 3.3b. In the QAH phase, one can geometrically
construct four types of current loops which have local flux inside, but overall net zero flux in the
3D unit cell. Two of them are located on xz plane and the other two are on yz plane (see Fig 3.4).

We start from the tight binding model of the hyperhoneycomb lattice, which has four atoms
per unit cell, as shown in Fig. 3.3a. The lattice has three vector generators a1 = (

√
3, 0, 0),

2Both Dirac points sitting at K and −K have the Chern number ν = 1
2
. Thus, the total Chern number adds up

to 1.
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Figure 3.2: Phase diagram of graphene with spinless fermions. Energy scale is t = 1 where t is the transition
amplitude introduced at (3.1). The transition from semimetallic (SM) state to CDW and QAH states are a
continuous transition. The boundary of QAH and CDW is identified as a first-order transition [15].

3

b2

b

b

1
x y

a)

z

b)

Figure 3.3: (a) Hyperhoneycomb lattice with four sublattice, depicted as colored spheres. All sites are
trigonally connected in plane with nearest neighbor sites by 120˚. The connections are spanned on two
planes which are rotated by 90˚ one another. (b) 3D Brillouin zone (BZ) of the crystal. In the semimetallic
state, closed band gap line (Dirac node) is shown in the red curve on the kz = 0 plane. The black arrows
indicate the reciprocal lattice vectors [105, 106].
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Figure 3.4: xz (a) and yz (b) planes of the HHC lattice with sublattice A, B, C, and D. Complex NNN
hoping amplitude give the local flux Φ and breaks time reversal symmetry. Total flux in the unit cell is zero
due to the geometry of the lattice [105].

a2 = (0,
√

3, 0) and a3 = (−
√

3/2,
√

3/2, 3), and the corresponding reciprocal lattice vectors b1 =

(2π/
√

3, 0,−π/3), b2 = (0,−2π/
√

3, π/3) and b3 = (0, 0, 2π/3). For a model of spinless fermions,
which could physically result from a strong Rashba spin orbit coupling [16], the kinetic energy is
H0 = −t

∑
〈i,j〉(a

†
iaj +h.c.), where ai destroys an electron on site i, t is the hopping energy and 〈ij〉

denotes nearest neighbor (NN) sites. In the four-sublattice basis, the Hamiltonian is a 4×4 matrix
[120].

H0 = −t


0 Θx 0 e−ikz

Θ∗x 0 eikz 0

0 e−ikz 0 Θy

eikz 0 Θ∗y 0

 , (3.15)

where Θγ ≡ 2eikz/2 cos(
√

3kγ/2), with γ = x, y, and k is the momentum away from the center of
the Brillouin zone (BZ). The electronic structure has a doubly degenerate zero energy line of nodes
in the form of a Dirac loop at the kz = 0 plane, k0(s) ≡ (kx(s), ky(s), 0) in some parametrization
that satisfies the equation 4 cos(

√
3kx(s)/2) cos(

√
3ky(s)/2) = 1, as schematically depicted in Fig.

3.3b.
Consider the interaction between NN and NNN sites (V1 and V2 respectively). For spinless

fermions, one possible instability is a charge density wave (CDW) state that corresponds to a charge
imbalance among the different sublattices. The CDW state is defined by the four component order
parameter ρα = 〈a†iai〉−ρ0 with i ∈ α belonging to sublattice α = A ,B, C, D, as shown in Fig 3.4,
and ρ0 a uniform density. At the neutrality point, the local densities at the four sites of the unit
cell add up to zero,

∑
α ρα = 0. The nodal line is protected by a combination of TRS and mirror

symmetry along the z axis. The state where ρA = −ρB = ρC = −ρD, namely (ρ,−ρ, ρ,−ρ), breaks
the mirror symmetry and opens the largest gap among all possible charge neutral configurations of
ρα. The more symmetric state (ρ, ρ,−ρ,−ρ) does not open a gap. Hence, the former state is the
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dominant CDW instability. We will not consider other possible states that enlarge the size of the
unit cell [107], such as an n-site CDW state, with n > 4.

The other dominant instability is the QAH state, where complex hopping terms between NNN
sites lead to loop currents in the xz and yz planes, as shown in Fig. 2. Each plane can have loop
currents with opposite flux (Φ), producing zero magnetic flux in the unit cell, in analogy with the
2D case in the honeycomb lattice [14]. The QAH order parameter is defined as χij = 〈a†iaj〉, where i
and j sites are connected by NNN vectors [15]. We define the Ansatz χij = χeiφij for i, j ∈ {A, C}
sublattices and χij = χeiφ̄ij for i, j ∈ {B,D}, where χ is real. Due to particle-hole symmetry, χij
is purely imaginary and hence φ, φ̄ = ±π

2 . The state that minimizes the free energy of the system
has φ = −φ̄. The QAH order parameter is χij = ±iχ for NNN sites and zero otherwise, with the +

for A,C and − for B,D following the convention of the arrows in Fig. 3.4.
We perform a mean-field decomposition of the NN interaction in the CDW state (ρ) and of the

NNN repulsion in the QAH order parameter χij . For simplicity, we absorb the couplings V1 and V2

in the definition of the order parameters, ρV1 → ρ and χV2 → χ, which have units of energy from
now on. The effective interaction in the four-sublattice basis is

HMF
I =


χg − 3ρ 0 −χf 0

0 −χg + 3ρ 0 χf∗

−χf∗ 0 χg − 3ρ 0

0 χf 0 −χg + 3ρ

 (3.16)

where

g (k) ≡ 2
[
sin
(√

3kx/2
)

+ sin
(√

3ky/2
)]

(3.17)

f (k) ≡ 2
[
e3ikz/2 sin

(√
3kx/2

)
+ e−3ikz/2 sin

(√
3ky/2

)]
(3.18)

as shown in Appendix B. The mean-field Hamiltonian HMF = H0 +HMF
I has an additional constant

energy term E0 = 6ρ2/V1 + 16χ2/V2 that is reminiscent of the decomposition of the interactions
to quadratic form. The phase diagram follows from the numerical minimization of the free energy
F with respect to ρ and χ at zero temperature, ∂F/∂χ = ∂F/ρ = 0. The semimetal state is
unstable to a CDW order at the critical coupling V1,c = 0.41t, and to a QAH phase at V2,c = 1.51t.
The CDW and QAH states compete with each other, as shown in Fig. 3.5. Fluctuation effects
are expected to be less dramatic in 3D compared to the more conventional 2D case [15, 108, 109].
Hence, the mean-field phase diagram is likely a reliable indication of the true instabilities of the
fermionic lattice for the spinless case.

In real crystals, screening and elastic effects lead to a distortion of the lattice in the CDW state,
in order to minimize the Coulomb energy due to electron-ion coupling, which can be high [111].
While the CDW appears to be the leading instability over the QAH state, the elastic energy cost to
displace the ions and equilibrate the charge in the electron-ion system may hinder the CDW order
and favor the QAH phase when V2 > V2,c.
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Figure 3.5: Mean field phase diagram for spinless fermions in HHC. The node-line semimetal phase (NLSM)
turns into the CDW state at the critical value V1 = 0.41t and into the QAH phase in 3D at V2 = 1.51t. The
CDW is fully gapped, while the QAH phase has nodes around the Dirac loop [105].

Recall the Hamiltonian (3.16). Without Coulomb interaction (V1ρ = 0, V2χ = 0), one can
find a line of nodes in the Brillouin zone (red curve in Fig 3.3), which has linear dispersion to the
radial and kz direction. The low-energy excitation around the line can be described as projected
Hamiltonian around the points on the line, which has a form of

HP
0 (s,q) = [vx (s) qx + vy (s) qy]σx + vz (s) qzσy, (3.19)

where q is the relative momentum from the node line, and

vx (s) =

√
3

2
t sin

[√
3

2
kx (s)

]
1

1 + κ2 (s)
(3.20)

vy (s) =

√
3

2
t sin

[√
3

2
ky (s)

]
κ2 (s)

1 + κ2 (s)
(3.21)

vz (s) = −3t
κ (s)

1 + κ2 (s)
(3.22)

where κ (s) = 2 cos
[√

3kx (s) /2
]
. Integrating out the two high energy bands using perturbation

theory, the effective low energy Hamiltonian (3.19) of the nodal line becomes massive, as expected.
The leading correction to Hamiltonian (3.19) around the nodal line to lowest order in ρ and χ has
the form of a mass term

HP
I (s,q) = −

[
m (s) + v′xqx + v′yqy

]
σ3, (3.23)
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where

m (k0) = χ

(
g (k0) +

2

α+ 1
α

f (k0)

)
(3.24)

v′α=x,y (k0) = 2χ

[
cos
(√

3 (k0)α

)
+

1

α+ 1
α

cos

(√
3

2
(k0)α

)]
(3.25)

α (k0) = 2 cos

(√
3

2
(k0)x

)
. (3.26)

The low energy spectrum is

ε(q) = ±
√
ε20(q) +

[
3ρ+m(k0) + v′xqx + v′yqy

]2
, (3.27)

which describes either a uniformly gapped state in the CDW phase (ρ 6= 0, χ = 0) or a non-uniform
QAH gap (ρ = 0, χ 6= 0) with six nodes at the zeros of m(k0), as indicated in Fig. 3.6. The CDW
state breaks mirror symmetry along the z axis, but preserves the screw axis symmetry and hence
creates a fully gapped state that is rotationally symmetric along the nodal line. The QAH state,
on the order hand, breaks TR symmetry. The mass term (3.24) changes sign at six zeros along
the nodal line, as shown in Fig. 3.6b. Two zeros are located along the diagonal direction of the
nodal line, at the points ±Q1 = ±

(
2π

3
√

3
,− 2π

3
√

3
, 0
)
. The other four zeros of m(k0) are symmetrically

located around that direction, at ±Q2 = ∓(Q+, Q−, 0) and ±Q3 = ±(Q−, Q+, 0), as shown in Fig.
4, with

Q± =
1√
3
arccos(

√
17− 1

4
)± 1√

3
arccos(

3−
√

17

4
). (3.28)

The position of the nodal points extracted from the low energy Hamiltonian (3.23) is in agreement
with the values calculated numerically from Hamiltonians (3.15) and (3.16) in the regime where
χ� t. For larger values of χ, the nodal points ±Q2 and ±Q3 can move in the kz = 0 plane, as the
position of the nodal line is renormalized by the interactions. The two nodal points in the diagonal
±Q1 remain fixed.

3.2.1 Weyl fermions and topological surface states

Expanding the mass term (3.24) around the zeros of m(k0), the low energy quasiparticles around
the nodes are Weyl fermions. Performing a rotation of the quasiparticle momenta into a new basis
px = (qx− qy)/

√
2, py = −qz and pz = (qx + qy)/

√
2, the expansion around the nodes at ±Q1 gives

the low energy Hamiltonian

H±Q1(p) = h±Q1(p) · ~σ =
∑

i=x,y,z

v
(±)
0,i piσi, (3.29)
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Figure 3.6: (a) Contour plot of the mass gap of the QAH state. Node-line is depicted as a red line. Momenta
are in units of π/a where a in an interatomic length of HHC lattice. The mass gap vanishes at six points
along the node line indicated by the blue dots. (b) Schematic picture of the sign of the mass term along
the node line: blue (m > 0), orange (m < 0). At six (m = 0) points, the low-energy excitations are Weyl
fermions with helicities +1 (white dots) and −1 (black dots). The planes intersecting the points separate the
domain of planes with distinct 2D Chern numbers: Gray area has C2D = 1, and Dark gray has C2D = −1

[105].

with p the momentum away from the nodes and v(±)
0,x = ±3

√
2t/4, v0,y = 3t/2 and v0,z =

√
3/2χ

the corresponding velocities in the rotated basis. The equation above describes two Weyl points
with opposite helicities γ = (2π)−2

∫
Ω d2p ĥ · (∂px ĥ × ∂py ĥ) = ±1, and hence broken TRS, with

ĥ = h/|h| a unitary vector and Ω the surface of a small sphere enclosing each node. Similarly, the
expansion around the nodes ±Q2 and ±Q3 give Hamiltonians of Weyl fermions with helicities ±1,
as indicated in Fig. 3.6.

The Weyl points delimit a topological domain wall between slices of the BZ parallel to the (11̄0)

plane. Each slice in the light gray region in Fig. 3.6 crosses the nodal line twice and has a well
defined Chern number ν = +1. The slices in the dark gray regions across the domain walls have
opposite Chern number ν = −1, as the QAH mass changes sign simultaneously at the two Weyl
points (with the same helicity) where each domain wall intersects the nodal line. The BZ slices in
the light blue region do not cross the nodal line and have zero Chern number.

The 3D QAH conductivity is defined as σij = (e2/h)(2π)−3
∫
BZ d3k

∑
n∈filled( ∂

∂ki
Aj − ∂

∂kj
Ai),

where Aj = −i 〈ψn| ∂
∂kj
|ψn〉 is the Berry connection of the n-th occupied Block band integrated

over the entire BZ [149]. As mentioned before, a 2D slice of BZ has analogous features of a 2D
Chern insulator. From the Kubo formula for 3D Hall conductivity [110]

σij =
e2

2π2h

∫
d3k

∑
n∈filled

Im
∫
d3r

∂u∗k,n
∂ki

∂uk,n
∂ki

(3.30)
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Figure 3.7: (a) Fermi arcs on the (001) surface of BZ indicated by the blue solid lines. The dashes represent
the projection of the node-line in the bulk in the absence of interactions. Weyl points and their chirality are
illustrated as black (-1) and white dots (+1). (b) Panels showing the energy bands along three momentum
slices labeled 1, 2, 3 in (a). All momenta are in units of π/

√
3, and energy has units of the hopping energy

t. Slice 1 and 3 which are intersecting with Fermi arc have zero energy modes [105].

and the integrand is equivalent to the 2 times Berry curvature. We can separate the integration
variables into two component of 2D plane and one of perpendicular direction. For example,

σxy =
e2

πh

∫
dkz

1

2π

∫
d2k (Ω−)xy

=
e2

πh

∫
dk′zC2D

(
k′z
)

=
e2

2πh
νz (3.31)

where C2D (k′z) is the total Chern number of 2D slice from the plane with kz = k′z. νz has units of
the inverse of the length scale. The final result is

σij =
e2

2πh
εijk (ν)k (3.32)

where ν is some vector in momentum space, named the Chern vector. In the hyperhoneycomb
lattice, the vector is roughly ≈

(
2π/
√

3,−2π/
√

3, 0
)
. In short, in the AQH phase, the bulk of the

system is a semimetal with topologically protected Weyl quasiparticles. In this state, topological
surface Hall currents spontaneously emerge. Those currents are maximized along the Chern vector
~ν in momentum space.

A physical consequence of those topological surface currents is manifested in appearance of low
energy states in the form of Fermi arcs connecting the Weyl points. The Fermi arcs can be obtained
numerically by projecting zero modes of the sliced BZ. In Fig. 3.7b, we scan the energy spectrum
of the kz = 0 plane along the kx axis along three paths indicated by the dotted horizontal lines in
panel 3.7a. Line 1 (ky = 3π/(4

√
3) intersects a Fermi arc close to the node at Q1, as indicated by

the arrow in the left panel of Fig. 3.7b, which has a zero energy crossing in the vicinity of a node.
The scan on line 2, at ky = π/(2

√
3), does not intercept a Fermi arc, as shown in the center panel
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of Fig. 3.7b. The third path at ky = π/(10
√

3) crosses the Fermi arc near the center of the zone,
as indicated by the zero energy mode shown in the right panel of Fig. 3.7b.

We have shown that hyperhoneycomb lattices with spinless fermions may host a 3D QAH effect,
which competes with a CDW state. The 3D anomalous Hall conductivity σij is e2/

(√
3ha

)
for

(i, j)=(y, z) or (x, z). Due to the symmetry of the mass term, which spontaneously breaks TR
symmetry around the nodal line, the low energy excitations of the QAH state have a rich structure,
with Weyl fermions in bulk and topologically protected surface states.
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Chapter 4

Elastic QHE and Elastic Hall viscosity

4.1 Preview

The electronic structure of a lattice is amenable to many external influences, including mechanical
deformation. Usually mechanical strain smoothly changes interatomic distances but does not dras-
tically change electronic properties of the lattice. However, in systems with Dirac fermions such as
graphene, strain shifts Dirac points in a similar way to the effect of an external applied magnetic
field. In other words, strain deformations couple to charge carriers as an gauge-field vector potential
A. Interestingly, the strain-induced pseudomagnetic field has opposite sign for two different valleys
K and K ′ of graphene. Hence, elastic deformations do not break the time-reversal symmetry of
the system and produce no net magnetic flux. In honeycomb lattices such as graphene [114], strain
deformations can induce Landau level (LL) quantization with very large effective pseudomagnetic
fields [112, 113, 115, 127]. In graphene nanobubbles, for instance, pseudomagnetic fields as large as
300 tesla have been observed with scanning tunneling spectroscopy [113].

When the chemical potential is inside the gap of the LLs, the Hall conductivity per valley is
quantized and the system is expected to show a zero-field quantum Hall effect (QHE). Due to the
dispersion of the LLs, Hall conductivity quantization is not common in three dimensions (3D), and
may occur only in extremely anisotropic systems such as Bechgaard salts [116, 117], Bernal graphite
[118, 119], and in nodal-line semimetals [120–122]. Even in strongly anisotropic systems such as in
nodal line semimetals, the physical implementation of the 3D QHE is challenging due to the unusual
toroidal field geometry required [120]. With the help of strain engineering, one may in principle
design 3D LLs with well defined gaps in between from real space configurations of magnetic field
that would be otherwise impractical to realize.

In this chapter, we derive the elastic gauge fields that follow from arbitrary lattice deformations
in the hyperhoneycomb lattice, a natural 3D generalization of the honeycomb geometry where all
sites are connected by coplanar trigonal bonds, as shown in Fig. 3.3. In the semimetallic form,
this lattice is an example of a nodal-line semimetal [49, 54, 78, 120, 124–126]. We identify a whole
family of lattice deformations that produce uniform nearly flat LLs in 3D, a prerequisite for the 3D
zero-field QHE. We show that this family of non-trivial deformations can be physically implemented
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with the application of a simple temperature gradient along the axis perpendicular to the nodal
line, leading to a tunable metal-insulator transition in the bulk. The strain deformations can be
uniquely specified by the set of thermal expansion coefficients of the crystal. We propose that a
tunable temperature controlled 3D zero-field QHE can be implemented in acoustic metamaterials
[128].

In the presence of topological states, the topological invariants can manifest in the elastic re-
sponse of the crystal through phonons. In the 3D quantum anomalous Hall (QAH) phase [105],
which is the extension of the Haldane model [14] to the hyperhoneycomb lattice, we also calculate
the elastic Hall viscosity tensor ηµνργ . Also known as the phonon Hall viscosity [130], this quantity is
analogous to the dissipationless viscous response of electrons in the quantum Hall regime [132–134]
and is topological in nature. We show that the components of the Hall viscosity tensor are ±ηH
or ±2ηH (or zero), with ηH = β2

√
3/
(
8πa3

)
, where β is an elastic parameter and a is the lattice

constant.

4.2 Elastic gauge field in hyperhoneycomb lattice

As described in the last chapter, the hyperhoneycomb lattice has four sites per unit cell µ = 1, · · · , 4
and is generated by the lattice vectors a1 = (

√
3, 0, 0), a2 = (0,

√
3, 0), and a3 = (−

√
3/2,
√

3/2, 3),
in units of the lattice constant a. In the momentum space, the reciprocal lattice is generated by the
vectors b1 = (2π/

√
3, 0,−π/3), b2 = (0,−2π/

√
3, π/3) and b3 = (0, 0, 2π/3), shown in Fig. 3.3.

The tight-binding Hamiltonian is a 4× 4 matrix [120]

H0,µν(k) = −t0
∑
~δµν

eik·~δµν , (4.1)

where t0 is the hopping amplitude, ~δµν are the nearest neighbor (NN) vectors between sites of
species µ and ν and k is the momentum measured from the center of the Brillouin zone (BZ). In
total, there are six NN vectors ~δ12 =

(
±
√

3a/2, 0, a/2
)
, ~δ34 =

(
0,±
√

3a/2, a/2
)
, ~δ14 = (0, 0,−a) and

~δ23 = (0, 0, a). The low energy bands of this lattice have a line of Dirac nodes k0 = [kx(s), ky(s), 0]

in the kz = 0 plane, which can be written in terms of some parameter s that satisfies the equation
4 cos[3kx(s)/2] cos[3ky(s)/2] = 1. The low energy projected Hamiltonian is described by a 2 × 2

matrix expanded around the nodal line

H0,p(q) = [vx(s)qx + vy(s)qy]σ1 + vz(s)qzσ2 (4.2)
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where q ≡ k− k0(s) is the relative momentum, σ1, σ2 are the two off-diagonal Pauli matrices and

vx(s) =

√
3

1 + α2
sin

(√
3

2
kx(s)

)
t0

vy(s) =
α2
√

3

1 + α2
sin

(√
3

2
ky(s)

)
t0 (4.3)

vz(s) = − 3α

1 + α2
t0,

are the velocities of the quasiparticles, with α(s) ≡ 2 cos[
√

3kx(s)a/2] [105]. The energy spectrum
of the quasiparticles is E0(q) = ±

√
(vxqx + vyqy)2 + v2

zq
2
z . The wavefunctions have a π Berry phase

for closed line trajectories that encircle the nodal loop.
Elastic gauge fields. The inclusion of lattice deformations can be done by locally changing the

distance between lattice sites, which affect value of the hopping constant. Expanding it to lowest
order in the displacement of the lattice,

t
(
~δ(n) + δr

)
≈ t0 +

β

a2
δ

(n)
i δ

(n)
j uij +O

(
δr2
)
, (4.4)

with n = 1, . . . , 6 indexing the 6 NN lattice vectors ~δ(n), uij = 1
2 (∂iuj + ∂jui) is the strain tensor

defined in terms of the displacement field u of the lattice and β = a ∂t∂r = ∂ log t
∂ log r is the Grüneisen

parameter of the model [129]. Including the lattice distortions in Hamiltonian (4.5), one gets two
terms, Hp = H0,p +Hel, where

Hel =
3

4

β

a
vz (uxx + uyy − 2uzz)σ1 −

β

a
(vxuxz + vyuyz)σ2 (4.5)

is the elastic contribution. As in the 2D case (graphene), the deformation of the lattice couples to
the Dirac fermions as an elastic gauge field A. It is convenient to rewrite the Hamiltonian in the
more familiar form

Hp(q) = [vx (qx +Ax) + vy (qy +Ay)]σ1 + vz (qz +Az)σ2, (4.6)

where

Ax(s) =
vxvz
v2
ρ

3β

4a
(uxx + uyy − 2uzz)

Ay(s) =
vyvz
v2
ρ

3β

4a
(uxx + uyy − 2uzz) (4.7)

Az(s) = −β
a

(
vx
vz
uxz +

vy
vz
uyz

)
are the components of the elastic gauge field along the nodal line, with v2

ρ(s) = v2
x(s) + v2

y(s).
The definition of the Ax and Ay components is to a degree arbitrary. In (4.7) we chose the most
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a) b)

Figure 4.1: Pseudomagnetic field B along the nodal line for two different strain field configurations, (a)
u =

(
2xz, 2yz, z2

)
and (b) u = (2yz, 2xz, 0) Both configurations preserve TRS as B fields (or gauge fields

A) on the other side of the nodal line have opposite sign. Only configuration (a) produces nearly flat LLs.
[106].

symmetric combination, although this choice has no effect in physical observables.
Those gauge fields can be associated to a pseudomagnetic field B = ∇×A, which follows from

lattice deformations and hence must preserve time reversal symmetry (TRS). While pseudo magnetic
fields couple to the Dirac fermions similarly to conventional magnetic fields and can produce Landau
level (LL) quantization, they create a zero net magnetic flux at each lattice site. Therefore, electrons
sitting at opposite points in the nodal line are related by TRS and must necessarily couple to opposite
B fields. In order to produce zero-field quantum Hall effect, one needs to create 3D LL quantization
with well defined gaps in between. In 2D, the conventional Hall conductivity σxy is a dimensionless
and quantized in units of e2/h. In 3D, it has an extra unit of inverse length. According to Halperin
[110], the Hall conductivity tensor is σij = e2/(2πh)εijkGk, where G is some reciprocal vector (and
could be zero). In general, a finite Hall conductivity in 2D (3D) is allowed whenever the chemical
potential is in the gap between different LLs, and implies in the existence of chiral edge (surface)
states. At zero field, the Hall conductivity tensor due to pseudomagnetic fields does not create
chiral charge currents as in the conventional quantum Hall effect, but rather a valley current.

4.3 Strain engineering

In all possible strain configurations, the effective Hamiltonian (4.6) has the form Hp(q) = h1σ1 +

h2σ2. In specific, for configuration u = (2xz, 2yz, z2),

h1 = vxqx + vyqy (4.8)

h2 = vzqz −
β

a
vxx−

β

a
vyy. (4.9)

The corresponding pseudomagnetic field B = (−vy/vz, vx/vz, 0) forms a closed loop in the BZ
around the nodal line, as shown in Fig. 4.1a. In order to calculate the spectrum of Landau levels,
we generically define the canonically conjugated ladder operators
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a =
1

ω
(h1 + ih2) , a† =

1

ω
(h1 − ih2) (4.10)

which satisfy
[
a, a†

]
= 2i [h2, h1] /ω2 = 1. The parameter

ω (s) =

√
β

a

[
2v2
x (s) + 2v2

y (s)
] 1

2 (4.11)

is the analog of the cyclotronic frequency. By taking the square of the Hamiltonian, we can write
it in terms of the ladder operator only and define the eigenvalue as E2,

[
HPu (s)

]2
= ω2

[
a†a+

1

2

]
σ0 −

1

2
ω2σ3 (4.12)

E2
N (s) = ω2 (s)N, N ∈ {0, 1, 2, · · · } (4.13)

That results in the spectrum of the LLs parametrized along the nodal line,

EN (s) = sign(N)ω (s)
√
|N |, (4.14)

where N ∈ Z. Because ω2 (s) is nonzero positive for everywhere on the node line with this de-
formation, the gap between LLs is well defined, and the energy spectrum has a zeroth LL, as
expected for Dirac fermions (see Fig 4.2a). That permits the emergence of a zero-field QHE due
to strain whenever the chemical potential lays in the LL gap. However, not all deformations with
spatially independent pseudomagnetic fields create 3D LL quantization with well-defined gaps in
between. For the strain configuration u = (2yz, 2xz, 0), which corresponds to the pseudomagnetic
field B = (−vx/vz, vy/vz, 0) shown in Fig 4.1(b), the parameter ω is defined as

ω (s) =

√
β

a
|vx (s) vy (s)| (4.15)

has zeros at some points on the node line, where all LLs collapse, as shown in Fig 4.2(b). In that
configuration, although the LLs are well defined away from those points, the system does not have
a zero-field QHE since their dispersion does not show a well-defined gap in the excitation spectrum
[106].

One can generalize the deformation of Fig 4.2 (a) and (c) to a families of strain deformations
that lead to a 3D zero-field QHE,

u =
(
αxxz, αyyz, αzz

2
)
. (4.16)

While the energy spectrum is generically defined by Eq. (4.14), in those families ω(s) =
√

2|[h2, h1]|
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Figure 4.2: Energy of the Landau levels (LLs) around the nodal line vs polar angle θ of the line (0 ≤ θ < π)
for three strain configurations: (a) u =

(
2xz, 2yz, z2

)
, (b) u = (2yz, 2xz, 0), and (c) u =

(
2xz, 2yz, z2

)
. The

first and third configurations belong to a broader family of deformations of u =
(
2xz, 2yz, z2

)
that produce

nearly flat LLs in 3D. In the second configuration, the LLs collapse at discrete points of the nodal line,
preventing the zero-field QHE. (d) Phase space for αx = αy and αz with a zero-field 3D QHE (light red
regions) [106].

can be non zero for all points along the nodal line,

ω =

√
β

a

∣∣∣∣αxv2
x (s) + αyv2

y (s) +
3

2
(αx + αy − 4αz) v2

z

∣∣∣∣. (4.17)

where the constants αi (i = x, y, z) are such that ω(s) 6= 0 for all s. The anisotropic case αx = αy �
αz is shown in Fig. 4.2c. The phase space of parameters with αx = αy that leads to a zero-field
QHE is shown in the light red areas of Fig. 4.2d., which is non zero for values of αi (i = x, y, z) in
the QHE phase in Fig 4.2(d).

One way to implement the family of deformations (4.16) is by applying a mechanical force
field which generates a deformation over entire sample. For instance, the deformation pattern
u = (2xz, 2yz, 0) can be created with the strain forces indicated by the arrows in Fig. 4.3a.
Interestingly, the physical implementation of a subset of those deformations can be achieved with
the application of a uniform temperature gradient along the z axis of the crystal (see Fig. 4.3b).
Since u describes the displacement of the lattice sites from their equilibrium position, the thermal
expansion is represented as ui = ∆xi = xiγi∆T ∝ γixiz, where γi = dxi/dT is the linear thermal
expansion coefficient in the i = x, y, z direction and ∆T (z) = T−T0 ∝ z is the temperature variation
from equilibrium. This tunable pattern of deformations could be created with temperature gradients
in crystals and acoustic metamaterials [128].

4.4 Hall viscosity

In quantum Hall systems, the Hall viscosity follows from the linear response of the system to
gravitational fluctuations, which manifest through local changes in the metric of space ξij = 1

2(∂iξj+

∂jξi), where ξi has the physical meaning of a strain field. The so called gravitational Hall viscosity
is defined as the variation of the stress tensor Tµν = ∂H/∂ξµν to time variations of the strain
tensor ξ̇ij . By analogy, the elastic (phonon) Hall viscosity can be derived using linear response as
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a) b)
z

Figure 4.3: (a) Elastic deformation of a cylindrical sample under the deformation u = (2yz, 2xz, 0). The
arrows indicate the forces that create uniform nearly flat LLs as in Fig 4.2(b) in HHC lattice. (b) Temperature
gradient along the z axis (red: hot, blue: cold) that implements the strain field u at 4.16. Coefficient αi
(i = x, y, z) corresponds to the thermal expansion coefficients in i direction [106].

[130, 131, 133, 134] 〈
∂Hp
∂ξµν

〉
= λµνργξργ + ηµνργ ξ̇ργ (4.18)

where 〈. . .〉 integrates over the fermions, λµνργ is the elastic moduli, u̇ργ the strain-rate tensor and
ηµνργ the elastic Hall viscosity tensor. The first term is the elastic response of a charge neutral
fluid and the second one the viscous response [133, 134]. As the stress tensor, the tensors u, u̇ are
symmetric, while the viscosity tensor is symmetric under µ↔ ν or ρ↔ γ. However, with respect to
µναβ ↔ αβµν, ηµναβ can be separated into symmetric part ηSµναβ and antisymmetric part ηAµναβ :

ηSµναβ = ηSαβµν (4.19)

ηAµναβ = −ηAαβµν . (4.20)

The symmetric part is associated with dissipation, and the antisymmetric part of the viscosity tensor
describes non dissipative response. ηAµναβ can only be nonzero when time reversal symmetry (T ) is
broken and is called “odd” viscosity [133, 134]. For a quantum fluid, this dissipationless viscosity
can be observed in the quantum Hall effect (QHE), is hence ηAαβµν also called the Hall viscosity.
Possible experimental signatures of this Hall viscosity have been proposed in [135–137]. In general,
one can calculate the antisymmetric viscosity tensor from the effective action,

δSeff =
1

2

∫
d3x dt ηµναβuµν u̇αβ, (4.21)

which resembles a Chern-Simons action for the usual QHE [138, 139]. We will consider the elastic
Hall viscosity for the 3D QAH state, which is an extension of the Haldane model for the hyperhon-
eycomb lattice, described in detail in chapter 3. For nodal line semimetals, loop currents on the
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lattice can create a mass term around the nodal line with the general form

Hm(q) =

m(s) +
∑

i=x,y,z

v′i(s)qi

σ3, (4.22)

according to Eq. (3.23), where v′i(s) is gives the mass dispersion in the i = x, y, z direction. The
Haldane mass m(s) changes sign at 2(2n + 1) points along the nodal line, with n ∈ N, breaking
inversion and TRS symmetry [104, 105]. The nodes of the mass, where m(s) = 0, are Weyl points
with a well defined helicity [105].

In the QAH state, the projected Hamiltonian away from the Weyl points of the nodal line has
the form

HPQAH(q) = H0(q) +Hm(q), (4.23)

The effective action in terms of the strain tensor uij can be derived by integrating out the fermions.
That results in the effective action Sef(u) = Tr

[
ln
(
G−1

)]
, where G−1(q) = iq0 −HPQAH(q)−Σel is

the Green’s function and

Σel(u) = vzA1σ1 + (vxA2 + vyA
′
2)σ2 ≡

∑
µ=1,2

hµuσµ (4.24)

is the self-energy due to elastic terms, which follows from (4.6). For convenience, we defined the
elastic gauge fields in (4.5) as A1 = −β

a
3
4(uxx + uyy − 2uzz), A2 = −β

auxz and A′2 = −β
auyz, with

(hu)1 = vzĀ1, (hu)2 = vxĀ2 + vyĀ
′
2. (4.25)

To see how the elastic gauge field Ael couples to the system, we expanding the action in powers of
the elastic gauge fields,

Seff = N Tr
[
ln
(
G−1

)]
= N Tr

[
ln
(
G−1

0 − Σel
)]

(4.26)

= N Tr

[
lnG−1

0 −
∑
n

1

n
(G0Σel)

n

]
, (4.27)

where
G−1

0 (k) = ik0 −HPQAH (k) (4.28)

is the unperturbed Green’s function in the QAH state. The lowest order contribution to the Hall
viscosity comes from two loop, S(2)

ef = −1
2tr [G0ΣelG0Σel]. This term is reminiscent of the Chern-

Simon term. Let’s take Fourier transformation for the second order term,

S ′eff = −N
2

∫
d3k

(2π)3 [hµuΠµνhνu] , (4.29)
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where

Πµν =

∫
d3q

(2π)3Tr [G0 (q + k)σµG0 (q)σν ] .

In graphene, h1 and h2 are equal to vxAx and vyAy respectively, as follows from application of the
minimal substitution rule. However, one should note that hµu is defined in (4.24) and (4.25) hence
Ā1 and Ā2 in hµu are distinguished from vαAα in chapter 4.2. From (4.29), the term in the action
which is expected to give the antisymmetric Hall viscosity is:

S ′eff = −N
2

∫
d4k

(2π)4

[
vxvzĀ1Π12Ā2 + vyvzĀ1Π12Ā′2 + (1↔ 2)

]
. (4.30)

We calculate the action by integrating first on a slice on the xz plane for the first term and in the
yz plane for the second term. This is the trick we used in the calculation of Hall conductance. The
first term is

vxvzΠ
12 =

∫
d4q

(2π)4 vxvzTr [G0 (q + k)σ1G0 (q)σ2]

=

∫
dqy
(2π)

{∫
dq0dqxdqz

(2π)3 vxvzTr [G0 (q + k)σ1G0 (q)σ2]

}

=

∫
dqy
(2π)

vxvz

∫
dq0dqxdqz

(2π)3 Tr

 iq0 +HPQAH (q + k)

q2
0 +

[
HPQAH (q + k)

]2σ1

iq0 +HPQAH (q)

q2
0 +

[
HPQAH (q)

]2σ2

 . (4.31)

The result of the integral (4.31) is

vxvzΠ
12 =

∫
dq′y
(2π)

1

2π
[C2D]qy=q′y

k0 (4.32)

where [C2D]qy=q′y
is the 2D Chern number of the slice (or Section Chern number) with qy = q′y when

q′y is constant value for the slice. Integrating the Section Chern number over q′y corresponds to the
half of the y component of Chern vector ~ν we defined at (3.32).

vxvzΠ
12 =

1

8π2
νyk0. (4.33)

In the same way,

vyvzΠ
12 =

1

8π2
νxk0, (4.34)

For vxvzΠ21 and vyvzΠ21, those terms simply change sign from the result above. Applying them to
(4.30), we get

vxvzĀ1Π12Ā2 + vyvzĀ1Π12Ā′2 (4.35)
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or equivalently

S ′eff = −N
2

∫
dk0d

3k

(2π)4

1

8π2

[
νyĀ1k0Ā2 + νxĀ1k0Ā

′
2 − νyĀ2k0Ā1 − νxĀ′2k0Ā1

]
. (4.36)

Defining Ā1 = dz, Ā2 = −dx, Ā′2 = dy , we can write the effective action in a more compact form,

S ′eff =
N

16π2

∫
dk0d

3k

(2π)3 [εµνρνµdνk0dρ] (4.37)

where 
dx = β

a (uxz)

dy = −β
a (uyz)

dz = β
4a (uxx + uyy − 2uzz) .

(4.38)

For the hyperhoneycomb lattice, the Chern vector is ~ν = (2π/
√

3,−2π/
√

3, 0)a−1 [105]. Writing
the action in a more explicit form,

S′eff =
N

16π2

∫
d4x ηH [(uxx + uyy − 2uzz) (−u̇xz + u̇yz) (4.39)

− (−uxz + uyz) (u̇xx + u̇yy − 2u̇zz)] (4.40)

where ηH = β2
√

3/
(
16π2a3

)
. The action can be cast in the form of Eq. (4.21), where the elastic

Hall viscosity tensor is ηxxαβ = ηyyαβ = ηH and ηzzαβ = −2ηH for (α, β) ∈ {(x, z) , (y, z)}. The
elastic Hall viscosity tensor is anisotropic, as expected in a nodal line system in 3D. Also, the Hall
viscosity reflects the topological nature of the QAH state. For instance, the system with a tilted
node line has broken T and P but preserves the product of the two, keeping the nodal line ungapped.
This effect is not topological and does not convey a finite elastic Hall viscosity at zero temperature.
Moreover, if one adapts a small tilt angle in the QAH state, particle-hole symmetry around the
Weyl points is broken, inhibiting the topological response [106, 140, 141].

Although there are no known examples of semimetallic hyperhoneycomb crystals [142], this
lattice may be artificially created in optical lattices [143], and also in photonic [115, 144] and
acoustic metamaterials [128]. In twisted graphene bilayers, elastic gauge fields can be created with
electric field effects [145]. In synthetic lattices, strain deformations can be readily implemented with
local displacements of the lattice sites, without the need to apply pressure. While local probes such
as scanning tunneling spectroscopy can fully characterize the LLs in 2D [113, 127], this method can
be used to characterize the surface states of the LLs in the 3D case.

In quantum Hall systems, the measurement of the Hall viscosity is typically challenging [147],
as it involves probing the response of the stress tensor under changes of the space metric [134]. In
Galilean invariant systems in the hydrodynamic regime, the Hall viscosity can be determined solely
in terms of the electromagnetic response due to a non-homogeneous electric field [148, 149]. The
elastic Hall viscosity nevertheless can be measured in terms of the dispersion of sound waves. When

44



CHAPTER 4. ELASTIC QHE AND ELASTIC HALL VISCOSITY

ηH = ηxxxz is zero, the longitudinal and transverse modes are decoupled at long wavelengths. In
the topological phase, where ηH is finite, the transverse and longitudinal modes are expected to
mix, allowing one to measure the elastic Hall viscosity through the corrections to the dispersion of
the phonons [130]. The quantum simulation of Chern insulating phases has been done in honey-
comb lattices of cold atoms [143], in quantum circuits [150] and acoustic metamaterials [128]. We
conjecture that the QAH state in 3D may be experimentally realized in synthetic lattices as well.
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Chapter 5

Hydrodynamic transport

5.1 Introduction

Hydrodynamics describes the behavior of quantum fluids in the regime where the relaxation of
electrons is dominated by collision among the quasiparticles. This theory describes long wavelength
deviations from local thermal equilibrium, when transport is dominated by conservation laws [154].
Since the time between collisions is the shortest time scale in the problem, the electrons exchange
momentum faster than they can relax to phonons or disorder. That leads to universal behavior in the
form of a slow diffusion of densities and to viscous flow. This framework has been successfully applied
to a variety of different systems, ranging from strong coupling gauge theories with holographic duals
[155], quark-gluon plasma [156] and graphene [158, 159, 187].

It has been conjectured by Kovtun et al. [181] that relativistic quantum systems have a universal
lower bound for the ratio between the sheer viscosity and the entropy, η/s ≥ (1/4π)~/kB. The shear
viscosity measures the longitudinal resistivity to transverse gradients in the velocity of the fluid.
The lower bound has been associated with ‘perfect fluids’, systems that are so strongly interacting
that they can display quantum turbulence [161, 187]. This ratio is widely believed to be a proxy for
the strength of interactions in many classes of quantum systems, including Plankian metals [162],
which entirely that lack quasiparticles.

In general, the shear viscosity η ∼ Fτ , where F is the free energy and τ the relaxation time
[163]. In relativistic systems at the neutrality point, the free energy is mostly entropic F ∼ sT .
In the absence of screening, the scattering time due to Coulomb interactions is τ ∼ ~/(kBT ), and
hence η/s ∼ ~/kB, with a prefactor of the order 1. In Fermi liquids, the free energy is dominated
by the Fermi energy whereas τ ∝ T−2. The entropy in a Fermi liquid s ∝ T , and hence the ratio
η/s ∝ T−3 diverges at low temperature and is typically very far above the lower bound for any
realistic temperatures.

Violations of the lower bound were found before in strongly interacting conformal field theories.
More recently, it has been suggested that anisotropic Dirac fermions found at a topological Lifshitz
transition, where two Dirac cones merge [164], violate the proposed lower bound [165]. In this
chapter, we show that in relativistic systems with a Fermi surface, such as in nodal-line semimetals
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(NLSMs), the ratio between the shear viscosity and the entropy is unbounded,

η

s
∝ ~
kB

kBT

vFkF
, (5.1)

where kF is the radius of the nodal line and vF the velocity of the quasiparticles. Due to the
absence of screening at the nodal line in combination with the presence of a large Fermi surface, the
scattering time between collisions is nearly temperature independent, τ ∼ ~/vFkF , with additional
logarithmic corrections. We confirm that behavior by calculating the longitudinal conductivity in
the collision dominated regime (ω � τ−1),

σ(ω, T ) ∝ e2

h

kBT

vF
∼ e2

h
kF

(
kBT

τ

~

)
, (5.2)

which is indicative of insulating behavior. We point out that the violation of the lower bound does
not indicate that NLSMs are perfect fluids, but rather suggest the necessity to modify the lower
bound to account for unscreened relativistic systems with Fermi surfaces.

In this chapter, we offer a general overview of the quantum kinetic theory, which describes uni-
versal transport phenomena of quantum fluid in terms of the nonequilibrium statistical distribution
of particles in response to external perturbation. When interaction of a system between different en-
ergy scales become important, electrons in the system are strongly correlated. At finite frequencies,
there are two regimes for the transport coefficients. The collisionless limit ω � τ−1 is dominated
by particle-hole production. In contrast, the limit ω � τ−1 is dominated by collisions between
thermally excited particles and holes. The former regime can be experimentally accessed by optical
experiments. The latter regime defines the hydrodynamic regime. In this regime, it is possible to
investigate the universal collision dominated dynamics of a quasiparticle fluid, while the couplings
to the lattice and to impurities can be ignored.

In the following sections we offer a general description of the quantum kinetic theory, and then
apply those results to the well known case of graphene, where we describe the results for both the
longitudinal conductivity and the shear viscosity. For those not interested in the arcane details of
the derivation of the Boltzmann equation, one can skip to section 5.3. In the final sections we the
same method to derive the conductivity and shear viscosity for a NLSM, which are the main results.

5.2 Quantum kinetic theory

In this section we derive the Boltzmann equation. In the Heisenberg representation, the time
evolution of an operator is

i
∂

∂t
X(t) = [X(t), H(t)] , (5.3)
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where X(t) = eiHtX(0)e−iHt. The expectation value of any operator X in grand-canonical ensemble
can be written as

〈X〉 =
Tr
[
e−β(H−µN)X

]
Tr
[
e−β(H−µN)

] . (5.4)

The Green’s functions are thermodynamic averages of products of the field operators ψ†(r, t)
and ψ(r, t) :

G
(
1,1′

)
=

1

i

〈
T
(
ψ(1)ψ†(1′)

)〉
(5.5)

G2

(
12,1′2′

)
=

(
1

i

)2 〈
T
(
ψ(1)ψ(2)ψ†(2′)ψ†(1′)

)〉
(5.6)

where G is one particle Green’s function, and G2 is two particle Green’s function. 1 represents
the coordinate and time of the particle (r1, t1) and so do 1′, 2 and 2′. T represents the Wick
time-ordering operation. Ordering is given early (right) to late (left). Depends on time-ordering,
we define

G
(
1,1′

)
= G>

(
1,1′

)
=

1

i

〈
ψ(1)ψ†(1′)

〉
, for t1 > t′1 (5.7)

G
(
1,1′

)
= G<

(
1,1′

)
=

1

i

〈
ψ†(1′)ψ(1)

〉
, for t1 < t′1 (5.8)

Here, G> is analytic when 0 > Im (t1 − t1′) > −β and so is G< when 0 < Im (t1 − t1′) < β.
Thus, the Green’s functions are well defined in the interval 0 ≤ it ≤ β. G>,< are related as

G<
(
1,1′

)∣∣
t1=0

= ±eβµG>
(
1,1′

)∣∣∣
t1=−iβ

(5.9)

where it takes upper sign for boson and lower sign for fermion.
Finally, we define the spectral function

A (p, ω) = G> (p, ω)±G< (p, ω) , (5.10)

which normalized as
∫
dω
2πA (p, ω) = 1. It is related to the Green functions as

G> (p, ω) = [1 + f(ω)]A (p, ω) (5.11)

G< (p, ω) = f(ω)A (p, ω) (5.12)

where f(ω) = 1/
(
e−β(ω−µ) ∓ 1

)
is the equilibrium distribution function for bosons (−) or fermions

(+).
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5.2.1 Equations of motion

Let’s assume general Hamiltonian with mass m and two-body potential V (|r− r′|)

H(t) =

∫
dr
∇ψ†(r, t) · ∇ψ(r, t)

2m

+
1

2

∫
drdr′ψ†(r, t)ψ†(r′, t)V

(∣∣r− r′
∣∣)ψ(r, t)ψ(r′, t). (5.13)

We can build the equations of motion using the Eq (5.3) and the commutation relations.(
i
∂

∂t
+
∇2

2m

)
ψ (r, t) =

∫
dr̄V (|r− r̄|)ψ† (r̄, t)ψ (r̄, t)ψ (r, t) (5.14)(

−i ∂
∂t′

+
∇′2

2m

)
ψ†
(
r′, t′

)
=

∫
dr̄′V

(∣∣r′ − r̄′
∣∣)ψ† (r̄′, t′)ψ (r̄′, t′)ψ† (r′, t′) (5.15)

Then, we multiply ψ† (r′, t′) and ψ (r, t) respectively and take time-ordering operation T on both
side. The spatial derivatives commute with T , and the difference

∂

∂t

〈
T
(
ψ(1)ψ†(1′)

)〉
−
〈
T

(
∂

∂t
ψ(1)ψ†(1′)

)〉
(5.16)

is proportional to a delta function of t1 − t′1. Then, we find(
i
∂

∂t
+
∇2

1

2m

)
G
(
1,1′

)
= δ

(
1− 1′

)
± i
∫
dr2V (|r1 − r2|)G2

(
12; 1′2+

)
(5.17)(

−i ∂
∂t′

+
∇2

1′

2m

)
G
(
1,1′

)
= δ

(
1− 1′

)
± i
∫
dr2V

(∣∣r2 − r′1
∣∣)G2

(
12−; 1′2

)
(5.18)

where the notation 2± intended to imply the time must be chosen to be slightly larger (smaller)
than the others. When V 6= 0, there are few approximations for the two particle Greens function
G2.

5.2.2 Hartree-Fock approximation & Born Collision approximation

In the system that has identical particles, we cannot distinguish particles in process from 1 and 2 to
1′ and 2′ for G2 (12,1′2′). Considering the symmetry G2 (12,1′2′) = ±G2 (21,1′2′), we can take
simple approximation

G2

(
12,1′2′

)
= G

(
1,1′

)
G
(
2,2′

)
±G

(
1,2′

)
G
(
2,1′

)
(5.19)

and its result is called Hartree-Fock approximation.
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We can also consider a interaction in the process of G2. It takes a form of

G2

(
12,1′2′

)
= G

(
1,1′

)
G
(
2,2′

)
±G

(
1,2′

)
G
(
2,1′

)
+

∫
dr̄1

∫
dr̄2

∫
dt̄1v (r̄1 − r̄2)

×
[
G (1, 1̄)G

(
1̄,1′

)
G (2, 2̄)G

(
2̄,2′

)
(5.20)

±G (1, 1̄)G
(
1̄,2′

)
G (2, 2̄)G

(
2̄,1′

)]∣∣
t̄2=t̄1

. (5.21)

Then, the equation of motion(49) has the form:(
i
∂

∂t
+
∇2

1

2m

)
G
(
1,1′

)
−
∫ −iβ

0
dt̄1dr̄1Σ (1, 1̄)G

(
1̄,1′

)
= δ

(
1− 1′

)
, (5.22)

where Σ (1,1′) = ΣHF (1,1′) + ΣC (1,1′) with

ΣHF (1, 1̄) = δ (t1 − t̄1) δ (r1 − r̄1)

∫
dr3v (r1 − r3) 〈n (r3)〉

+ iV (r1 − r̄1)G<(1, 1̄)
∣∣
t̄1=t1

(5.23)

and

ΣC (1, 1̄) = ±i2
∫
dr2dr2′V (r1 − r2) v (r1′ − r2′)[

G
(
1,1′

)
G
(
2,2′

)
G
(
2′,2

)
−G

(
1,2′

)
G
(
2,1′

)
G
(
2′,2

)]
. (5.24)

If we take Fourier transformation,[
i
∂

∂t
− ε (p)

]
G
(
p, t− t′

)
−
∫ −iβ

0
dt̄ΣC (p, t− t̄)G

(
p, t̄− t′

)
= δ

(
t− t′

)
(5.25)

where ε(p) and ΣC is

ε (p) =
p2

2m
+ nV (p)±

∫
p′
V
(
p− p′

) 〈
n
(
p′
)〉

(5.26)

ΣC (p, t− t̄) = ±i2
∫
p1

∫
p2

∫
p3

1

2
(V (p− p2)± V (p− p3))2

× (2π)d δd (p + p1 − p2 − p3)G (p1, t̄− t)G (p2, t− t̄))G (p3, t− t̄) . (5.27)

The self-energy ΣC above is composed of two analytic functions

Σ>
C (p, t− t̄) =

∫
· · ·G< (p1, t̄− t)G> (p2, t− t̄)G> (p3, t− t̄) (5.28)

Σ<
C (p, t− t̄) =

∫
· · ·G> (p1, t̄− t)G< (p2, t− t̄)G< (p3, t− t̄) . (5.29)
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We can derive two equations from (5.25). For the time domain 0 < t1 < t1′ < −iβ, one is:[
i
∂

∂t
− ε (p)

]
G<

(
p, t− t′

)
=

∫ t1

0
dt̄Σ>

C (p, t− t̄)G<
(
p, t̄− t′

)
+

∫ t′

t
dt̄Σ>

C (p, t− t̄)G<
(
p, t̄− t′

)
+

∫ −iβ
t1′

dt̄Σ>
C (p, t− t̄)G>

(
p, t̄− t′

)
, (5.30)

and the other one has opposite sign for < and >. Shift the time range by t0 so that the time domain
become t0 < t1 < t1′ < t0 − iβ. When t0 → −∞, this is equivalent to the equations of motion for
real-time Green’s function g (1,1′) in perturbative approach3. The equation can be written as(

i
∂

∂t
+
∇2

1

2m
− Ueff (1)

)
g<
(
1,1′

)
=

∫ t

−∞
dt̄1dr̄1

(
Σ> (1, 1̄)− Σ< (1, 1̄)

)
g<
(
1̄,1′

)
−
∫ t′

−∞
dt̄1dr̄1Σ< (1, 1̄)

(
g>
(
1̄,1′

)
− g<

(
1̄,1′

))
(5.31)

where
g
(
1,1′

)
=

1

i

〈
T
(
ψ(1)ψ†(1′)

)〉
. (5.32)

It describes physical response of the system, which initially in thermodynamic equilibrium, to the
applied disturbance U that affects the system as a form of H ′ =

∫
drn (r, t)U (r, t). In linear

response, Hartree approximation gives the effective potential as

Ueff (R, T ) = U (R, T )± i
∫
dR′V

(
R−R′

)
g<
(
R′T,R′T

)
. (5.33)

Similarly the equation corresponding to (5.18) is(
−i ∂
∂t′

+
∇2

1′

2m
− Ueff

(
1′
))

g<
(
1,1′

)
=

∫ t

−∞
dt̄1dr̄1

(
g> (1, 1̄)− g< (1, 1̄)

)
Σ<
(
1̄,1′

)
−
∫ t′

−∞
dt̄1dr̄1g

< (1, 1̄)
(
Σ>
(
1̄,1′

)
− Σ<

(
1̄,1′

))
. (5.34)

When U varies slowly in space and time at relative coordinate (R, T ), we can express the subtraction
3The green’s function g is defined with Hamiltonian and operators in response to external disturbances U . When

U turn on, evolution of operators are written in interaction representation. G and g are closely related and details
can be found in the textbook [167].
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of two equations (5.31,5.34) as(
i
∂

∂T
+
∇R∇r
m

−
(
r · ∇R + t

∂

∂T

)
Ueff (R, T )

)
g< (r, t,R, T )

=

∫
dr̄dt̄

[
g< (r, t,R, T ) Σ> (r− r̄, t− t̄,R, T )

−g> (r, t,R, T ) Σ< (r− r̄, t− t̄,R, T )
]
, (5.35)

where we define averaged space and time coordinates, which is defined as

R =
r1 + r′1

2
, T =

t1 + t′1
2

(5.36)

r = r1 − r′1, t = t1 − t′1. (5.37)

The Fourier transformed form of the eq(5.35) is,(
∂

∂T
+∇pε0 (p) · ∇R −∇RUeff (R, T ) · ∇p +

∂Ueff

∂t

∂

∂ω

)
g<αβ (p, ω)R,T

=
{
−g<αβ (p, ω)R,T Σ>

αβ (p, ω)R,T + g>αβ (p, ω)R,T Σ<
αβ (p, ω)R,T

}
(5.38)

where gαβ (p, ω) is the Fourier transform of

gαβ
(
1,1′

)
=

1

i
< T

(
ψ(1)ψ†(1′)

)
>αβ (5.39)

g>αβ
(
1,1′

)
=

1

i
<
(
ψ(1)ψ†(1′)

)
>αβ (5.40)

g<αβ
(
1,1′

)
= −1

i
<
(
ψ†(1′)ψ(1)

)
>αβ (5.41)

and Σ>and Σ< is given by

Σ>,<
αβ (p, ω)

=

∫
p1,ω1

∫
p2,ω2

∫
p3,ω3

(2π)d+1 δ (p + p1 − p2 − p3) δ (ω + ω1 − ω2 − ω3)

×
[
V (p− p2)V (p− p2) g<,>γδ (p1, ω1)g>,<αβ (p2, ω2)g>,<δγ (p3, ω3)

−V (p− p2)V (p− p3) g<,>γδ (p1, ω1)g>,<αγ (p2, ω2)g>,<δβ (p3, ω3)
]

(5.42)

for spinor basis.
We change the symbol T → t since we are only interested in the overall behavior of the fluid,

and T denotes temperature for later parts. We define the velocity of quasiparticle fluid at R, t as
vk = ∇pE0 (p).
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5.2.3 Boltzmann equation

One can subtract the corresponding equation of the Eq (5.38) for g> from the Eq (5.38) itself.
Then, we obtain �a (p, ω) = 0 where the operator � implies the derivatives applied to the left
hand side of Eq (5.38), and we defined a (p, ω) = g< (p, ω)∓ g> (p, ω), which is a spectral function.
a (p, ω) is some function of (ω −K − Ueff) where K is energy of the single particle with momentum
p. Unfortunately, a (p, ω) is not directly related to the spectral function of imaginary time Green’s
function A (p, ω). However, we can complete exact correspondence later and employ the simplest
configuration a (p, ω) = 2πδ (ω − εp) (which is similar with the spectral function of Hartree result of
G). With the simple assumption that the spectral function has a peak at the energy of the particle,
Aαβ (k, ω) = 2πδ (ω − ελ (k, t)) δαβ , we get

g<αβ (p, ω) = 2πδ (ω − ελ (k, t)) fλ (k, t) δλλ′ (5.43)

g>αβ (p, ω) = 2πδ (ω − ελ (k, t)) (1− fλ (k, t)) δλλ′ (5.44)

where fλ (k, t) is the Fermi distribution function in equilibrium state. Thus, the eq (5.38) reduces
into (

∂

∂t
+ vλ,k · ∇R −∇RUext (R, t) · ∇k

)
fλ (k, t)

= −fλ (k, t)
(

Σ̄>
λ,λ (k, t)

)
ω=ελ

+ (1− fλ (k, t))
(

Σ̄<
λ,λ (k, t)

)
ω=ελ

, (5.45)

with (
Σ̄>
λ,λ

)
ω=ελ

=

∫
k1

∫
k2

∫
k3

(2π)4 δ (p + p1 − p2 − p3) δ (ελ,k + ελ1,k1 − ελ2,k2 − ελ3,k3)

× [NV (k− k2)V (k− k2)Mλ3λ1Mλ1λ3Mλλ2Mλ2λfλ1 (1− fλ2) (1− fλ3)

−V (k− k2)V (k− k3)Mλλ2Mλ2λ1Mλ1λ3Mλ3λfλ1 (1− fλ2) (1− fλ3)](
Σ̄>
λ,λ

)
ω=ελ

= {f ↔ 1− f} , (5.46)

where M is some unitary matrix that transform the spinor basis into quasiparticle basis. The
Eq (5.45) above reproduces a form of the classical Boltzmann equation for transport properties.
Inconsistency of a (p, ω) we mentioned above can be solved with the generalized Boltzmann equation
obtained by including all contribution from (5.35) to (5.38). Here, only final result is addressed4.[

ω − ε(0)
p − Ueff − ReΣ̄, g<

]
+
[
Reg,Σ<

]
= −Σ>g< + Σ<g> (5.47)

Σ̄ =

∫
dω′

2π

Σ> ∓ Σ<

ω − ω′
(5.48)

4One can find a full derivation in Ref [167]
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g =

∫
dω′

2π

g> ∓ g<

ω − ω′
(5.49)

where the bracket [X,Y ] denotes Poisson bracket

[X,Y ] =
∂X

∂ω

∂Y

∂T
− ∂X

∂T

∂Y

∂ω
−∇pX · ∇RY +∇RX · ∇pY. (5.50)

We don’t have to worry too much about the equation above because Eq (5.45) works with fp

equals to local occupation number in fermionic system at low temperature. In equilibrium at zero
temperature, all states with ω less than chemical potential µ are occupied and empty otherwise.
We assume fp to be similar when g< (p, ω)R,T = a (p, ω)R,T f (p, ω)R,T , even in the presence of a
disturbance. That means there is chemical potential µR,T such that

f = 0 for ω > µ (5.51)

1− f = 0 for ω < µ. (5.52)

In nonequilibrium case, when ω near µ, both Σ> and Σ< are small, and Γ = Σ> + Σ< → 0. The
solution for a (p, ω)R,T from eq(5.47) is

a (p, ω)R,T =
Γ

Reg−1 + Γ/2
(5.53)

Reg−1 = ω − ε(0)
p − U − ReΣ̄, (5.54)

and thus
a (p, ω)R,T = 2πδ

(
ω − ε(0)

p − U − ReΣ̄
)
. (5.55)

The root is ω = ε (p, ω)R,T + U (R, T ) where ε (p, ω)R,T = ε
(0)
p + ReΣ̄ (p, ω)R,T . In equilibrium

state, εp (p, ω)R,T = εp which is non-local and µ = ε (pF ) where pF is called Fermi momentum. As
a result, the left and side of eq (5.47) become

2πδ
(
ω − ε (p, ω)R,T − U (R, T )

)[ ∂n
∂T

+∇pε · ∇Rn−∇R (ε+ U) · ∇pn

]
(5.56)

where we defined n (p,R, T ) = f (p, ω)R,T |ω=ε+U as the density of quasi-particles with momentum
p at the space-time (R, T ). The delta function will be integrated with the one on the right hand
side, and the equation is consistent with the Boltzmann equation.

5.3 Background and graphene

Although the flow of electrons in a conductor is expected to obey the laws of hydrodynamics
under certain circumstances [152], hydrodynamic behavior for electrons in solids has been only
recently experimentally observed [153]. Why is it difficult to implement electron hydrodynamics
in a laboratory experiment? As briefly mentioned in the introduction, the hydrodynamic regime
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can be realized when the frequency of electron-electron collisions is much larger than the rates of
electron-phonon and electron-impurity scattering. In a typical lattice system, the elastic impurity
scattering dominates electronic transport at low temperatures, whereas the leading mechanism is the
electron-phonon scattering at high temperatures. Hydrodynamic behavior hence requires extremely
clean samples because the collisions between electrons can dominate only if the impurity scattering
time is much longer the time of collision between particles. A fascinating experimental realizations
of hydrodynamic behavior has been achieved in graphene [146]. Graphene is an excellent material
for the observation of hydrodynamic flow of electrons because of its very high carrier mobility, high
sample quality, and the presence of massless 2D Dirac fermions, which suppresses screening effects.
As a two band semimetal, the fluid emerges in the graphene is composed of two species of carriers
with opposite charges – electrons and holes.

5.3.1 Conductivity

The graphene conductivity as a hydrodynamic response of the fluid to a specially uniform electrical
field has been well studied by Kashuba [169] and Fritz et al [168]. We assume the electron distri-
bution is spatially homogeneous to a reasonable approximation. Hence, the Boltzmann equation
for the conductivity has no term of v · ∇R. Also, the term in the Boltzmann equation due to
the change in the average energy particle at (R, T ) caused by the time variation of the potential
field is assumed to be zero as the electrical field varies slowly. The quantum Boltzmann equation
(5.45) should be rewritten in particle-hole basis (equivalent to upper and lower band basis). We
find unitary transformation of basis from sublattice basis to low-energy band basis:

Uk =
1√
2

(
1 1

K/k −K/k

)
(5.57)

where K = kx + iky, k = |K| =
√

(kx)2 + (ky)
2. The low-energy Hamiltonian of graphene is

diagonalized by Uk such as

U−1
k H0Uk = vFU

−1
k

(
0 K∗

K 0

)
Uk = vF

(
k 0

0 −k

)
(5.58)

Eλ (k) = λvFk. (5.59)

With this transformation, we define the green’s function in quasiparticle basis g<λ,λ′ as

g<λ,λ′ = 2πδ (ω − ελ (k, t)) fλ (k, t) δλλ′ (5.60)

g>λ,λ′ = 2πδ (ω − ελ (k, t)) (1− fλ (k, t)) δλλ′ , (5.61)
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where fλ (k, t) denotes the nonequilibrium distribution function of two particle species (quasiparticle
and quasihole). From Eq (5.45) and (5.46), Boltzmann equation for conductivity is:(

∂

∂t
+ Fext · ∇k

)
fλ (k, t) = Icol (5.62)

where

Icol = −1

2

∫
d2k1

(2π)2

d2q

(2π)2

2π

vF
δ (λk + λ1k1 − λ2 |k + q| − λ |k1 − q|)

× [NV (−q)V (−q)Mλ3λ1Mλ1λ3Mλλ2Mλ2λ

− V (−q)V (k− k1 + q)Mλ1λ3Mλ2λ1Mλλ2Mλ3λ]

× [fλfλ1 (1− fλ2) (1− fλ3)− (1− fλ) (1− fλ1) fλ2fλ3 ] (5.63)

is the collision term. Fext = eE is the external electric force, q ≡ k2−k, and momentum conservation
is applied for integration over k2 = k + q and k3 = k1 − q. The M matrices are defined as

Mλλ1 (k,k1) ≡
[
U−1
k Uk1

]
λλ1

=
1

2

(
1 + K∗K1

kk1
1− K∗K1

kk1

1− K∗K1
kk1

1 + K∗K1
kk1

)
λλ1

=
1

2

(
1 + λλ1

K∗K1

kk1

)
. (5.64)

One can notice the four M components imply corresponding diagrams of the Born approximation.
One assumes the distribution of particles driven out of equilibrium has a term which is linear to

the external source. In equilibrium, the distribution is merely fermi distribution f (0) (k):

f (0) (k) =
1

e(λvF k)β + 1
(5.65)

where β = 1/ (kBT ). For conductivity, the force from external electrical field gives the first order
nonequilibrium distribution function. Since Fext · ∇kf

(0) (k) = βeE (t) · vλ,k, we can reasonably
define fλ (k, t) as

fλ (k, t) = f (0) (k) + βf
(0)
λ

(
1− f0

λ

)
eEi (t) (vk)i χλ (k, t) (5.66)

where χλ (k, t) is unknown function of k. The velocity vλ,k is, by definition,

vλ,k = ∇kε
0 (k) = ∇kλvFk = λvF

k

k
= λvk (5.67)
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Figure 5.1: Illustration of the golden rule diagrams for (a) R1 and (b) R2 part of collision integral.
The vertex preserves the flavor a = i, j, which means there is no spin or valley exchange [168].

With the equation (5.62) and (5.66), we find the linearized Boltzmann equation (see Appendix C):

(−iωχλ (β, εk, ω)− 1)λvF
k

k
f
(0)
λ

(
1− f (0)λ

)
= −

∫
d2k1

(2π)
2

d2q

(2π)
2

2π

vF
δ (λ |k|+ λ1 |k1| − λ2 |k + q| − λ3 |k1 − q|)

×MCol
λλ1λ2λ3

f
(0)
−λf

(0)
−λ1

f
(0)
λ2
f
(0)
λ3
vF

[
k

k
gλ (k, ω) +

k1

k1
gλ1 (k1, ω)

− k + q

|k + q|
gλ2

(|k + q| , ω)− k1 − q

|k1 − q|
gλ3

(|k1 − q| , ω)

]
, (5.68)

where we have performed a Fourier transform from time domain to frequency domain ω, and
χi (λ, k) ≡ vF

k
kχλ (k, ω). To simplify the equation, Fritz referred to publications by Sachdev[170,

171] and applied only three combination of λs; (λ, λ1, λ2, λ3) = (λ,−λ, λ,−λ), (λ,−λ,−λ, λ), and
(λ, λ, λ, λ). Those imply the number of quasiparticles/quasiholes are conserved during collision pro-
cess. The first two configurations describe scattering between two oppositely charged particles while
the last describes collisions between like charges. As a result, the collision part is divided into two
part, namely R1 part and R2 part. Corresponding schematic diagrams for each term are shown in
Fig 5.1.

Instead of working the complete set of eigenfunctions of collision operator and use the variational
method to find the eigenfunctions of χ. In the collinear regime, one can identify the eigenfunctions
of collision operator (zero modes), which gives zero eigenvalues by some conservation laws. For
example, χλ,k = λχ (ω) is a zero mode by the conservation of the number of chirality. However,
the modes which are symmetric under λ → −λ don’t contribute to the electrical current because
of particle hole symmetry. Also, χλ,k = λkχ (ω) zero mode arise from momentum conservation
annihilates collision terms even in non-collinear regime by momentum conservation. Thus, the
biggest contribution to the conductivity comes from the mode χλ,k = λχ (ω).
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However, we now face the problem with the mode of χ which has a divergence in collinear limit.
The logarithmic divergence in phase space occurs in collinear limit. Without loss of generality, one
can define k, k1, and q as

k = (k, 0) , k1 = (k1, k⊥) , q = (q, q⊥) (5.69)

with k > 0 and both of k⊥ and q⊥ are small. With this approach, one can confirm the logarithmic
divergence in k⊥ → 0 limit from the delta function in (5.68) and find the integral gives a factor
2 ln (1/α) in small perturbative α approach. It is valid as long as the leading correction of χ has
a factor of [ln (1/α)]−1. In the non-collinear regime, one can derive the solution of the equation
(5.68),

f (ω) =
1

−i (ω/T ) + κα2
(5.70)

where κ ≈ 3.646.
Finally, electrical current can be expressed with a functional derivative of the action with respect

to a vector potential A. A is related to the external field by E = −∂A/∂t. As we introduced the
low energy Hamiltonian in Eq (5.58), the system has particle-hole symmetry and the Hamiltonian
is written in the transformed basis:

H0 =
∑
λ,a

∫
k
λvFkγ

†
λ,a (k) γλ,a (k) (5.71)

where λ goes over ±1 and index a indicates the different flavors5 of fermions. For a spatially
independent current, the current operator is

J = J1 + J2 (5.72)

J1 = e
∑
λ,a

∫
k
λ

k

k
γ†λ,a (k) γλ,a (k) (5.73)

J2 = −ievF
∫
k

ẑ× k

k

[
γ†+,a (k) γ−,a (k)− γ†−,a (k) γ+,a (k)

]
(5.74)

where J1 measures the current carried by the quasiparticles and quasiholes which are indicated
with λ. J2 operator creates a quasiparticle-quasihole pair and does not contribute to the collision
dominated transport. Within the first type current, the average value can be expressed with the
distribution function of quasiparticle fλ (k, t) =

〈
γ†λ,a (k) γλ,a (k)

〉
,

〈J1〉 = e
∑
λ,a

∫
k

vλ,kfλ (k, t) . (5.75)

One can find conductivity from the current carried by nonequilibrium quasiparticles (or quasiholes)
5The word “flavor” is simply for distinguishing particles or quasiparticles which have identical charge and properties

after the transformation. For example, spin and valley in the graphene gives four copies of 2× 2 Hamiltonian.
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with δfλ (k, t) at (5.66) and (5.70):

σ (ω) =
e2

h

NkBT ln 2

−i~ω + κkBTα2
. (5.76)

Spin and valley degeneracy N is four. One can note that the frequency independent conductivity
depends only upon α (T ). This result can be qualitatively understood by inserting lifetime τ into
the expression of the conductivity given by Wallace [172],

σ =
Neffe

2

meff
τ =

Ae2

h
~−1τkBT (5.77)

with the inelastic relaxation rate ~τ−1 = κkBTα
2. The temperature dependence of the inelastic

relaxation time τ ∝ β can be also predicted from comparing Boltzmann equation with the transport
lifetime [173]

∂f

∂t
+∇rf · v +

1

~
∇kf · [eE + v ×B] +

δf

τ
= 0 (5.78)

with Eq (5.62) and (5.63).

5.3.2 Shear viscosity

Classically, the viscosity is a dissipative response of a fluid to strain forces. The viscosity describes
the effect of energy dissipation in a fluid due to internal friction. Viscous phenomenon can be
observed when different particles of the fluid move with different velocities. The simplest setup to
observe this is flow through a confined channel6. More intuitively, suppose the fluid is filled between
two plates. If one of the plates moves stably for a long time, a velocity gradient ∂u/∂x is exhibited
in the fluid due to these boundary conditions. In this system, the stronger shear stress τ = F/A

acting on the moving plate is the more viscous the fluid is.
In order to define viscosity in the context of fluid mechanics [175], let us consider the equation

of continuity and the equation of motion (Euler’s equation) for ideal fluids.

∂ρ

∂t
+
∂ (ρvk)

∂xk
= 0 (5.79)

∂ui
∂t

= −vk
∂uk
∂xk
− 1

ρ

∂p

∂xk
(5.80)

Then, we obtain
∂

∂t
(ρui) = −∂Πik

∂xk
, (5.81)

where ρ is the density of the fluid with the velocity u, and Πik = Pδik+ρuiuk is the momentum flux
density tensor. The indices i, k denote the spatial components. In such ideal fluids, the momentum
flux density tensor has terms with thermodynamic pressure and two velocity weighted by fluid
density. So far, it represent a completely reversible momentum transfer. Once internal friction

6For electron, one can find the experiment which shows viscous electron flow in [174]
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(viscosity) is taken into account, it cause irreversible transfer of momentum from high velocity
regime to low velocity regime. We define additional term −T ′ik which is called viscous stress tensor,
and the term should depends on the spacial gradient of the velocity field ∂u/∂x. Assuming the
velocity difference to be small, the viscous stress tensor can be written as the linear combination of
∂uk/∂xi. In the most general form,

T ′ij = ηijk`
∂uk
∂x`

(5.82)

where ηijk` is called coefficient of viscosity.
Analogously, there has been studies about viscous response of the electronic system to a strain

field. One can define the viscosity coefficients describing the relaxation of a deviation of the mo-
mentum density from its equilibrium (possibly only local) value in [176]. In momentum conserved
system, the continuity equation for momentum is

∂ζj (x, t)

∂t
+ ∂iτij (x, t) = 0 (5.83)

where ζj (x, t) is the momentum density at space&time x, t. Indices i, j refer to space components
in d dimension. The stress tensor operator τij plays an important role in the transport of viscous
quantum fluids. It is composed of pressure, direct momentum flux mn̄vivj , and viscous stress tensor
−τ ′ij . The pressure corresponds to the diagonal part of the stress tensor. The viscous stress tensor
τ ′µν can be defined as the expectation of the stress tensor due to strain. In non-equilibrium systems,
the deviation in the average stress tensor −

〈
τ ′µν
〉
should depends on strain tensor and its time

derivative in linear response as we defined in (4.18),

〈
τ ′ij
〉

= λijk`ξk` + ηijk`
∂ξk`
∂t

(5.84)

The viscosity tensor ηµναβ is separated into symmetric part ηSijk`, namely shear viscosity, and
antisymmetric part ηAijk`, namely Hall viscosity. ηAijk` can only be nonzero when time reversal
symmetry is broken. Sometimes, the viscosity ηijk` with the component i = j is called bulk viscosity.
What we are interested in this chapter is the shear viscosity. Comparing classical (5.82) and quantum
fluids (5.84), we find an analogous relation between the gradients of velocity field ~u and the time
derivative of the metric tensor ξij [176]:

∂ui
∂xj

=
∂ξij
∂t

. (5.85)

Thus, the shear viscosity can be obtained by the non-equilibrium stress tensor, which is linearized
with respect to space derivative of average velocity ~u.

As alluded in the introduction, the interest in the viscosity is related to the correspondence
between strongly coupled field theories and classical gravitational theories, later called the anti-de
Sitter/conformal field theory (AdS/CFT) correspondence [177–180]. Kovtun, Son and Starinets
[181, 182] conjectured the existence of a lower bound on the ratio of the shear viscosity η and the
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entropy density s for a wide class of condensed matter systems at finite temperature. Models close
to this bound have been referred to as perfect fluids. The ratio η/s has been believed as a good
indicator for the strength of interactions among the electrons. The physical picture for this ratio is
following: the viscosity of a system is proportional to the transport mean free time of a quasi-particle
τ and the energy density nε while the entropy density of the system is proportional to the particle
density n and the Boltzmann constant kB. Thus, the ratio τ/s is found to be τ/s ∝ τnε/nkB.
Due to Heisenberg’s uncertainty principle, the product of τ and nε/n cannot be smaller than ~/2.
However, there are theoretical counter-examples to the bound [183–185]. The violation of the bound
also can be found in some anisotropic Dirac fluids [186].

In order to find a effect on the Hamiltonian due to strain which is a linear transformation in the
coordinates, we define the strain generator

Jij = −1

2

∑
n

{
xni , p

n
j

}
(5.86)

where n stands for particle indices. By following Bradlyn’s approach [176] in zero magnetic filed
case, additional Hamiltonian with the first order in ξµν (t) can be shown to be (for details, see
appendix D)

H1 = −∂ξij
∂t
Jij . (5.87)

As the next step, we have to relate the total strain generator Jij to the energy-stress ten-
sor 〈τij〉. The continuity equation of the momentum density in the absence of strain gi (x, t) =
1
2

∑
n

{
p

(n)
i , δ

(
xi − x(n)

i

)}
is

∂tgi (x, t) = −∂jτij (x, t) . (5.88)

where τij (x, t) is a stress tensor. In Fourier space,

∂tgi (q, t) = −iqjτij (q, t) . (5.89)

Upon expanding the momentum density for small momentum q, we find gi (q, t) as

gi (q, t) =

∫
x
eiq·xgi (x, t)

= gi (0, t) + iqj
1

2

∑
n

{
p

(n)
i , x

(n)
j

}
+ · · · (5.90)

where gi (0, t) is the direct momentum. The additional term is given by

−∂t
[
iqj

1

2
{xj , pi}

]
= ∂tiqjJij . (5.91)

To leading order in wave vector q, the stress tensor is τij = −Piδij + τ ′ij where P is pressure, and

61



CHAPTER 5. HYDRODYNAMIC TRANSPORT

τ ′ij is viscous stress tensor. Thus, absorbing gi (0, t) to the pressure, we find

τ ′ij (q, t) = −∂Jij
∂t

. (5.92)

With the Hamiltonian of quasiparticle,

τ ′ij (q, t) =
∑
λ,a

∫
k
γ†λ,a (q)λ

∂

∂t
(−Jij) γλ,a (q)

=
∑
λ,a

∫
k
γ†λ,a (q)

λ

2

∂

∂t
(xµqν + qνxµ) γλ,a (q) (5.93)

and taking expectation, then

〈τµν〉 =
∑
λ,a

∫
k
λvµqν

〈
γ†λ,aγλ,a

〉
= N

∑
λ

∫
k
vµqνfλ (k, t) . (5.94)

To determine the viscous tensor
〈
τ ′ij

〉
, we find an inhomogeneous flow field driving term derived

from Boltzmann equation in which close to equilibrium.

vλ,k · ∇xfλ = βfλ (1− fλ) (vλ,k)i kj
∂uj
∂xi

= βfλ (1− fλ)
ελ,k

2
√

2
Iij (k)Xij (5.95)

where the second line of the equation above is written with the rotationally invariant spacial tensor
and momentum tensor:

Xij =
∂uj
∂xi

+
∂ui
∂xj
− δij∇ · u (5.96)

Iij (k) =
√

2

(
kikj
k2
− 1

2
δij

)
. (5.97)

From the equation above, we employ an ansatz for the correction to the fermi distribution function
in linear response as

ελ,k = ε
(0)
λ,k +

∑
ij

βXijχij (λ, k, t) (5.98)

Thus, the distribution function in linear response has the general form

fλ (k, t) = f0
λ + βf0

λ

(
1− f0

λ

)
Xijχij (λ, k, t) . (5.99)

With the equation above, we can conduct a similar process with conductivity for the solution of
linearized Boltzmann equation including variational method. Müller conducted a similar process
and found the viscosity of the quasiparticle fluid in graphene with leading logarithmic approximation
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[187],

η = Cη
N (kBT )2

4~v2α2

[
1 +O

(
1

logα

)]
(5.100)

where Cη ≈ 0.449. Müller referred to the entropy density of noninteracting graphene, including
renormalization effects [188] and found the ratio

η

s
=

~
kB

Cηπ

9ζ (3)α2 (T )
≈ 0.00815×

(
log

TΛ

T

)2

. (5.101)

This ratio grows when T → 0 but only logarithmically grows since α is marginally irrelevant. The
numerical prefactor make the value of the ratio small, and it approaches to the boundary. Low
viscosity in graphene suggests the possibility of electronic turbulence and exhibit nearly perfect
fluid.

5.4 Transport coefficients in NLSMs

In the wide class of three dimensional (3D) topological semimetals (TSMs), three possible states of
matter, namely Dirac semimetal (DSM), Weyl semimetal (WSM) and nodeline semimetal (NLSM),
have been widely studied recently. They are distinguished from each other by the degeneracy and
dispersion of the nodal points (or line). The theoretical and experimental approach of those TSMs
are well reviewed in [189]. Among them, NLSM has a distinct characteristic of nodes because the
vanishing fermi surface forms a line, and if the line is circular and large enough, the system can
be viewed as the extension of 2D nodal material with the larger momentum degree of freedom. In
symmetric point of view, nodeline preserve both time reversal symmetry and inversion symmetry
when spin-orbit coupling is neglected, thus, it is hard to observe topologically nontrivial phase.
However, the transport properties in hydrodynamic regime has not been studied yet. The low-
energy excitation of NLSM has an analogous dispersion with graphene but the Coulomb interaction
and corresponding collision process are expected to convey the different behavior of hydrodynamic
fluids from 2D graphene and 3D fermi liquid. In this chapter, we find transport coefficients, mainly,
electrical conductivity and shear viscosity of 3D nodeline semimetals in hydrodynamic regime.

5.4.1 Boltzmann equation in NLSMs

We adopt the low energy Hamiltonian of a NLSM that is described by a circular nodal line in the
kz = 0 plane. The low energy quasiparticles are Dirac fermions located in the vicinity of the nodal
line,

H0(k) =
k2
x + k2

y − k2
F

2m
σx + vzkzσy ≈ vrδkrσx + vzkzσy

≡ vr (hxσx + hyσy) (5.102)
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kF

Figure 5.2: Fermi surface of a NLSM, with relativistic quasiparticles dispersing linearly away from a nodal
line (red) with radius kF . The toruses enclosing the nodal line are finite energy surfaces. The outer shell
with energy ΛT sets the untraviolet temperature cut-off of the theory.

where δkr = kr − kF is the in-plane momentum away from the nodal line, vF = kF /m is the Fermi
velocity in the radial direction and vz along the the z direction. The quasiparticles interact through
the 3D Coulomb potential V (q) = 4πe2/q2 and have a linear dispersion around the nodal line, up
to logarithmic self-energy corrections [166]. We assumed kr ≈ kF >> qr, qz when kF indicates the
radius of node ring on kz = 0 plane. The energy of quasiparticle is

ε
(0)
λ,k = λvr

√
(hx)2 + (hy)

2 = λvr |h|

where λ = +1 corresponds to a excited particle and λ = −1 to a excited hole.
The unitary transformation of low-energy basis which is analogous to (5.57) is defined as

Uk =
1√
2

(
1 1

H/h −H/h

)
(5.103)

where H = hx + ihy, |h| = |H| =
√

(hx)2 + (hy)
2 = h. Thus, the original low energy Hamiltonian

in pseudospin basis

H0 = vr

(
0 H

H∗ 0

)
(5.104)

can be transformed to low-energy basis (right hand side), and the green’s function g>,<k should be
also transformed as

U−1
k H0Uk = vr

(
h 0

0 −h

)
= λvrh. (5.105)

Similar to the equation (5.45) and (5.46), we can derive the quantum Boltzmann equations,(
∂

∂t
+ vλ,k · ∇R −∇RUeff · ∇k

)
fλ (k, t)

= −fλ (k, t)
(

Σ̄>
λ,λ (k, t)

)
ω=ελ

+ (1− fλ (k, t))
(

Σ̄<
λ,λ (k, t)

)
ω=ελ

(5.106)
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(
Σ̄>
λ,λ

)
ω=ελ

=

∫
k1

∫
k2

∫
k3

(2π)4 δ (p + p1 − p2 − p3) δ (ελ,k + ελ1,k1 − ελ2,k2 − ελ3,k3)

× [NV (k− k2)V (k− k2)Mλ3λ1Mλ1λ3Mλλ2Mλ2λfλ1 (1− fλ2) (1− fλ3)

−V (k− k2)V (k− k3)Mλλ2Mλ2λ1Mλ1λ3Mλ3λfλ1 (1− fλ2) (1− fλ3)] (5.107)

(
Σ̄>
λ,λ

)
ω=ελ

= {f ↔ 1− f} (5.108)

with
Mλλ1 (h,h1) ≡

[
U−1
h Uh1

]
λλ1

=
1

2

(
1 + λλ1

H∗H1

hh1

)
, (5.109)

It is convenient to use λ indices as ±1 for new basis. The velocity of quasiparticles in the Boltzmann
equation is, by definition,

vλ,k =
∂ελ,k
∂ki

=
λvr
|h|

(
hx
∂hx
∂kx

, hx
∂hx
∂ky

, hy
∂hy
∂kz

)
. (5.110)

In the hydrodynamic regime, the particles interact with each other faster than they lose energy
to the lattice. The electronic relaxation is driven by the collision between particles, leading to local
thermalization. The out of equilibrium distribution function of the quasiparticles fλ(k,x, t) satisfies
the Boltzmann equation (

∂

∂t
+ vλ,k · ∇x + eE · ∇k

)
fλ = Icol[fλ], (5.111)

where f0
λ = [eε

0
λβ+1]−1 is the equilibrium Fermi distribution, which solves the Boltzmann equation in

the absence of interactions (Icol = 0), β = 1/kBT and δfλ (k,x, t) the non-equilibrium correction in
linear response to an external perturbation such as electric field and strain. In general, Icol ≈ δf/τ ,
where τ is the scattering time between collisions.

5.4.2 Conductivity

If the system is spatially homogenous, the non-equilibrium current carried by the quasiparticles due
to the presence of an external electric field is J = e

∑
λ,a

∫
k vλ,kfλ(k, ω), with

∫
k ≡ (2π)−3

∫
d3k.

In linear response, where Ji = σijEj , the conductivity is

σij(ω, T ) = e
∑
λ

∫
k
(vλ,k)i

∂

∂Ej
δfλ(k, ω). (5.112)

In leading order and close to equilibrium, the driving force term on the left hand side of (5.111) is
eE · ∇kfλ = eE · φλ(k), with φλ,i(k) ≡ βf0

λ(1 − f0
λ)(vλ,k)i. The non-equilibrium dispersion can be
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written in the form
ελ,k = ε0

λ,k +
∂k

∂t
· (∇kε

0
λ,k)gλ(k, ω),

with gλ (k, ω) some unknown function. With this Ansatz, the non-equilibrium correction of the
distribution function assumes the form

δfλ (k) = βf0
λ

(
1− f0

λ

)
eE (ω) · vλ,kgλ(k, ω). (5.113)

For convenience, we define χλ,i ≡ (vλ,k)igλ. In the collision dominated regime ω � τ−1, the
linearized kinetic equation can be approximately expressed in terms of the collision operator as
φλ,i = Cχλ,i, where

Cχλ,i =
1

8

∑
λ1λ2λ3

∫
k1

∫
k2

∫
k3

(2π)4 δ3 (k + k1 − k2 − k3) δ
(
ε0
λ,k + ε0

λ1,k1
− ε0

λ2,k2
− ε0

λ3,k3

)
×MCol

λλ1λ2λ3
f0
λf

0
λ1
f0
−λ2

f0
−λ3

× [χλ,i (k) + χλ1,i (k1)− χλ2,i (k2)− χλ3,i (k3)] , (5.114)

with
MCol

λλ1λ2λ3
=
[
NV (k− k2)2Wλλ1λ2λ3 − V (k− k2)V (k− k3)Qλλ1λ2λ3

]
,

and

Wλλ1λ2λ3 = Mλλ2Mλ2λMλ3λ1Mλ1λ3

Qλλ1λ2λ3 = Mλλ2Mλ1λ3Mλ3λMλ2λ1

the collision matrix element.
The solution of the Boltzmann equation requires inverting the collision operator C, what is

usually a challenging problem. The dominant contribution to the conductivity follows from the
eigenfunctions of the collision operator with the lowest eigenvalues. In the collinear approxima-
tion, where the momenta of the quasiparticles point in the same direction, the momenta embed-
ded in the definition of the velocities factor out in the integrand of C, which is proportional to
λgλ (k) + λ1gλ1(k1) − λ2gλ2(k2) − λ3gλ3 (k3). The zero modes of the collision operator Cχλ,i = 0

in this restricted phase space are g1,λ(k) = a(e)(ω), g2,λ(k) = a(χ)(ω)λ and g3,λ(k) = a(p)(ω)λ|h|,
corresponding to conservation of charge, chirality and momentum, respectively.

As pointed out before, in the absence of non-collinear processes, those zero modes would produce
infinite conductivity. To account for non-collinear processes, we express the eigenfunctions of C
with the lowest eigenvalues in a basis of zero modes of the collinear regime. We note that due to
translational symmetry, the momentum zero mode is an exact eigenfunction of (5.114), as can be
readily checked. It does not however contribute to the conductivity (5.112) due to particle-hole
symmetry at the nodal line. For the same reason, the chiral modes do not contribute the the
charge transport either. We are then left with the charge zero mode, χλ,i(k) = a(e)(ω)(vλ,k)i, which
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provides the only contribution to the conductivity.
We next restore the frequency dependence of the Boltzmann equation, φλ,i = Cχλ,i−iωgλφλ,i. In

order to calculate the function a(e)(ω), we define the inner product (aλ,i, bλ,i) = 1
2

∑
λ,i

∫
k aλ,i(k)bλ,i(k)

and set the variational functional

Q
[
a(e)
]
≡ (χλ,i, φλ,i)−

1

2

(
χλ,i, Cχλ,i − iωa(e)φλ,i

)
, (5.115)

which is to be minimized, ∂Q/∂a(e) = 0. The momentum integral is performed in the scattering
channels that conserve the number of particles and holes, which are dominant processes. Those
processes are indicated in tables 5.1 and 5.2. Combining this result with Eq. (5.111) and (5.113),
we obtain the frequency dependent conductivity in the collision dominated regime

σ(ω, T ) =
e2

h
kF

kBT

iω + vr(T )kFα2(T )c (γ, α)
, (5.116)

where c (γ, α) is a numerical factor, γ = vz/vr and α = e2/vF is the bare fine structure constant.
c (γ, α) can be derived from inverting the linearized Boltzmann equation and has a logarithmic
divergence due to the phase space of the nodal line in the collinear regime. As in graphene, this
divergence follows from the linearity of the electronic spectrum and can be regularized by self-
energy corrections of the order of αΛ,where Λ is some ultraviolet cut-off of the hydrodynamic
regime, typically τ−1. In that approximation, where all momenta are nearly collinear to each other,
the coefficient that follows from inverting the collision operator is

c (γ = 1, α) ≈ 0.2 ln3

(
1

α

)
. (5.117)

This approximation overestimates this transport coefficient. Non-collinear processes are expected
to smooth out the singular dependence of the coefficient with α.

In addition, as in graphene, the self-energy renormalizes the velocity of the quasiparticles, which
diverges at low temperature, vr(T ) = vr[1 + C1α ln(ΛT /T )], with ΛT � vFkF the bare ultravi-
olet cutoff. The renormalization group (RG) also renormalizes the fine structure constant in the
perturbative regime, α(T ) = α/[1 + (C1 + C2vFkF /kBΛT ) ln (ΛT /T )], which flows logarithmically
to zero at T → 0 [166]. The constants C1 ≈ 0.049 and C2 ≈ 1.3 × 10−3 are defined by elliptic
functions calculated at the fixed point α∗ = 0 and Λ∗T = 0 [166]. Unlike in conventional relativistic
theories, in NLSMs the scaling in the renormalization group (RG) flow is fixed by the radius of
the Fermi surface kF , rather than by the ultraviolet cut-off ΛT , which flows towards zero. The
combination [αvF ](T ) therefore renormalizes towards a constant, whereas the ratio γ ≡ vz/vF does
not run. Hence, in the collison dominated regime ω � τ−1, σ(0, T ) ∝ T ln(ΛT /T ) goes to zero in
the T → 0 limit, suggesting that the system behaves as an insulator. This result contrasts with the
case of relativistic systems lacking a Fermi surface, such as graphene, where the collision dominated
conductivity diverges logarithmically at zero temperature.

In the DC limit (ω → 0), the scattering time between collisions scales logarithmically with
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λ λ1 λ2 λ3 Wλλ1λ2λ3

#1 λ λ λ λ cos2
(

Θ−Θ2
2

)
cos2

(
Θ1−Θ3

2

)
#2 λ −λ λ −λ cos2

(
Θ−Θ2

2

)
cos2

(
Θ1−Θ3

2

)
#3 λ −λ −λ λ sin2

(
Θ−Θ2

2

)
sin2

(
Θ1−Θ3

2

)
Table 5.1: W tensors

λ λ1 λ2 λ3 Qλλ1λ2λ3

#1 λ λ λ λ cos
(

Θ−Θ2
2

)
cos
(

Θ1−Θ2
2

)
cos
(

Θ−Θ3
2

)
cos
(

Θ1−Θ3
2

)
#2 λ −λ λ −λ − cos

(
Θ−Θ2

2

)
cos
(

Θ1−Θ2
2

)
sin
(

Θ−Θ3
2

)
sin
(

Θ1−Θ3
2

)
#3 λ −λ −λ λ − cos

(
Θ−Θ2

2

)
cos
(

Θ1−Θ2
2

)
sin
(

Θ−Θ3
2

)
sin
(

Θ1−Θ3
2

)
Table 5.2: Q tensors

temperature in the hydrodynamic regime,

τ(T ) = c (1, α)
~

α2(T )vr(T )kF
∝ ln

(
ΛT
T

)
(5.118)

in the T → 0 limit. This result indicates that the relaxation time increases (logarithmically)
at low temperature. In Fermi liquids, the scattering time diverges as τ ∝ ~εF /(kBT )2 at T →
0, with εF the Fermi energy. Relativistic systems have a parametrically shorter scattering time
(τ ∼ ~/kBT ), reflecting the absence of screening effects. Compared to graphene, the nodal line
significantly enlarges the phase space for collisions of thermally activated quasiparticles, which
remain unscreened. That results in a further reduced scattering time, which is controlled by the
dominant energy scale set by the radius of the nodal line.

5.4.3 Shear viscosity

In this section, we will find shear viscosity of nodeline semimetal. The concept of viscosity was
explained in section 5.3.2. The Boltzmann equation for viscosity should be(

∂

∂t
+ vλ,k · ∇x

)
f = (I)col . (5.119)

Unlike conductivity analysis, we don’t take Fourier transform to the frequency domain. Also, the
time derivative term on the left-hand side may be dropped in the linearized equation because its
contribution is actually second order in spatial gradients [151].

Going back to the kinetic equation (5.111), the second term on the left gives

vλ,k · ∇xf
(0) (k) =

√
2

3
βf0

λ

(
1− f0

λ

)
ελ,kIijuij ≡ Φλ,ijIij , (5.120)
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with

Iij =

√
3

2
[(vλ,k)ikj/ελ,k − (δij/3)] .

Setting the electric field to zero, the change in the energy spectrum can be parametrized with the
Ansatz ελ,k = ε

(0)
λ,k+Iijuijgλ (k, t), where gλ(k, t) is to be determined by solving the kinetic equation.

The non-equilibrium correction to the distribution function due to strain has the form

δfλ (k, t) = βf0
λ

(
1− f0

λ

)
uijIijgλ (k, t) . (5.121)

Defining χλ,ij ≡ Iijgλ, the kinetic equation in the stationary regime (ω → 0) is

Φλ,ij = Cχλ,ij . (5.122)

The definition of the collision operator for strain is

Cχλ,ij =
1

8

∑
λ1λ2λ3

∫
k1

∫
k2

∫
k3

(2π)4 δ3 (k + k1 − k2 − k3) δ
(
ε0
λ,k + ε0

λ1,k1
− ε0

λ2,k2
− ε0

λ3,k3

)
×MCol

λλ1λ2λ3
f0
λf

0
λ1
f0
−λ2

f0
−λ3

× [χλ,ij (k) + χλ1,ij (k1)− χλ2,ij (k2)− χλ3,ij (k3)] , (5.123)

and follows directly from Eq. (5.114) under the substitution χλ,i → χλ,ij .
In the collinear regime, there are three zero modes that are three eigenfunctions of the collision

operator, Cχλ,ij = 0, namely χ(1)
λ,ij(k) = λIij , χ

(2)
λ,ij(k) = λ|h|Iij and χ

(3)
λ,ij(k) = Iij . Those modes

correspond to conservation charge, energy and number of particles respectively. The particle number
zero mode, however, does not contribute to the shear viscosity due to particle-hole symmetry. This
mode is orthogonal to the other two and can be completely decoupled.

Setting a basis with the charge and energy modes, one can express χλ,ij as a linear combination
in that basis. Projecting bα = (χ

(α)
λ,ij ,Φλ,ij) and Cαβ = (χ

(α)
λ,ij , Cχ

(β)
λ,ij), then the solution of the kinetic

equation is
χλ,ij(k) = bαC−1

αβχ
(β)
λ,ij(k), (5.124)

where C−1
αβ is the inverse of a 2× 2 matrix. Calculating this matrix numerically in the near collinear

approximation, we find

bαC−1
αβ = (cη1 , cη2) ≈ (1.478, 3.585) ln2

(
1

α

)
. (5.125)

As discussed before, non-collinear processes are expected to smooth out the logarithmic divergence
in the α → 0 limit, which is expected when T → 0. In any case, this is a double log divergence,
as explained in the case of the conductivity. This factor changes very slowly and is subdominant
compared to all other temperature effects. The incorporation of non-collinear processes in the
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matrix elements of the collision operator is only accessible through a high dimensional integral, as
will be addressed in a future publication.

As we discussed in section 5.3.2, we can derive the shear viscosity tensor from Eq (5.94) and
(5.99). The shear viscosity tensor is

ηxyxy =
∑
λ

∫
d3k

(2π)3λ
2 (vrλhx)2

|h|2
(qy)

2

εk
βf0

λ

(
1− f0

λ

)
[a2 + vrβ |h| a3]

=
N

γα2

(
1

vrβ

)3 3

16π

[
cη2

π2

6
+ cη3

9

2
ζ [3]

]
≈ 1.302

N

α2

(
1

vrβ

)3( 1

ln (1/α)

)2

, for γ = 1. (5.126)

and

ηxzxz =
∑
λ

∫
d3k

(2π)3λ
2 (vrλhx)2

|h|2
(qz)

2

εk
βf0

λ

(
1− f0

λ

)
[a2 + vrβ |h| a3]

=
1

γ3α2

(
1

vrβ

)3 1

16π

[
cη2

π2

6
+ cη3

9

2
ζ [3]

]
≈ 0.434

N

α2

(
1

vrβ

)3 1

ln2 (1/α)
, for γ = 1. (5.127)

From the results above, the viscosity is proportional to η ∝ (kBT )3/
(
α2vr

)
.

5.4.4 Ratio η/s

To calculate the ratio between the shear viscosity and the entropy, we now calculate the entropy
term. The unperturbed entropy density of a NLSM can be found from the entropy of a non
interacting system, and allow all velocities be renormalized according to the RG flow prescription,

s = −kBN
∫
d3k

{
f0 ln f0 +

(
1− f0

)
ln
(
1− f0

)}
=
kBkF
γv2

rβ
2

9

4
ζ [3] . (5.128)

The ratio between shear viscosity and entropy density is

ηxixi
s
∝ ~
kB
ci
NkBT

α2vrkF
ln2

(
1

α

)
, (5.129)

with cy = 0.482 and cz = 0.161 (γ = 1). Since the quantity αvr flows to a constant in the RG, and
ln2(1/α) = ln2

(
vr(T )
αvr

)
is a double log, which is an extremely slow function, then

η

s
∝ ~
kB

kBT

α2(T )vr(T )kF

T�ΛT−→ ~
kB

kBT

α2vrkF
log

(
ΛT
T

)
. (5.130)

Therefore this ratio η/s→ 0 in the limit where T → 0.
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This result does not imply necessarily that NLSMs are close to become a perfect fluid, however.
The RG analysis of this problem has shown that Coulomb interactions lead to weak logarithmic
corrections to the various physical observables in the perturbative regime, as in graphene, and the
system essentially remains a semimetal. The most sensible conclusion is that the rationale behind
the conjecture that relativistic systems in general have a lower bound at η/s = (1/4π)~/kB, as
originally derived for infinitely strongly coupled conformal field theory [181], needs to be revised
to account for unscreened relativistic systems with Fermi surfaces. In that sense, the criterion for
a perfect fluid − or a quantum fluid with the lowest possible viscosity− need to be corrected to
incorporate the energy scale set by the Fermi surface. The important distinction with Fermi liquids
in that regard is that this energy scale is not the Fermi energy, and therefore does not introduce
screening, but is related to the radius of the nodal line. It would be interesting to verify how
this ratio relates to the Raynolds number, and how susceptible NLSMs are to exhibit quantum
turbulence.
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Conclusion

In this thesis we have addressed a variety of interesting quantum effects, from novel topologically pro-
tected bulk and surface states, the 3D quantum anomalous Hall (QAH) effect, the elastic quantum
Hall effect and the associated elastic Hall viscosity, and hydrodynamic transports in 3D NLSMs.

We introduced the concept of NLSMs after reviewing the literature for materials realizations,
briefly analyzing the symmetries which protect the nodal lines, and placing those systems in the
context of Dirac and Weyl systems in general. The surface state of NLSMs exhibit surface bands
embedded inside of a projected node-line. Those are called ‘drumhead’ surface states. By preserv-
ing mirror or rotational symmetry and breaking at least one of time reversal (TR) and inversion
symmetry, node lines are gapped out generating one or more pairs of Weyl nodes. The surface state
of Weyl semimetals is described by discontinuous line connecting projected Weyl nodes, which is
known as ’Fermi arc’.

Inspired by two areas of research in quantum Hall physics, we proposed a possible 3D QAH
state transition in a lattice realization of NLSMs called hyperhoneycomb lattices. We show that 3D
anomalous Hall conductivity σij is e2/

(√
3ha

)
for (i, j)=(y, z) or (x, z), with a a lattice constant.

Because of the mass gap which breaks time reversal (TR) symmetry, the nodal line is gapped out
while topologically protected six Weyl points emerges in the bulk and generate Fermi arc as a surface
state. In the 3D QAH phase, we calculate dissipationless elastic Hall viscosity tensor, which is either
ηH = β2

√
3/
(
16πa3

)
or 2ηH for the antisymmetric components where β is an elastic parameter and

a is the lattice constant. We also address elastic gauge fields in the hyperhoneycomb lattice that
result in nearly flat Landau levels in 3D. We propose a possible physical implementation, through
a family of strain deformations that can be implemented with temperature gradients.

Finally, we introduce the concept hydrodynamic behavior for quasiparticles in a quantum fluid.
We derive transport coefficients, electrical conductivity and shear viscosity in hydrodynamic regime
for a NLSM. The transport coefficients can be effectively derived from the eigenfunctions of colli-
sion operator of linearized Boltzmann equation, which are extracted by physical conservation laws
in collinear regime. We showed that both the longitudinal conductivity in the collision dominated
regime and the viscosity-entropy ratio η/s scale linearly with temperature, in contrast with rela-
tivistic systems in general where both saturate to a constant at low temperature. The ratio between
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the shear viscosity and the entropy also departs from Fermi liquid behavior, where it diverges at
low T . This fact violates the conjectured universal lower bound for the ratio proposed by Kovton
et al. [181], which has been attributed to perfect fluids, quantum systems with the lowest possible
viscosity per entropy production, and which were speculated to lead to quantum turbulence.

The scaling in NLSMs can be physically explained by T dependence of momentum relaxation
time τ . The scale of the free energy density is entirely entropic f = sT , but the enlarged phase space
for scattering along the continuous large nodal line allows for faster relaxation of the quasiparticles
compared to the case of the discrete nodal points at temperature T � vFkF . Unlike usual momen-
tum relaxation time which is τ~ ∝ 1/kBT in graphene and Plankian dissipation, this system has a
transport momentum relaxation time τK ∝ ~/vFkF that is temperature independent, up to weak
logarithmic corrections. As a result, the viscosity follows η ' f · τ ' sT . It would be interesting
to relate this ratio with the Reynolds number and assess how close NLSMs are to show quantum
turbulence.

Observing hydrodynamic behavior of electrons in 3D material is typically challenging because
one key requirement of hydrodynamic behavior is that transport is dominated by unscreened quasi-
particles, with a relatively short scattering time. That requires the Fermi level to be close to the
nodal line, where the system exhibits particle hole symmetry. Unlike in 2D materials, one cannot
tune the chemical potential inside a 3D bulk material, therefore one is limited to materials where
the Fermi levels happens to be sufficiently close to the nodal line. The physics outlined in chapter 5
would be valid in the hydrodynamic regime ω . τ−1, provided that kBT > εF , with εF the energy of
the toroidal Fermi surface enclosing the nodal line. We expect that the change in conductivity with
temperature will be an indicator of hydrodynamic behavior, which can be accomplished with trans-
port measurements. Some of the predictions of hydrodynamic behavior in systems like graphene
include the presence of quantum turbulence and negative resistivity in four terminal measurements,
which emerge due to the spontaneous formation of vortices in the electronic flow. The observation
of quantum turbulence in a 3D material, however, is significantly more involved than in 2D systems,
where the geometry of constrictions is simpler. Our results suggest that NLSMs are very strongly
interacting systems, and may be amenable to quantum turbulence. The absence of a lower bound
for the shear viscosity and the entropy challenges the existence of a lower bound to begin with and
possibly suggests that this quantity needs to be reinterpreted to account for relativistic systems
with unscreened Fermi surfaces. On the experimental front, one can hope that the discovery of
clean NLSM materials with large nodal lines sitting near the Fermi level will permit exploration of
the quantum transport in these materials in the near future.
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2D Hall Conductance

The generic Hamiltonian involving two bands can be written as

H = d (k) · σ, (A.1)

where
|d| =

√
d2

1 + d2
2 + d2

3, d̂ (k) =
d (k)

|d|
. (A.2)

One can define a winding number nW by mapping k→ d̂ (k):

nW =
1

4π

∫
d2k

(
∂d̂ (k)

∂kx
× ∂d̂ (k)

∂ky

)
· d̂ (k) . (A.3)

Employing the parametrization for d̂ (k):

d̂ (k) =

 cosφk sin θk

sinφk sin θk

cos θk

 , (A.4)

the eigenvector of the lower band is

φ− =

(
sin θk

2 e
−iφk

cos θk2

)
. (A.5)
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The Berry curvature is:

(Ω−)xy =
∂

∂kx
(A−)y −

∂

∂ky
(A−)x (A.6)

= i
∂

∂kx

∑
α=x,y

(
φ†−

)
α

∂

∂ky
(φ−)α − i

∂

∂ky

∑
α=x,y

(
φ†−

)
α

∂

∂kx
(φ−)α (A.7)

=
∂

∂kx
sin2 θk

2

∂φk
∂ky
− ∂

∂ky
sin2 θk

2

∂φk
∂kx

(A.8)

=
1

2
sin θk

(
∂θk
∂kx

∂φk
∂ky
− ∂φk
∂kx

∂θk
∂ky

)
. (A.9)

In the same way, one ca derive the Chern number:

C2D =
1

2π

∫
BZ

dk (Ω−)xy =
1

4π

∫
d2k sin θk

(
∂θk
∂kx

∂φk
∂ky
− ∂φk
∂kx

∂θk
∂ky

)
(A.10)

=
1

4π

∫
d2k

(
∂d̂ (k)

∂kx
× ∂d̂ (k)

∂ky

)
· d̂ (k) = nW . (A.11)

Hence, the Winding number for the simple model of massive Dirac fermions is the same with the
total Chern number [13].

The 2D Hall conductance can be expressed in terms of the Kubo formula [100]:

σxy =
e2

4πh

∫
d2k (f+ (k)− f− (k))

(
∂d̂ (k)

∂kx
× ∂d̂ (k)

∂ky

)
· d̂ (k) . (A.12)

Thus,

σxy =
e2

h
nW =

e2

h
C2D. (A.13)
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Mean-field Hamiltonian of HHC lattice

We find 6 NN hopping vectors δn as

aAB1 =

(√
3

2
a, 0,

a

2

)

aAB2 =

(
−
√

3

2
a, 0,

a

2

)

aCD1 =

(
0,

√
3

2
a,

a

2

)

aCD2 =

(
0, −

√
3

2
a,

a

2

)
aAD = (0, 0, −a)

aBC = (0, 0, a)

Also, we find six vectors in NNN loop bxi and byi (i = 1, 2, 3). We can express all NNN sites with
the vectors.

bx1 = (a
√

3, 0, 0), bx2 = (−
√

3

2
a, 0,−3

2
a), bx3 = (−

√
3

2
a, 0,

3

2
a) (B.1)

by1 = (0, a
√

3, 0), by2 = (0,−
√

3

2
a,

3

2
a), by3 = (0,−

√
3

2
a,−3

2
a) (B.2)

We can build tight-binding hamiltonian

H =
∑
〈i,j〉

t(C†iCj) +
∑
〈i,j〉

V1(C†iCi − 1)(C†jCj − 1) +
∑
〈〈i,j〉〉

V2(C†iCi − 1)(C†jCj − 1) (B.3)

where 〈i, j〉 and 〈〈i, j〉〉 denotes NN sites and NNN sites respectively. Define the creation, annihila-
tion operators A† and A for A sublattice, and so as B, C, and D. The first term of the Hamiltonian
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(a) (b)

Figure B.1: (a) The first set of sublattices (A and C) and two NNN loop. (b) The second set of
sublattices (B and D) and two NNN loop.

(B.3) is easily calculated by a Fourier transformation:

H0(k) =
∑
k

t
[
ΘxA

†B + ΘyC
†D + e−ikzaA†D + e−ikzaB†C + h.c.

]
(B.4)

where Θi = 2eikza/2cos(
√

3kia/2) with i = x, y and a is interatomic distance. “h.c.” implies the
Hermitian conjugation of prior terms.

For the second term of (B.3), using a mean field approximation:

H1 = V1

∑
〈i,j〉

(
A†AD†D +A†AB†B +B†BC†C + C†CD†D

)
= V1

[〈
A†A

〉(
D†D +B†1B1 +B†2B2

)
−
〈
A†A

〉〈
D†D

〉
+
〈
B†B

〉(
A†1A1 +A†1A1 + C†C

)
− 2

〈
A†A

〉〈
B†B

〉
+
〈
C†C

〉(
B†B +D†1D1 +D†1D1

)
−
〈
B†B

〉〈
C†C

〉
+
〈
D†D

〉(
A†A+ C†1C1 + C†1C1

)
− 2

〈
C†C

〉〈
D†D

〉]
(B.5)

We take Fourier transformation and use order parameter defined in chapter 3.2:

H1(k) = 3V1ρ
∑
k

(
−A†A+B†B − C†C +D†D

)
+ 6ρ2V1N (B.6)

For the third term of (B.3), using a mean field approximation and assuming χr(b) is independent
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of r and have a same modulus with|χ|,

H2 = −V2

2

∑
r∈A

( ∑
b∈NNN

χAA(b)A†r+bAr +
∑

b∈NNN
χAC(b)C†r+bAr

)

−V2

2

∑
r∈B

( ∑
b∈NNN

χBB(b)B†r+bBr +
∑

b∈NNN
χBD(b)D†r+bBr

)

−V2

2

∑
r∈C

( ∑
b∈NNN

χCC(b)C†r+bCr +
∑

b∈NNN
χCA(b)A†r+bCr

)

−V2

2

∑
r∈D

( ∑
b∈NNN

χDD(b)D†r+bDr +
∑

b∈NNN
χDB(b)B†r+bDr

)
+h.c. + 16V2 |χ|2 (B.7)

Take Fourier transformation.

H2 = −V2

2

∑
r

 ∑
b∈NNN

χAA(b)
∑
k,k′

A†kAk′e
i(k−k′)·reik·b


−V2

2

∑
r

 ∑
b∈NNN

χAC(b)
∑
k,k′

C†kAk′e
i(k−k′)·reik·b


+ (AA→ BB) + (AC → BD)

+ (AA→ CC) + (AC → CA)

+ (AA→ DD) + (AC → DB)

+h.c. + 16V2 |χ|2 (B.8)

H2(k) = −V2

2

∑
k

( ∑
b∈NNN

eik·bχAA(b)

)
A†kAk + . . .

= −V2

2

∑
k

χAA(k)A†kAk + . . . (B.9)

where χij(k) is defined as

χij(k) =
∑

b∈NNN
eik·bχij(b), i, j = A,B,C,D. (B.10)
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Then, Hamiltonian matrix is,

H2(k) = −V2

2


(χAA + χ∗AA) 0 (χCA + χ∗AC) 0

0 (χBB + χ∗BB) 0 (χDB + χ∗BD)

(χAC + χ∗CA) 0 (χCC + χ∗CC) 0

0 (χBD + χ∗DB) 0 (χDD + χ∗DD)

 (B.11)

Note that diagonal components are real value and the Hamiltonian is hermitian. Also, χAC = χ∗CA,
χBD = χ∗DB So, total Hamiltonian is below.

H(k) =


−3ρV1 − V2Re (χAA) t ·Θx −V2 (χ∗AC) t · e−ikza

(t ·Θx)? 3ρV1 − V2Re (χBB) t · eikza −V2 (χ∗BD)

−V2 (χAC) t · e−ikza −3ρV1 − V2Re (χCC) t ·Θy

t · eikza −V2 (χBD) (t ·Θy)
? 3ρV1 − V2Re (χDD)


(B.12)

For each χij(k), we can calculate with b vectors above and the argument about φα=A,C = π
2 and

φα=B,D = −π
2 . As a result,

Re (χAA) = Re (χCC) = 2 |χ|
[
sin
(√

3kx/2
)

+ sin
(√

3ky/2
)]

(B.13)

Re (χBB) = Re (χDD) = −2 |χ|
[
sin
(√

3kx/2
)

+ sin
(√

3ky/2
)]

(B.14)

χAC = 2 |χ|
[
e−3ikz/2 sin

(√
3kx/2

)
+ e3ikz/2 sin

(√
3ky/2

)]
(B.15)

χBD = −2 |χ|
[
e3ikz/2 sin

(√
3kx/2

)
+ e−3ikz/2 sin

(√
3ky/2

)]
(B.16)
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Appendix C

Linearized Boltzmann Equation

We derive in detail the linearized Boltzmann equation for the conductivity Ansatz of the Fermi
distribution f described in the main text, in linear response with the electrical field E. The left-
hand side can be readily obtained,

LHS = (−iωχλ (k, ω)− 1)βeEi (ω) (vk)i f
(0)
λ

(
1− f (0)

λ

)
. (C.1)

The right-hand side should be [ελi ≡ ελi (ki) ],

RHS =

∫
k1

∫
k2

∫
k3

(2π)4 δ3 (k + k1 − k2 − k3) δ (ελ + ελ1 − ελ2 − ελ3)

× [NV (k− k2)V (k− k2)Mλ3λ1Mλ1λ3Mλλ2Mλ2λ

−V (k− k2)V (k− k3)Mλλ2Mλ2λ1Mλ1λ3Mλ3λ]

×
{

[(1− fλ) (1− fλ1) fλ2fλ3 ](1) − [fλfλ1 (1− fλ2) (1− fλ3)](1)
}
, (C.2)

or equivalently,

RHS =

∫
k1

∫
k2

∫
k3

(2π)4 δ3 (k + k1 − k2 − k3) δ (ελ + ελ1 − ελ2 − ελ3)

×
[
NV (k− k2)2Wλλ1λ2λ3 − V (k− k2)V (k− k3)Qλλ1λ2λ3

]
× [(1− fλ) (1− fλ1) fλ2fλ3 − fλfλ1 (1− fλ2) (1− fλ3)](1) , (C.3)

with

Wλλ1λ2λ3 = Mλλ2Mλ2λMλ3λ1Mλ1λ3

Qλλ1λ2λ3 = Mλλ2Mλ1λ3Mλ3λMλ2λ1 .

The third line has two terms with four f functions. One should expand it as eight terms which have
three f (0) and one δf . We can simplify them using f (0)

−λf
(0)
−λ1

f
(0)
λ2
f

(0)
λ3

= f
(0)
λ f

(0)
λ1
f

(0)
−λ2

f
(0)
−λ3

, which is
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restricted by the energy conservation:

f
(0)
−λf

(0)
−λ1

f
(0)
λ2
f

(0)
λ3

= e(λvrk
′+λvrk′1)βf

(0)
λ f

(0)
λ1
f

(0)
λ2
f

(0)
λ3

= e(λvrk
′
2+λvrk′3)βf

(0)
λ f

(0)
λ1
f

(0)
λ2
f

(0)
λ3

= f
(0)
λ f

(0)
λ1
f

(0)
−λ2

f
(0)
−λ3

. (C.4)

Then,

RHS =

∫
k1

∫
k2

∫
k3

(2π)4 δ3 (k + k1 − k2 − k3) δ (ελ + ελ1 − ελ2 − ελ3)

×
[
NV (k− k2)2Wλλ1λ2λ3 − V (k− k2)V (k− k3)Qλλ1λ2λ3

]
βeEi (ω)

×
[
f

(0)
λ f

(0)
−λχi (λ, k)

(
−
(

1− f (0)
λ1

)
f

(0)
λ2
f

(0)
λ3

)
− f (0)

λ1

(
1− f (0)

λ2

)(
1− f (0)

λ3

)
+f

(0)
λ1
f

(0)
−λ1

χi (λ1, k1)
(
−
(

1− f (0)
λ

)
f

(0)
λ2
f

(0)
λ3

)
− f (0)

λ

(
1− f (0)

λ2

)(
1− f (0)

λ3

)
+f

(0)
λ2
f

(0)
−λ2

χi (λ2, k2)
((

1− f (0)
λ

)(
1− f (0)

λ1

)
f

(0)
λ3

+ f
(0)
λ f

(0)
λ1

(
1− f (0)

λ3

))
+f

(0)
λ3
f

(0)
−λ3

χi (λ3, k3)
((

1− f (0)
λ

)(
1− f (0)

λ1

)
f

(0)
λ2

+ f
(0)
λ f

(0)
λ1

(
1− f (0)

λ2

))]

=

∫
k1

∫
k2

∫
k3

(2π)4 δ3 (k + k1 − k2 − k3) δ (ελ + ελ1 − ελ2 − ελ3)

×
[
NV (k− k2)2Wλλ1λ2λ3 − V (k− k2)V (k− k3)Qλλ1λ2λ3

]
× βeEi (ω) vi

[
f

(0)
λ f

(0)
−λχi (λ, k)

(
−f (0)
−λ1

f
(0)
λ2
f

(0)
λ3

)
− f (0)

λ1
f

(0)
−λ2

f
(0)
−λ3

+f
(0)
λ1
f

(0)
−λ1

χi (λ1, k1)
(
−f (0)
−λf

(0)
λ2
f

(0)
λ3

)
− f (0)

λ f
(0)
−λ2

f
(0)
−λ3

+f
(0)
λ2
f

(0)
−λ2

χi (λ2, k2)
(
f

(0)
−λf

(0)
−λ1

f
(0)
λ3

+ f
(0)
λ f

(0)
λ1
f

(0)
−λ3

)
+f

(0)
λ3
f

(0)
−λ3

χi (λ3, k3)
(
f

(0)
−λf

(0)
−λ1

f
(0)
λ2

+ f
(0)
λ f

(0)
λ1
f

(0)
−λ2

)]

=

∫
k1

∫
k2

∫
k3

(2π)4 δ3 (k + k1 − k2 − k3) δ (ελ + ελ1 − ελ2 − ελ3)

×
[
NV (k− k2)2Wλλ1λ2λ3 − V (k− k2)V (k− k3)Qλλ1λ2λ3

]
× βeEi (ω) f

(0)
λ f

(0)
λ1
f

(0)
−λ2

f
(0)
−λ3

×
[
−
(
f

(0)
λ + f

(0)
−λ

)
χi (λ, k)−

(
f

(0)
λ1

+ f
(0)
−λ1

)
χi (λ1, k1)

+
(
f

(0)
−λ2

+ f
(0)
λ2

)
χi (λ2, k2) +

(
f

(0)
−λ3

+ f
(0)
λ3

)
χi (λ3, k3)

]
,

where χi (λ, k) = (vk)i χλ,k. Since f
(0)
λ + f

(0)
−λ = 1,
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RHS =−
∫
k1

∫
k2

∫
k3

(2π)4 δ3 (k + k1 − k2 − k3) δ (ελ + ελ1 − ελ2 − ελ3)

×
[
NV (k− k2)2Wλλ1λ2λ3 − V (k− k2)V (k− k3)Qλλ1λ2λ3

]
× βeEi (ω) f

(0)
λ f

(0)
λ1
f

(0)
−λ2

f
(0)
−λ3

[χi (λ, k) + χi (λ1, k1)− χi (λ2, k2)− χi (λ3, k3)] . (C.5)

As a result, the linearized Boltzmann equation is

(−iωχλ (β, εk, ω)− 1) (vλ,k)i f
(0)
λ

(
1− f (0)

λ

)
= −

∫
k1

∫
k2

∫
k3

(2π)4 δ3 (k + k1 − k2 − k3)

× δ (ελ + ελ1 − ελ2 − ελ3)MCol
λλ1λ2λ3

f
(0)
λ f

(0)
λ1
f

(0)
−λ2

f
(0)
−λ3

× [χi (λ, k) + χi (λ1, k1)− χi (λ2, k2)− χi (λ3, k3)] ,

(C.6)

where
MCol

λλ1λ2λ3
=
[
NV (k− k2)2Wλλ1λ2λ3 − V (k− k2)V (k− k3)Qλλ1λ2λ3

]
. (C.7)

82



Appendix D

Derivation of time dependent strain in a
generic Hamiltonian

The derivation below can be found in Ref. [176], and we include the steps here for completeness. We
start from the equation of motion in the x variables. In the Heisenberg picture, the time dependence
of the arbitrary operator A is determined by

i

(
dA

dt

)
x

= [A,HΛ]x + i

(
∂A

∂t

)
x

. (D.1)

Substitute A by the strain transformation operator S (t) = exp [−iξµν (t)Jµν ] as

i

(
dS

dt

)
x

= [S,HΛ]x + i

(
∂S

∂t

)
x

. (D.2)

Hence,

i

(
dS

dt

)
x

= SHΛ −HΛS + i

(
∂S

∂t

)
x

, (D.3)

or equivalently

i

(
dS

dt

)
x

S−1 = SHΛS
−1 −HΛ + i

(
∂S

∂t

)
x

S−1. (D.4)

We rewrite the equation above in X,P coordinates in the reference frame of the fluid through a
canonical transformation implemented by the S (t). HΛ (t) = H

(X)
0 is viewed as a function of X,P,

which has the same form as H0. Define SHΛS
−1 = H(X) = H

(X)
0 + H

(X)
1 as the full Hamiltonian

viewed in X,P.

iS−1

(
dS

dt

)
X

= H(X) −H(X)
0 + iS−1

(
∂S

∂t

)
X

(D.5)

The total derivative of S in X should be zero since it’s strain oriented coordinate. By definition,
H(X) = H

(X)
0 +H1. Thus,

H1 = −iS−1

(
∂S

∂t

)
X

(D.6)
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HAMILTONIAN

Expand the perturbation H1 to first order in ξµν . Since only ξµν depends on time,

H1 = −∂ξµν
∂t
Jµν , (D.7)

which corresponds to Eq. (5.87).
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Appendix E

Collinear Regime Analysis

E.1 Conductivity

From the functional

Q
[
a(e)
]
≡ (χλ,i, φλ,i)−

1

2

(
χλ,i, Cχλ,i − iωa(e)φλ,i

)
, (E.1)

and with the subspace of the zero modes, we find the coefficient a(e) of the charge mode. Since the
charge mode only carries a electrical current and is orthogonal to the other modes, we may invert
∂Q/∂g1,λ = 0 to get the coefficient. The first term is

∂g (χλ,i, φλ,i)

= −vrβ3
∑
λ

∫
k
λ2χ (ω) v2

r

1

(eλvrhβ + 1) (e−λvrhβ + 1)

= −χ (ω) v3
rβ

3kF

∫
dqr
2π

dqz
π

1

(evrhβ + 1) (e−vrhβ + 1)

= −χ (ω)
v3
rβ

3kF
γv2

rβ
2

∫
dx

2π

dy

π

1(
e
√
x2+y2

+ 1
)(

e−
√
x2+y2

+ 1
)

= −χ (ω)
κ0

γ

ln (2)

π
. (E.2)

For the second term, we define dimensionless variables as

vrβqr ≡ x

vzβγqz ≡ y

vrkFβ ≡ κ0

x2 + y2 ≡ ρ2 (E.3)
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vrβq1r ≡ x1

γvrβq1z ≡ y1

vrβk1⊥ ≡ ξ1

x2
1 + y2

1 ≡ ρ2
1 (E.4)

vrβ (q2r − qr) ≡ x2

γvrβ (q2z − qz) ≡ y2

vrβk2⊥ ≡ ξ2

x2
2 + y2

2 ≡ ρ2
2. (E.5)

Then, the second term becomes

− κ0

4γ3β
(4πα)2

∫
dx

2π

dy

2π

dx1dy1dξ1

(2π)3

dx2dy2dξ2

(2π)3 2π δ
(
D̄
)
f

(0)
λ f

(0)
λ1
f

(0)
−λ2

f
(0)
−λ3

×
(
V̄ 2

1 Wλλ1λ2λ3 − V̄1V̄2Qλλ1λ2λ3

)
χ (ω)2 [X̄λλ1λ2λ3

]2
+ iωχ (ω)2 κ0

γ

ln (2)

π
(E.6)

where

D̄ = λr + λ1

√(
x1 +

ξ2
1

2κ0

)2

+ y2
1 − λ2

√(
x+ x2 +

ξ2
2

2κ0

)2

+ (y + y2)2

− λ3

√√√√(x1 − x2 +
(ξ1 − ξ2)2

2κ0

)2

+ (y1 − y2) (E.7)

and

V̄1 =
1

(x2)2 + γ−2 (y2)2 + (ξ2)2 (E.8)

V̄2 =

(
1

(x− x1 + x2)2 + γ−2 (y − y + y2)2 + (ξ1 − ξ2)2

)
(E.9)

X̄λλ1λ2λ3 = λ
r

r
+ λ1

r1

r1
− λ2

r− r2
|r− r2|

− λ3
r1 + r2
|r1 + r2|

. (E.10)
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If we look at the delta function δ
(
D̄
)
, since ξ1 and ξ2 are much smaller than κ0, we can express D̄

as

D̄ ≈ Ā+ λ1
x1ξ

2
1

2r1κ0
− λ2

(x+ x2) ξ2
2

2 |r + r2|κ0
− λ3

(x1 − x2) (ξ1 − ξ2)2

2 |r1 − r2|κ0

= −
(
λ3 (x1 − x2)

2 |r1 − r2|κ0
+
λ2 (x+ x2)

2 |r + r2|κ0

)
ξ2

2 +
λ3 (x1 − x2)

|r1 − r2|κ0
ξ1ξ2

−
(
λ3 (x1 − x2)

2 |r1 − r2|κ0
− λ1x1

2r1κ0

)
ξ2

1 + Ā

= − w1

2κ0

(
ξ2

1 − 2
w2

w1
ξ2ξ1 +

w3

w1
ξ2

2 −
Ā

w1

)
(E.11)

where

Ā ≡ λr + λ1r1 − λ2 |r + r2| − λ3 |r1 − r2| (E.12)

|r + r2| ≡
√

(x+ x2)2 + (y + y2)2 (E.13)

|r1 − r2| ≡
√

(x1 − x2)2 + (y1 − y2)2 (E.14)

D̄ is a quadratic function of ξ1. Then, we can express the delta function as

δ
(
D̄ (ξ1)

)
=
∑
i

δ (ξ1 − ξi)∣∣D̄′ (ξi)∣∣ (E.15)

where D̄′ is the first derivative of ξ1 and ξi=± are the two roots of the quadratic function

D̄ =
w1

2κ0
(ξ1 − ξ+) (ξ1 − ξ−) (E.16)

By a quadratic formula,

ξ± =
w2

w1
ξ2 ±

√(
w2

w1
ξ2

)2

−
(
w3

w1
ξ2

2 −
Ā

w1

)
(E.17)

Thus,

δ
(
D̄ (ξ2)

)
= 2κ0

∣∣∣∣∣∣ 1√
(w1w2ξ2)2 −

(
w1w3ξ2

2 − w1Ā
)
∣∣∣∣∣∣ (δ (ξ1 − ξ1+) + δ (ξ1 − ξ1−)) (E.18)

When we set Ā→ 0, the logarithmic divergence as ξ2 → 0 is clear. Thus, there are two important
regions of the integrand in phase space: Ā → 0 and ξ2 → 0. As the other problems in other Dirac
system, we expect this divergence is cutoff by higher-order self-energy corrections to the fermions,
which are of the order of αΛ, with Λ is set by the ultraviolet cutoff of hydrodynamic regime. Hence,
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the range of the integration is from αΛ to Λ. So we may approximate

∫
dξ2

∣∣∣∣∣∣ 1√
(w1w2ξ2)2 −

(
w1w3ξ2

2 − w1Ā
)
∣∣∣∣∣∣ ≈ ln (1/α)√

(w1w2)2 − w1w2

, (E.19)

and set ξ1 = ξ2 = 0 elsewhere to obtain the leading contribution to the collision integral in the limit
α→ 0. One can notice the integration is independent from the value of Ā in the leading order. We
can now find

C22 = −κ
2
0α

2

γ3β
χ (ω)2 c22 (γ) + iωχ (ω)2 κ0

γ

ln (2)

π
, (E.20)

where

c22 =
1

2
(4πα)2

∫
dxdy

(2π)2

dx1dy1

(2π)2

dx2dy2dξ2

(2π)3

1

|ξ2|
√

(w1w2)2 − w1w2

f
(0)
λ f

(0)
λ1
f

(0)
−λ2

f
(0)
−λ3

×
(
V̄ 2

1 Wλλ1λ2λ3 − V̄1V̄2Qλλ1λ2λ3

)
ξ1=ξ2=0

[
X̄λλ1λ2λ3

]2
ξ1=ξ2=0

. (E.21)

E.2 Shear Viscosity

For shear viscosity, there are two subspace of zero modes which are relevant. We get two equations
∂Q/∂χ1 = 0 , ∂Q/∂χ2 = 0 can represent them as a matrix form. The two left-hand side components
are

b1 = v3
rβ

3
∑
λ

∫
k
λ2I ′ijIij

βεk
(eλvrhβ + 1) (e−λvrhβ + 1)

=
κ0

γ

∫
dx

2π

dy

π

[
2
3x

2 +
(
1− 2

3γ
−2 + 1

3γ
2
)
y2
]√

x2 + y2
(
e
√
x2+y2

+ 1
)(

e−
√
x2+y2

+ 1
)

=
κ0

γ

(
5− 2γ−2 + γ2

3

)
π

12
(E.22)

b2 = v3
rβ

3
∑
λ

∫
k
λ2I ′ijIij

(vrβ |h|)2

(eλvrhβ + 1) (e−λvrhβ + 1)

=
κ0

γ

∫
dx

2π

dy

π

[
2
3x

2 +
(
1− 2

3γ
−2 + 1

3γ
2
)
y2
](

e
√
x2+y2

+ 1
)(

e−
√
x2+y2

+ 1
)

=
κ0

γ

(
5− 2γ−2 + γ2

3

)
9

4π
ζ [3] (E.23)
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since
∫ 2π

0 cos2 θdθ =
∫ 2π

0 sin2 θdθ = π, where we used the same change of variables with the calcu-
lation in the conductivity. Two right hand side in a matrix form is

κ2
0α

2

γ3

(
cη11 (γ) cη12 (γ)

cη21 (γ) cη22 (γ)

)(
a1

a2

)
(E.24)

where cηµν (γ) corresponds to the eq (E.21) with

X̄2
λλ1λ2λ3

→ X̄
(µ)
ij X̄

(ν)
ij

=
(
χµij (r) + χµij (r1)− χµij (r + r2)− χµij (r1 − r2)

)
×
(
χνij (r) + χνij (r1)− χνij (r + r2)− χνij (r1 − r2)

)
(E.25)

As a result, we get

κ0

γ

(
5− 2γ−2 + γ2

3

)( π
12

9
8π ζ [3]

)
=
κ2

0α
2

γ3

(
cη22 (γ) cη23 (γ)

cη32 (γ) cη33 (γ)

)(
a1

a2

)
(E.26)

and may invert to get the coefficients.
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