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Date of Degree: December, 2019

Title of Study: Seismic wave propagation, attenuation and scattering in porous

media across various scales

Major Field: Geology

Abstract:

The theory of poroelasticity describes the mechanics of fluid saturated deformable porous
solids. Poroelastic theory accurately model the seismic wave propagation in oil and gas
reservoirs with an extension to other porous medium e.g. living bones and soft tissues. The
poroelastic theory also incorporates the attenuation of energy caused by the relative motion
between solid and fluid excited by a point source perturbation.

First and foremost, this thesis presents a comprehensive description of seismic attenua-
tion in a viscoacoustic medium by using a fractional derivative approach. Representation of
attenuation by using a fractional derivative avoids the solution of augmented system repre-
sented by memory process i.e. convolution. In this thesis, a highly accurate time integration
scheme, known as rapid expansion method, with a spectral accuracy is implemented to solve
the viscoacoustic wave equation.

Next, this thesis describes the implementation of a high-order weight-adjusted discontin-
uous Galerkin (WADG) scheme for the numerical solution of two and three-dimensional (3D)
wave propagation problems in anisotropic porous media. The use of a penalty-based numerical
flux avoids the diagonalization of Jacobian matrices into polarized wave constituents necessary
when solving element-wise Riemann problems.

Additionally, a system of hyperbolic partial di↵erential equations describing Biot’s
poroelastic wave equation for quasi-static Poisseulle and potential flow is also introduced. To
incorporate e↵ects from micro-heterogeneities due to pores, we have used the Johnson-Koplik-
Dashen (JKD) model of dynamic permeability, which also account for frequency-dependent
viscous dissipation caused by wave-induced pore fluids.

Next, this thesis uses a model to quantify capillary e↵ects on velocity and attenuation.
Studies that have attempted to extend Biot’s poroelasticity to include capillary e↵ects found
changes in fast P-wave velocity of up to 5 % between the sonic and ultrasonic frequency ranges.
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Chapter I

Introduction

In Acoustics, we have sometimes to consider the incidence of aerial waves upon porous

bodies, in whose interstices some sort of aerial continuity is preserved...

John William Strutt (Lord Rayleigh)

1.1 Motivations

The work on physics of the wave propagation in the porous media was originally

motivated by the work of Dr. José M. Carcione [3] on pseudo-spectral modeling of 2D

poroelastic wave equation in an homogeneous media. The work by Carcione [3] discussed

the e↵ect of anisotropy on phase velocity and attenuation of a plane wave propagating in a

porous media. A rigorous study dealing with physics and mathematics of wave propagation

in 3D anisotropic porous media was completely lacking in the study presented by Carcione

[3]. additionally, the numerically solution of wave propagation in porous media presented by

Carcione [3] was carried out by using a low-order numerical scheme with an accuracy of 2nd

order in time and 4th order in space ([O(2, 4)]). This scheme was based on pseudo-spectral

method with spatial discretization based on the structured grid. The low-order scheme is

proned to numerical dissipation [6] and also structure grid based discretization lacks the

adaptivity to irregular domain geometry such as sea-floor surfaces, geological discontinuity

and undulated topography.

Consequent upon the study carried by Carcione [3], numerical scheme and compu-

tational modeling presented int this work was motivated by the work of Professor Lucas
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Wilcox [7] on modeling of wave propagation in coupled acoustic-elastic media using nodal

discontinuous Galerkin finite element method. Nodal discontinuous Galerkin method is a

high order accurate numerical scheme based on unstructured meshes, which discretize the

the irregular geometry of computational domain accurately. Numerical scheme presented by

The study carried out by [7] does not extend to anisotropic media naturally as the numerical

flux used is dependent on the eigenecomposition of the Jacobian matrices of the isotropic

wave equation and does not extend to generic medium. In this study, a method to obtain the

generic numerical scheme for an anisotropic medium is well derived and implemented for the

poroelastic wave equation.

A porous medium is made of solid matrix (skeleton of frame) and pervaded by an

interconnected network of pores filled with a single or multiphase fluid. Unlike the acoustic and

elastic medium, the wave propagation in porous medium is a complex and rich phenomena. A

first complete dynamic poroelastic model was proposed by Biot [8, 9, 10], wherein poroelastic

theory was proposed a a homogenized model of solid porous media containing the fluids with

an ability to move through the pore network. Though the Biot developed this model to

model the fluid-saturated rocks and soils but it has been also rigorously used in underwater

acoustics [11, 12] and modeling the wave propgation in in vivo bone [13].

Biot theory of poroelasticity predicts three types of wave; fast P wave, similar to

elastic P wave in which there is no relative displacement between solid and fluid: S wave

similar to elastic shear wave and slow P wave resulted due to large relative displacement

between solid and fluid. The energy of these waves are dependent on the viscosity of the

fluid, which a↵ects slow P wave more than fast P and S waves.

1.2 Previous work on computational dynamic poroelasticity

The first theory of poroelasticity was proposed by Darcy [14] where he measured the

flow of water in sand. Terzaghi [15] first brought the idea of porous medium by proposing the

concept of e↵ective stress for quasi-static deformation of fluid saturate soils. Subsequently,

Biot [16] first proposed general theory of quasi-static poroelasticity and then expanded it

to dynamic poroelasticity, also known as Biot’s theory, providing a general description of

mechanical behavior of poroelastic medium [8, 9, 10]. Since the advent of the Biot’s theory,

various numerical methods have been used to solve the poroelastic wave equations. A detailed
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review on the computational dynamic proelasticity is carried out by Carcione et al. [17].

The first study on computational porelasticity was carried by Garg [18] in 1D and using a

finite di↵erence method. Afterwards various finite di↵erence methods and pseudospectral

methods have been used to solve the poroelastic wave equations [19, 20, 21, 22]. The first

implementation of pseudo-speactram method to solve the anisotropic porous media was

carried out by [3]. To solve the poroelastic wave equation, the implementation of finite

element, boundary element and spectral element method (in time and frequency domain)

are carried out by Santos and Oreña [23], Attenborough et al. [24], Morency et al. [5]

and [25], respectively. The first implementation of finite volume based method is carried

out by Naumovich [26] by using a staggered grid approach. Naumovich [26] solved the

isotropic poroelastic wave equation in 3D using the rectilinear grids. Recently, Lemoine et al.

[27, 28] solved the poroelastic wave equation in orthotropic poroelastic media using a finite

volume method. In high-order regime de la Puente et al. has solved the 3D poroelastic wave

equation in time domain [4] using a local time-space discontinuous Galerkin (dG) method.

Recently, Dupuy [29] has also solved the 2D isotropic poroelastic wave equation in frequency

domain using a dG method. Additionally, various indirect methods were also used to solve in

inverse problem in the poroelastic medium, e.g. Buchanan and Gilbert [30] used the method

of numerical integration of contour integral to estimated the poroelastcic parameter in a

cancellous bone.

1.3 Contribution of this work

This work primarily solves the problem of wave propagation in the anisotropic porous

medium using the nodal discontinuous Galerkin finite element method in two and three

dimensions. The system are solved for frequency range varying from sonic (kHz) to ultrasonic

(MHz) ranges. These methods are of high-order accuracy and are applied to complicated

domain geometry. To incorporate the interface conditions a penalty flux, analogous Riemann

solver, is derived which gives the same accuracy as any Riemann solver. The implementation

of penalty flux resulted in a very e�cient numerical scheme and unlike Riemann solver can

be extended to anisotropic and heterogeneous media naturally. To address the e↵ect of

micro-heterogeneities, prominent at very high frequency simulation, a weight-adjusted mass

matrix method is derived. The weight -adjusted mass matrix is implement very e�ciently
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for a memory constrained computing architecture e.g. Graphic Processing Unit (GPU). To

the author’s knowledge this is the first use of nodal DG method to solve the poroelastic for

unstructured meshes (tetrahedral in this work) wave equation by using a penalty flux. The

accuracy of the solution was carried out in details by comparing it with existing results

In this work we also extended the physics of wave propagation for a porous media sat-

urated with multiphase phase fluid. This system is solved numerically using a pseudo-spectral

method to quantify the e↵ect of the capillary pressure on seismic velocities. Additionally, this

work is kicked of by studying the attenuation of wave energy in viscoelastic media using a frac-

tional Laplacian operator, which is solved by using a a very e�cient rapid-expansion-method

(REM).

In addition, several novel ideas were developed while studying the wave propagation

in porous media such as

1. A detailed derivation of well-posedness of poroelastic system is carried out by using a

charecterstic based approach.

2. Numerical sti↵ness due to presence of slow P wave is handled by implementing operator

splitting and unified numerical scheme. The deterioration in accuracy of the scheme

due to operator splitting was circumvented using the unified scheme by implementing a

more conservative criteria of time-steps depending the order of numerical scheme.

3. A broad-band system is derived to unify the low and high frequency Biot system using

a frequency dependent permeability.

4. A detailed numerical study of dependence of seismic velocity on capillary pressure is

carried out and validated by various experimental results available.

1.4 Outline of the chapters

The contents of this thesis work is organized as follows: Chapter 2 describes the seismic

attenuation in a a viscoelastic medium using fractional Laplacian, obtained by approximating

the relaxation of the medium with a time-dependent Kjartansson’s model [31]. Unlike

the conventional relaxation model e.g. Zener or Burger’s models [32], the model proposed

here does not result in an augmented system of relaxation variables. To solve the system
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numerically, we introduced a highly accurate and e�cient method of rapid-expansion-method

(REM) for numerical integration and pseudo-spectral method for fractional Laplacian. We

showed the accuracy method by comparing the numerical solution with analytical solution

and e�ciency of the method was shown by computing the solution for large model containing

a gas chimney.

Chapter 3 describes the formulation of governing partial di↵erential equations in

conservation form for a two-dimension anisotropic poroelastic medium. The wellposedness

of the system was proved by constructing a simultaneous symmetrizer and subsequently,

proving that rate of energy of system is bounded. This system was solved numerically using

a nodal discontinuous Galerkin finite element method with domain discretized by using the

triangles. The interface condition or (natural boundary conditions) is implemented using a

Lax-Friedrich flux. The sti↵ness of the system was handled by using a first-order operator

splitting method.

Chapter 4 describes the formulation of a symmetric governing partial di↵erential

equations in conservation form for a three-dimension anisotropic poroelastic medium. The

implementation of Lax-Friedrich as discussed in Chapter 3 requires computation of medium

velocity for each element, which is a computationally demanding. Additionally, the Lax-

Friedrich method is dissipative in nature. To overcome the drawbacks of Lax-Friedrich flux,

the numerical solution of 3D anisotropic poroelasticity was computed by deriving an energy-

stable a penalty flux. The penalty flux implements the interface condition (natural boundary

conditions) by penalizing a central flux. In this chapter, a method weight-adjusted mass

matrix was derived for poroelastic system to handle the micro-heterogeneities of sub-element

level. The sti↵ness of the system is addressed using 2nd order operator splitting approach

and also incorporated implicitly using a unified numerical scheme. Various computational

experiment such as convergence and stability of the scheme, validation against exiting solutions

and computation of solutions for various real-case scenarios are performed. The solution for a

very large reservoir models with undulated topography, discretized with tetrahedral elements,

are performed by implementing the scheme on a heterogeneous computing platform, formed

by CPU and GPUs.

Chapter 5 describes the formulation of poroelastic wave equation applicable for entire

frequency range (Hz - MHz). Studies presented in chapters 3 and 4 deal with the poroelsticity,
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which is applicable for low frequency regime defined by dominance of viscous forces over the

inertial forces. In this chapter a system of poroelasticity is presented by substituting the static

permeability with frequency dependent permeability also known as Johnson-Koplik-Dashen

model of permeability. The model obtained in this chapter is called as brad-band Biot’s

system. The Numerical scheme presented in the chapter 4 is also used to solve the braod-band

Biot’s system. Various computation experiments including the convergence and stability of

the numerical scheme is performed.

Chapter 6 describes the poroelasticity for an isotropic porous medium saturated with

two-phase fluids, wetting and non-wetting. The model describing this e↵ect is presented in

conservation form and solved numerically using a pseudo-spectral and 4th order Runge-Kutta

scheme to compute the spatial and time derivatives, respectively. A detailed study on

the e↵ects of capillary pressure on seismic velocities and attenuation is presented. Various

computational experiments in di↵erent frequency regimes for various values capillary pressures

are performed and studied.

Chapter 7 concludes the works in presented in the chapters 2-5 with an outline on

future line of works.
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Chapter II

Modeling the wave propagation in viscoacoustic media: An e�cient spectral approach in

time and space domain

2.1 Abstract

We present an e�cient and accurate modeling approach for wave propagation in

anelastic media, based on a fractional spatial di↵erential operator. The problem is solved with

the Fourier pseudo-spectral method in the spatial domain and the REM (rapid expansion

method) in the time domain, which, unlike the finite-di↵erence and pseudo-spectral methods,

o↵ers spectral accuracy. To show the accuracy of the scheme, an analytical solution in a

homogeneous anelastic medium is computed and compared with the numerical solution. We

present an example of wave propagation at a reservoir scale and show the e�ciency of the

algorithm against the conventional finite-di↵erence scheme. The new method, being spectral

in the time and space simultaneously, o↵ers a highly accurate and e�cient solution for wave

propagation in attenuating media.

Keywords— Fractional derivative, attenuation, wave propagation, spectral methods

2.2 Introduction

Seismic modeling is essential for various seismic processing steps, which spans from seismic

imaging to reservoir characterization. In the entire range of applications, seismic modeling must

follow two important criteria, accurate physics and numerical accuracy. It has been very common

to solve the second-order scalar wave equation using a finite-di↵erence approximation in the time
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and spatial domains for seismic imaging [33, 34, 35, 36] and inversion problem [37]. In these studies,

the authors did not consider to incorporate the attenuative nature of the medium, which accounts

for the anelastic e↵ect present in the subsurface.

[38, 39] have modeled the attenuation e↵ect on wave propagation by using memory variables.

The wave propagation results in an augmented system of partial di↵erential equations defining

the evolution of these variables. On the other hand, [40] have solved the acoustic wave equation

in the frequency domain incorporating the e↵ects of attenuation, but this approach results into a

computationally intensive process as it is required to solve a Helmholtz equation for each frequency.

In another approach, [41] used the theory of [31] to solve the scalar acoustic wave equation

with the constraint of constant-Q at all frequencies. The e↵ect of Q is incorporated in the form

of a fractional power of the time derivative of the stress variable (�). Fractional time-derivative

of stress variable � at time t depends on all previous value of �. This is the memory property

of fractional derivative, describing the attenuation. Carcione et al. [41] have solved the integral

form of the fractional time-derivative [42] by using the Grünwald-Letinkov and a central-di↵erence

approximations with first and second order accuracy, respectively. The consistency, stability and

convergence of the scheme is discussed in detail in [43]. The approach adopted in [41] is accurate in

producing the desired e↵ect but it is computationally intensive and constrained by the order of the

accuracy.

To avoid the memory requirements of the fractional time operators, [44] introduced the

fractional Fourier pseudo-spectral method to compute Laplacian derivatives of non-integer order. This

approach implies anelastic attenuation and velocity dispersion when implemented in wave equations.

Following this methodology, Carcione and co-workers simulated constant-Q wave propagation in a

series of papers (e.g., [45, 46]). In these works, authors use second-order finite-di↵erence scheme

in time to solve the time derivatives. Here, we solve the time evolution with the spectral rapid

expansion method (REM) [47], so that the solution is fully spectral, in the time and space domains,

thus improving the accuracy and the computer e�ciency.

2.3 Constant-Q medium

The constant-Q model [31] is based on a creep function of the form t2� , where t is time and

� ⌧ 1. Kjartansson model is completely described by two parameters, namely the phase velocity

at a reference frequency and Q. Thus, it is much simpler than any constant-Q model, such as, for

instance, the Kelvin-Voigt and Zener models [38, 39, 48] and mainly used in its frequency domain

form. The relaxation function  (t) for constants-Q model is given by [31]

8



 (t) =
M0

�(1� 2�)

✓
t

t0

◆��

H(t) , (2.1)

where M0 is a reference bulk modulus, � is the Euler Gamma function, t0 is a reference

time, � is a non-dimensional parameter and H(t) is the Heaviside function.

To derive the wave equation and its analytical solution in lossy media it is essential to have

the complex modulus M(!) for relaxation function given in equation (2.1). Following [32, p. 72],

M(!) can be expressed as

M(!) = F [@t (!)] , (2.2)

where F represent the Fourier transform and @t the time derivative.

The modulus, M(!) is given by [31]

M(!) = M0

✓
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◆2�
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2

⇡
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Q
(2.3)

where !0 = 1/t0 is reference frequency, i =
p
�1, and the reference modulus M0 is expressed as

M0 = ⇢c2 cos2
✓
1

2
arctan

1

Q

◆
, (2.4)

where ⇢ and c are the mass density and phase velocity, respectively [32, p. 100].

In lossy media, the stress variable (�) is related to the time history of the strain (✏) via a

convolution operator,

�(x, t) =  (t) ⇤ @t✏(x, t) , (2.5)

where the symbol “⇤” denotes time convolution. The frequency-domain representation of equation

(2.5) is

F [�(x,!)] = M(!)F [✏(x,!)] . (2.6)

Combining equations (2.5), (2.6) and Newton’s second law of motion, [32, p. 101] derived the wave
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equation in a lossy medium as

@�t �(x, t) = ⇢
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1
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◆
and � = 2� 2�.

Equation (2.7) has a fractional power in the time derivative term, which imposes a problem

while computing the numerical solution because it requires to store the solution at all the previous

time steps to compute the solution at the current time step [49, 41, 50]. To circumvent this

computational issue, [44] proposed an anelastic wave equation for constant-Q, equivalent to equation

(2.7), but with spatial fractional derivatives. The acoustic wave equation for uniform-density medium

is given by [44],

@2t �(x, t) = !2�2�
0 c2�(@2x + @2z )

��(x, t) + f(x, z, t), (2.8)

where f(x, z, t) is the forcing function and � (1  �  2) defines the extent of attenuation in the

medium.

The equivalence between equation (2.7) and equation (2.8) can be easily proven by performing

the dispersion analysis of a plane wave [44]. The constant Q�model shown by equation (2.8) provides

the liberty of choosing the Q value in a direct way, unlike the models presented by [38, 39, 48],

where Q values are computed by relaxation times of the material.

2.4 Numerical Scheme

2.4.1 Computation of Fractional Laplacian

To compute spatial derivatives with a fractional power in equation (2.8), a generalized form

of pseudo-spectral method is used [51, 44] and expressed as

(@2x + @2z )
��(x, t) = FFT2D�1

h
(�1)�(k2x + k2z)

�FFT2D (�(x, t)
i
, (2.9)

where FFT2D(2D�1) are forward (inverse) Fourier operator and k (kx, kz) is wavenumber vector.

In the present study, we have used direct-grid pseudo-spectral method to compute the

spatial derivatives, which is a reasonable choice as equation (2.8) is scalar in nature. Unlike any

finite-di↵erence scheme, the pseudo-spectral method provides the optimal spatial accuracy for a

given grid size, which substantially reduces the numerical errors such as grid dispersion. In addition
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to the pseudo-spectral method, spectral finite element method (SPECFEM) can also be used.

The SPECFEM will provide better accuracy for complex geometries, but it comes with an aided

computational complexity. Finally, the finite volume method (FVM) is also successfully used to

compute the spatial-derivative with integer power [52], but extension of this method to compute the

spatial operator with fractional power is not trivial. The FVM, being a low order method, is also

constrained by its accuracy.

The implementation of direct-grid method for the heterogeneous form of equation (2.8) will

produce the Nyquist error due to FFT operators being global in nature. To circumvent the Nyquist

error in numerical solution, [53] proposed staggered-grid pseudo-spectral method to compute the

spatial derivatives. In staggered-grid pseudo-spectral method, the spatial derivatives are computed

at half-grid points using the even-based Fourier transform.

2.4.2 Computation of time derivative

The spatial derivative in equations (2.8) is computed by using the pseudospectral method,

which provides very high accuracy and reduces numerical artifacts, resulting due to grid dispersion

[54, 55]. The high order accuracy of the pseudo-spectral method causes the total accuracy of the

numerical scheme (in the time and the space domain) to be dependent on the accuracy of the time

integration scheme. To achieve the high accuracy of the numerical scheme in the space and time

domain simultaneously, it is essential to increase the accuracy of the time integration scheme.

It is not obvious to achieve the high order accuracy in computation of the time derivative

and thus, the accuracy is confined to 2nd order (using the finite-di↵erence scheme), while modeling

the acoustic [36, 33, 56] and the viscoacoustic [44] wave propagation. In these studies, second-order

finite-di↵erence approximations were used for time operator, but a high-accuracy and high-order

approximations, such as 4th order finite-di↵erence scheme and pseudo-spectral schemes, are used for

spatial operators. These approximation of time derivative operator can introduce the numerical

error, resulting into the distortion of the shape of the wavelet and grid dispersion, especially, while

using the 4th order finite-di↵erence spatial operator. To avoid these numerical errors, a small time

step (�t) must be taken, which in turn reduces the e�ciency of the numerical scheme. Thus,

combination of pseudo-spectral method (for the spatial derivative) and low-order finite-di↵erence

method (for the time derivatives) becomes slow while performing large-scale and high-frequency

seismic modeling. Further, various improvements through the finite-di↵erence scheme were proposed

to alleviate the accuracy of time-derivative operator [34, 57, 58] but these schemes are based on the

trade-o↵ between e�ciency and accuracy.
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[59] proposed the rapid expansion method (REM) to compute the time integration more

accurately and e�ciently. Based on the work of [60], wherein a Chebyshev approximation for time

marching is used, [59] incorporated Chebyshev approximation of cosine operator (appears in the

solution of wave equation) in REM. To achieve the computational e�ciency from one-step REM

proposed by [59], [47] exploited the recursive property of Chebyshev polynomials and proved the

e�ciency and accuracy of seismic modeling. Following [47], we will derive the REM for equation

(2.8). Fourier transform of equation (2.8) can be written as

@2�̂(kx, kz, t)

@t2
= �

⇣
!2�2�
0 c2�(�1)��1

�
k2x + k2z

��⌘
�̂(kx, kz, t), (2.10)

where �̂(kx, kz, t) = FFT2D(�(x, z, t)).

Using the correspondence principle [32, p. 145–146], the solution of equation (2.10) can be

written as [47, 61]

�(t+�t) = ��(t��t) + 2 cos(��t)�(t), (2.11)

where �2 = !2�2�
0 c2�(�1)��1

�
k2x + k2z

��
.

In order to derive an e�cient numerical scheme, it is required that �2 can be written as summations

of multiplication of functions of x [f(x)] and wave vector k [h(k)]. Thus �2 is expressed as

�2 =
X

j

fj(~x)hj(~k). (2.12)

Equation (2.12) ensures that �2� =
P

j fj(~x)FFT
�1(hj(~k)FFT(�)) and is satisfied by

equation (2.10). Thus, our ultimate objective is to expedite the computation of cosine term in

equation (2.8).

The cosine function in equation (2.11) can be expressed as [59]

cos(��t) =
MX

k=0

C2kJ2k(R�t)L2k

✓
i�

R

◆
, (2.13)

where C2k are expansion coe�cients with C0 = 1, C2k = 2 for k > 0. J2k represents the Bessel’s

function of order 2k and L2k(z) are modified Chebyshev polynomials. R is the parameters defining

the criteria for truncating the summation in equation (2.13). In addition to this, R also conditions

the L2k in such a way that arguments of L2k falls in [�1, 1], which is a strict requirement for
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Figure 2.1: (a) Phase velocity and (b) attenuation factor corresponding to Q = 30.

computation of Chebyshev polynomials. R is equal to the maximum eigenvalue of operator � and
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given as

R = !1��
0 c�max(�1)(��1)/2

s⇣ ⇡

�x

⌘2
+
⇣ ⇡

�z

⌘2��
, (2.14)

where cmax is maximum velocity and �x and �z are spatial grid size. R evaluated from equation

(2.14) is complex thus, an absolute value of R is to be considered during numerical implementation.

The sum in equation (2.13) converges exponentially for M > �tR [62], also presented in A.1.

Though, we are free to choose any value of �t but selection of �t will decide the number of terms

required to converge the summation in equation (2.13). Since cosine is an even function so equation

(2.13) contains only even polynomials and thus, recursive property of Chebyshev polynomials can

be used to compute the L2k(z) e�ciently. The L2k(z) can be written as

Lk+2(z) = 2(1 + 2z2)Lk(z)� Lk�2(z). (2.15)

Solution of equation (2.15) can be computed recursively with base conditions of L0(z) = 1 and

L2(z) = 1 + 2z2. The sequence of Chebyshev polynomials need to be computed at each time step of

wave propagation.

2.5 Results

We consider c = 2 km/s and !0 = 2000 Hz, representing the medium at an unrelaxed

frequency. The unrelaxed frequency is defined by the frequency at which phase velocity achieves

the maximum value. Alternatively, this can be also described by the fact that unrelaxed frequency

corresponds to the maximum value of relaxation function [32, pp. 90-91]. Figure 2.1 shows the phase

velocity and attenuation versus frequency computed for equation (2.8). The dispersion is significant,

with a velocity of 1.92 km/s at 15 Hz. Expressions for the phase velocity and the attenuation are

given in A.3. In subsequent simulations the reference frequency !0 = 2000 Hz is considered, to

produce the desired e↵ect of attenuation on wave propagation.

Figure 2.2 shows two snapshots at 500 ms, computed for Q = 5 (Figure 2.2a) and Q = 200

(Figure 2.2b). The simulation is based on a 200 ⇥ 200 mesh, with square grid of size 10 m. The

velocity of the medium, c = 2 km/s is assumed. Equation (2.8) is solved, using the pseudo-spectral

method to compute the spatial derivative, whereas the time stepping is performed using REM. A

2D point source (with a cylindrical spreading), multiplication of the Dirac function in space and the

Ricker wavelet with a dominant frequency of 15 Hz in time, is used as the forcing function [f(x, z, t)].
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Figure 2.2: Snapshots computed at 500 ms using rapid expansion method for (a) Q = 5 (b) Q = 200.

As postulated, the wavefront of the lossy case (Figure 2.2a) travels slower than the waverfront of

the quasi-elastic case (close to 2 km/s), shown in the Figure 2.2b.

Figure 2.3 represents the numerical simulation of equation (2.8), demonstrating the e↵ect

of spatially varying Q on wave propagation. Simulation parameters (except Q) are same as those

used in while generating the Figure 2.2. Figure 2.3 clearly reflects the e↵ect of Q on velocity and
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amplitude of the wave field. Wavefronts for Q = 10, 20, and 30 travel slower than those in the

quasi-elastic (almost no attenuation) case (Q = 200).

To prove the accuracy of the presented numerical scheme, we computed and compared the

analytical and numerical solutions of equation (2.8). An analytical solution of the equation (2.8)

is derived by adopting the approach of [50] and shown in A.2. To compute the analytical and

numerical solution, we use following forcing function,

f(t) =

✓
a� 1

2

◆
exp(�a), a =


⇡(t� ts)

tp

�
, (2.16)

where tp is period of wave and ts = 1.4tp represents delay in source. To compute the analytical

solution, a frequency domain representation of equation(2.16) is required, which is expressed as

F (!) =

✓
tpp
⇡

◆
ā exp(�ā� i!ts), ā =

✓
!

!p

◆2

, !p =
2⇡

tp
. (2.17)
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Figure 2.3: A comparison between the analytical (solid line) and numerical (dots) solutions computed at
Q = 5. The stress field (�) is computed at an o↵set of 60 m.
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Figure 2.4: Snapshots computed at 700 ms for variable velocity and constant density medium separated
by an interface (equation using rapid expansion method for (a) Q = 5 (b) Q = 40.
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Figure 2.4 represents a comparison between the analytical and the numerical solutions of

equation (2.8) for Q = 5. The analytical and numerical solutions are computed at an o↵set of 60 m

for a source with dominant frequency of 15 Hz and velocity c = 1527m/s. Figure 2.4 clearly shows a

good agreement between the numerical and analytical solution with an L2-norm error of 0.4%.

Figure 2.5 represents the snapshot of wave field, computed by solving the equation (2.8)

in an attenuative heterogeneous medium, comprising two layers of di↵erent velocity. Figure 2.5a

and 2.5b represent the snapshot of wavefield at 700 ms for Q = 5 and Q = 40, respectively. The

simulation is based on 400 ⇥ 400 mesh with grid size of 10 m. The time response of forcing function

is a Ricker wavelet with the dominant frequency of 18 Hz. The velocity (c) of top and bottom

layer is 1.5 km/s and 2.0 km/s respectively. The phenomena of the velocity varying with Q is very

clear; in more attenuating medium (Q = 5, Figure 2.5a) the traversed distance of wavefield is less in

comparison to the the less attenuating medium (Q = 40, Figure 2.5b).

In order to show the e�ciency of REM over second-order finite-di↵erence scheme, we com-

pared the number of the Laplacian calculation required in finite di↵erence and REM. In finite di↵er-

ence scheme, the time step for stable explicit-integration is computed using Courant–Friedrichs–Lewy

(CFL) condition. CFL condition is the necessary condition, ensuring the convergence and stability

of numerical solution, and also based on the fact that numerical speed

✓
�t

�x

◆
is always less than

the physical speed of the wave. The CFL condition is given as

↵ =
cmax�t

�x

 p

2

⇡

!
, (2.18)

where �t is time step, �x is grid size in space and cmax in maximum velocity.

For the finite-di↵erence scheme, the number of the Laplacian is computed by dividing the

maximum time of propagation (tmax) with time step (�t), whereas the number of the Laplacian

calculation for REM is > tmaxR/2. For the case shown in the Figure 5.5, the number of the

Laplacian calculation for the second-order finite-di↵erence (↵ = 0.2) and the REM is 349 and

311, respectively. As the propagation time and the domain size are very small, the di↵erence in

the number of the Laplacian computation is not substantial though for the long simulation, the

di↵erence is very evident and shown in the subsequent section of the paper.
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Figure 2.5: Large scale synthetic reservoir model with (a) P-wave velocity and (b) Q model

Numerical solution of the equation (2.8) is computed for a large synthetic reservoir model,

containing a gas chimney. The P-wave velocity (Figure 2.6a) and Q model (Figure 2.6b) is adopted

from [63]. In this model, the gas chimney is di↵erentiated from the surrounding by a low value of

velocity (Figure 2.6a) and Q(⇡ 15) (Figure 2.6b). The velocity and Q models comprise 398 and

161 grid points in the x- and the z-direction, respectively. The grid spacing in both the direction is

25 m (dx = dz). In the model, P-wave velocity varies from 1500 m/s (cmin) to 4500 m/s (cmax),

which guarantees a max frequency of propagation (cmin/2�x) to be bounded below by the 30

Hz. A Ricker point source of 18 Hz central frequency is used as a forcing function. Figure 2.7a

represents the snapshot of stress-field (�) at 1.5 s with the Q model (Figure 2.6b) incorporated in

the computation. To show the e↵ect of Q on the wave propagation, the numerical solution of the

equation (2.8) is also computed for a lossless medium. A lossless condition is achieved by considering
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� = 1 in the equation (2.8). Figure 2.7b represents the snapshot of the wave field at 1.5 s for the

lossless medium. A comparison between Figure 2.7a and 2.7b reflects the fact that the dispersion

due to the rheology of the model is incorporated accurately.

Figure 2.8a and 2.8b represent the shot gathers in a lossy (corresponding to simulation

shown in Figure 2.7a) and lossless (corresponding to simulation shown in Figure 2.7b) medium,

respectively. To show the e↵ect of Q on shot gathers, a comparison between amplitude spectra of

Figure 2.8a and 2.8b is shown the Figure 2.8c. Figure 2.8c clearly shows the e↵ect of attenuation

on the amplitudes. In Figure 2.8c, as expected, the e↵ect of attenuation is more evident at high

frequencies, which is reflected by the steeper rate of decay in amplitude in lossy case than in lossless

case. The dominant frequency is ⇡ 14.5 Hz for both the cases. Figure 2.8d represents a plot of

comparison between traces extracted at 250 m o↵set from the source. The e↵ect of attenuation is

clearly reflected in terms of amplitude and phases (a shift in time) between the traces.

Table 2.1: Number of Laplace calculations using second-order finite-di↵erence (FDL) and REM (REML),
with maximum time of propagation, tmax = 1.5 s

↵ Freq. (Hz) �x (m) �t (s) FDL REML

0.4 15.0 25.0 0.00217391 690 613
0.2 15.0 25.0 0.00434783 1380 613
0.4 45.0 15.0 0.00130435 1150 1022
0.2 45.0 15.0 0.00260870 2300 1022

A comparison between the number of the Laplacian calculation required for REM and the

finite-di↵erence scheme, is shown in Table 2.1. Table 2.1 proves the fact that for all cases of ↵ and

frequency, the REM is more e�cient than the second-order finite-di↵erence scheme.

A representative spectrogram (time-frequency) analysis of shot gathers, computed in the

lossy (Figure 2.9a) and the lossless media (Figure 2.9b), is shown in Figure 2.9. The spectrogram

essentially calculate the short-time Fourier transform of the trace resulting into the amplitude at

time-localized frequency. The basic reason behind these computation is to represent distribution of

the amplitude and phase (represented in term of time on y� axis) at a fixed time and for an entire

frequency range (x� axis).
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Figure 2.6: Shot gathers extracted from simulations shown in the Figure 7a and 7b. Shot gather in a (a)
lossy medium (b) lossless medium and (c) a comparison between normalized amplitude spectra of (a) and
(b), and (d) pressure seismograms at 250 m from the source location extracted for lossy and loss-less medium.
The wave equation involves a fractional power of the Laplacian for the lossy case.

Figure 2.9a and 2.9b represent the time-frequency analysis for a trace for an o↵set of 750 m
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in the lossy and the lossless media, respectively. It is worth to note that in a lossy media (Figure

2.9a) the onset of dominant power of the signal is delayed (> 0.4 s) in comparison to that in lossless

medium (Figure 2.9b), which starts at ⇡ 0.4 s. Thus, this time di↵erence also confirms with the

phase di↵erence in attenuative media, as reported by [44]. Figure 2.9a also shows that in lossy

media, the variation of the amplitude with the frequency and time is notable than in the lossless

media (Figure 2.9b).
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Figure 2.7: Wave field simulation for a reservoir model (a) Snapshot of the wave field at 1.5 s with Q� and
(b) wave field snapshot computed at 1.5 s with out Q� (lossless medium).
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2.6 Discussion

The implementation of the REM to compute the time derivative operator in equation (2.8),

provides freedom in choosing the size of time step �t (as shown in Figures 2.1-2.9) with an increased

accuracy in the numerical solution. The e�ciency along with accuracy achieved from the REM

will be very useful in various seismic imaging algorithms. In particular, the reverse time migration

(RTM) algorithm which requires two-way solutions of the wave equation.

In another in-line study, [64] computed the numerical solution for viscoacoustic equation,

described by the fractional space derivatives with constant�Q, using a low rank approximation

method [65]. The method of the low rank approximation does not impose any constraint on

the size of �t. [64] uses the constitutive equation of [66], which is based on approximation of

freezing-unfreezing theory of heterogeneous medium [67]. [66] approximated the wave equation in

the constant�Q medium using four Laplacians and two of them with the fractional order. Numerical

solution of such equations will require four 2D FFT operations at each time step. However, in

present study we just require two (one forward and one inverse) 2D-FFT operation at each time

step. Thus a comparison between the e�ciency of numerical scheme presented in this paper with

the study carried out by [64] will not be appropriate.

To show the e�ciency of the algorithm, we have analyzed the numerical scheme using the

approach of basic algorithmic-complexity [68]. To compute the spatial operator in 3D, we require six

runs of the FFT algorithm (three forward and three inverse). The computational complexity of one

run of the FFT algorithm is O(n log n), with n being the total number of nodes, used to discretized

the domain in x, y and z directions. Thus the time complexity (2D or 3D), for computation of

spatial derivatives is O(n log n). Any algorithm with the complexity of O(n log n) suggests that the

run time grows slowly as n increases in comparison to algorithms with exponential and quadratic

complexity. The time complexity for computing the time derivative is dominated by evaluation of

the modified Chebyshev polynomials in equation (2.13). Since, we have used the recursive approach

to compute the modified Chebyshev polynomials, the time complexity for the computation of the

time derivative would be O(M). Thus, at each time step, the total computational complexity would

be O(M) +O(n log n).

Figure 2.10 shows a comparison between the theoretical run time, described by O(M) +

O(n log n) and actual run time, computed for a 2D case. The run times are plotted against number

of grid points in one direction. The run times are computed on a single node machine, comprising

MacBookPro 2018 laptop with 8 cores and 2.3 GHz clock frequency.
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Figure 2.8: Spectrogram or time-frequency plot of shot gather in (a) lossy medium, (Figure 8a) (b) lossless
medium (Figure 8b). Spectrogram is computed for a trace at an o↵set of 750 m.
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Figure 2.9: A comparison between the theoretical and actual run time of the code written in the current
work.

The comparison clearly shows a very good agreement between the theoretical and actual

runtime, considering the fact that the code is not optimized, substantially.

As confirmed by Figure 2.10, it is concluded that the e�ciency of the presented numerical

scheme will be primarily dominated by the scalability of the FFT algorithm on a multinode

architecture with a distributed memory hierarchy. The FFT has been already proven to be a strong

scale algorithm [69], which guarantees strong scalability of the presented numerical scheme on a

multinode machine.
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Chapter III

A nodal discontinuous Galerkin finite element method for the poroelastic wave equation

3.1 Abstract

We use the nodal discontinuous Galerkin me-thod with a Lax-Friedrich flux to model the

wave propagation in transversely isotropic and poroelastic media. The e↵ect of dissipation due

to global fluid flow causes a sti↵ relaxation term, which is incorporated in the numerical scheme

through an operator splitting approach. The well-posedness of the poroelastic system is proved

by adopting an approach based on characteristic variables. An error analysis for a plane wave

propagating in poroelastic media shows a convergence rate of O(hn+1). Computational experiments

are shown for various combinations of homogeneous and heterogeneous poroelastic media.

Keywords— Waves, poroelasticity, Lax-Friedrich, attenuation, numerical flux

3.2 Introduction

The dynamics of fluid-saturated porous media is modeled by the poroelasticity theory,

pioneered by Maurice Biot and presented in a series of seminal work during the 1930s to 1960s [32].

Porous media acoustics, modeling the propagation of waves in a porous media saturated with a

fluid, is an important field of research in various science and engineering disciplines e.g., geophysics,

soil mechanics, medical science and civil engineering [70, 71]. In particular, in the exploration of

oil and gas reservoirs, the quantitative estimation of porosity and permeability of rocks is very

important to understand the direction of the fluid flow. In general, seismic modeling is performed

by approximating the medium as a single phase (solid or fluid). These approximations are described

by the acoustic [33, 34] and elastic [72, 73] rheologies and do not account for the loss of energy
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resulting from the fluid flow. To describe the wave propagation in the porous media, filled with

a single phase fluid with an ability to flow through pore networks, Biot proposed the theory of

poroelasticity [8, 9, 10].

Poroelasticity is a homogenized model of a porous medium, using linear elasticity (Hooke’s

law) to describe the solid (or skeleton) portion of the medium, linear compressible fluid dynamics

to represent the fluid portion, and Darcy’s law to model the flow through the pores. Thus, the

poroelastic wave equation combines the constitutive relations with the equations of conservation

of the momentum and Darcy’s law. The global fluid flow results into the dissipation of energy

due to the relative motion between the solid and fluid particles. Dissipation is incorporated in the

equations of motion through a frequency dependent viscodynamic operator ( (t)). The behavior

of the viscodynamic operator depends on the relaxation frequency (!c) [32] of the material. For

frequencies lower than the relaxation frequency,  (t) is independent of the frequency and compactly

supported. In the high frequency range (� !c) ,  (t) becomes frequency dependent and incorporated

in the equation of motion through convolution [3]. Our current work focuses on the poroleasticity

in the low-frequency range (< !c). This problem has already been solved by Carcione [3] using the

pseudo-spectral method.

Unlike the acoustic and elastic approximations, wave propagation in a porous medium is

a complex phenomenon. In poroelastic materials, three di↵erent types of waves appear: 1) A P

wave, similar to an elastic P wave, with in-phase relative motion between the solid and the fluid; (2)

A shear wave, similar to elastic S waves, and (3) A slow P wave or Biot’s mode with out-of-phase

relative motion between the solid and the fluid. Dissipation of energy in the poroelastic system,

caused by the relative motion between solid and fluid, causes very low attenuation (and velocity

dispersion) in the low-frequency range for P and S waves whereas a very strong e↵ect is seen in

the slow P wave [3, 32, 2]. Thus, propagation of the slow P wave can be seen as a di↵usion, which

attenuates very rapidly. The slow P wave propagates at di↵erent time scales than those the of P

and S waves, resulting in a sti↵ system of equations [2].

A wide variety of numerical methods have been used to solve the system of poroelastic wave

equations. A detailed review is presented by Carcione et al. [17]. Most of the methods presented in

this paper regard pseudospectral [2, 3], staggered pseudospectral [74] and finite-di↵erence methods

[18, 21] and are based on structured meshes. Santos and Oreña [23] used the finite-element method

to solve the poroelastic wave equation using quadrilateral meshes for spatial discretization. Recent

work on the numerical solution of orthotropic poroelasticity is reported by Lemoine et al [27], using

a finite-volume method on structured meshes. In our work, we develop a high-order discontinuous
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Galerkin (DG) method, which is well-suited for simulation of time-domain wave propagation,

due to their low dispersion and the ability to accommodate unstructured meshes [75], unlike the

finite-di↵erence method.

The time-domain wave propagation, described by a hyperbolic system of partial di↵erential

equations, can be solved with an explicit time integration scheme if a stability condition is used on

the time step length. In general, the finite element method, coupled with explicit time integrator,

requires the inversion of a global mass matrix. Spectral element methods avoids the inversion of

the global mass matrix for hexahedral elements by choosing the nodal basis function, resulting

in a diagonal mass matrix [76]. Inversion of the global mass matrix is avoided in the high order

DG method which produces locally invertible matrices. High order DG methods are often used for

seismic simulation (elastic approximation) through the use of simplicial meshes [77, 78, 79].

An inherent challenge in solving the poroelastic system is the treatment of the viscosity-

dependent dissipation term. The poroelastic system of equations has the form q̇ = Mq, where q is

the wave field vector and M is a propagation matrix. Since the system is dissipative, the eigenvalues

of M will have a negative real part. The fastest wave in the system will have a small real part

whereas the slowest mode (quasi-static) will have a large real part, making the di↵erential equation

sti↵. The sti↵ness is more apparent in the low-frequency regime, whereas in the high frequency

regime, separation between the time-scales of the dissipation term and the wave motion is small. The

sti↵ness can be handled in the the poroelastic system by using an implicit scheme for time integration

but this will not be a computationally e�cient approach. Nevertheless, the viscous term, responsible

for the quasi-static mode, is easy to solve analytically, which makes operator splitting a natural

choice to handle the sti↵ness. Carcione and Quiroga-Goode [2] solved the poroacoustic system with

operator splitting paired with the pseudo-spectral method. The operator splitting approach in a

DG method is also explored by de la Puente et al. [4] but to maintain the fast rate of convergence

they solved the system of low-frequency poroelastic wave equations (in stress-velocity form) in the

di↵usive limit by adopting a local space-time DG method [80]. The space-time DG method employs

an expensive local implicit time-integration scheme, based on the high-order derivatives (ADER)

of the polynomial approximation functions. de la Puente et al. [4] also used a weak form of the

numerical scheme in modal form, which requires smoothness on the test functions, generally suited

for the non-linear conservation laws. However, the weak and strong, used in this work, formulations

are mathematically equivalent but computationally very di↵erent.

In the same line of work, Dupuy et al. [29] solved the porolelastic wave equations in frequency

domain using the discontinuous Galerkin method. The system of equation is solved for displacement
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field variables, expressed by a set of second order partial di↵erential equations. Unlike the poroelastic

model used in here, Dupuy et al. [29] used a frequency dependent permeability to deal with the

entire frequency range in the numerical simulations. The rock physics model used by Dupuy et al.

[29] closely follows the work of Pride [81]. Discontinuous Galerkin method used in [29] employs a

central numerical flux. The central numerical flux is non-dissipative but makes the scheme unstable

in heterogenous media. The stability and convergence of the numerical scheme is not discussed

by Dupuy et al. [29]. The frequency-domain implementation circumvents the problem of sti↵ness

implicitly but at the cost of solving the system at each frequency.

In another study, [82] solved the system of poroelastic wave equations, expressed in the

strain-velocity formulation, using the upwind flux in an isotropic acoustic-poroelastic combination.

In DG methods, the flux is applied at the shared edges of elements to recover the global solution.

The application of upwind flux causes less dissipation but is more computer intensive as it requires

an eigenvalue decomposition of Jacobian matrices. The eigenvalues and eigenvectors of the Jacobian,

corresponding to a generic poroelastic medium is not trivial and poses a computational challenge.

Furthermore, the upwind flux for an anisotropic medium requires the rotation of eigenvectors along

normals of each edges of elements, although this can be avoided by using the Lax-Friedrich flux. To

justify the choice of the Lax-Friedrich flux, we use the claim of Cockburn and Shu [83], which states

that the particular choice of the flux does not play an important role for high order simulations.

Furthermore, this claim is also substantiated for the poroelastic system. (discussed in subsection

5.5).

In this work, we have used a Lax-Friedrich flux [6] which requires knowledge of the maximum

speed present in the system to stabilize the numerical scheme. We used a plane-wave approach to

compute the maximum speed. Unlike an upwind flux, Lax-Friedrich flux is very generic and can be

extended from an isotropic to an anisotropic medium. We have used the 4th-order accurate low

storage explicit Runge-Kutta scheme for time integration of the non-dissipative (i.e non-sti↵ part)

part of the system. The novelties of our approach are i) We use a coupled first-order low-frequency

poroelastic wave equation in conservation form for a transversely anisotropic media. ii) We prove

well-posedness of the poroelastic system. In the usual sense, well-posedness of the system admits

a unique solution of the system bounded in L2 of the boundary or forcing data. iii) We derive

a self-consistent DG strong formulation with a Lax-Friedrich flux. iv) We verify the method by

comparing the analytical and numerical solutions. v) We perform various computational experiments

to study the slow P wave in isotropic and anisotropic media.
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3.3 System of equations describing poroelastic wave equation in transversely

isotropic medium

In this section, we discuss Biot’s equations of poroelasticity but readers are advised to refer

to Biot’s original papers [8, 9, 10] and [32] for further detail.

3.3.1 Stress-strain relations

The constitutive equations for an inhomogeneous and transversely isotropic poroelastic

media is expressed as [3, 84]

@t⌧xx = cu11@xvx + cu13@zvz + ↵1M(@xqx + @zqz) + @ts11, (3.1)

@t⌧zz = cu13@xvx + cu33@zvz + ↵3M(@xqx + @zqz) + @ts33, (3.2)

@t⌧xz = cu55 (@zvx + @xvz) + @ts55,

(3.3)

@tp = �↵1M@xvx � ↵3M@zvz �M(@xqx + @zqz) + @tsf , (3.4)

where ⌧xx, ⌧zz and ⌧xz are the total stresses, p is fluid pressure, the v0s and q0s are the solid and fluid

(relative to solid) particle velocities, respectively, cuij , i, j = 1, ..., 6 are the undrained components of

the elastic sti↵ness tensor, M is an elastic modulus and ↵k, k = 1, 3 are Biot’s e↵ective coe�cients.

sij and sf are the solid and fluid forcing functions, respectively. The conventions are that @t, @x

and @z denote time derivative and spatial derivative operator in x and z directions, respectively.

The basic underlying assumption in estimating the coe�cients is that anisotropy of the porous solid

frame is caused by the directional arrangement of the grains. The undrained coe�cients cuij are

expressed in terms of drained coe�cients, cij , as

cu11 = c11 + ↵2
1M, (3.5)

cu33 = c33 + ↵2
3M, (3.6)

cu13 = c13 + ↵1↵3M, (3.7)

cu55 = c55. (3.8)

E↵ective coe�cients ↵ and modulus M are given by [32]

↵1 = 1� c11 + c12 + c13
3Ks

, (3.9)
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↵3 = 1� 2c13 + c33
3Ks

, (3.10)

M =
K2

s

D � (2c11 + c33 + 2c12 + 4c13)
, (3.11)

where Ks is the bulk modulus of the grains and

D = Ks(1� �+ �KsK
�1
f ), (3.12)

with Kf being the fluid bulk modulus and � the porosity.

3.3.2 Dynamical equations and Darcy’s law

The dynamic equations describing the wave propagation in a transversely isotropic heteroge-

neous porous medium, are given by [10, 32]

@x⌧xx + @z⌧xz = ⇢@tvx + ⇢f@tqx, (3.13)

@x⌧xz + @z⌧zz = ⇢@tvz + ⇢f@tqz, (3.14)

where ⇢ = (1 � �)⇢s + �⇢f is the bulk density, and ⇢s and ⇢f are the solid and fluid density,

respectively.

The generalized dynamic Darcy’s law, governing the fluid flow in an anisotropic porous

media, is expressed as [3]

�@xp = ⇢f@tvx +  1 ⇤ @tqx, (3.15)

�@zp = ⇢f@tvz +  3 ⇤ @tqz, (3.16)

where “ ⇤ ” denotes the time convolution operators and  i, i=1,3 are the time-dependent Biot’s

viscodynamic operator in the x and z directions. In the low frequency range, i.e., for frequencies

lower than !c = min

✓
⌘�

⇢fTii

◆
,  i can be expressed as

 i(t) = mi�(t) + (⌘/i)H(t), (3.17)

where mi = Ti⇢f/�, with Ti being the tortuosity, ⌘ the fluid viscosity, and 1 and 3 the principal

components of the global permeability tensor, while �(t) is Dirac’s function and H(t) the Heaviside
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step function. Substituting (3.17) in (3.15) and (3.16), we get

�@xp = ⇢f@tvx +m1@tqx +
⌘

1
qx, (3.18)

�@zp = ⇢f@tvz +m3@tqz +
⌘

1
qz. (3.19)

Equations (3.13), (3.14),(3.18) and (3.19) yield

@tvx = �(1)11 (@x⌧xx + @z⌧xz)� �(1)12

✓
@xp+

⌘

1
qx

◆
, (3.20)

@tvz = �(3)11 (@x⌧xz + @z⌧zz)� �(3)12

✓
@zp+

⌘

3
qz

◆
, (3.21)

@tqx = �(1)21 (@x⌧xx + @z⌧xz)� �(1)22

✓
@xp+

⌘

1
qx

◆
, (3.22)

@tqz = �(3)21 (@x⌧xz + @z⌧zz)� �(3)22

✓
@zp+

⌘

3
qz

◆
, (3.23)

where

2

4 �(k)11 �(k)12

�(k)21 �(k)22

3

5 = (⇢2f � ⇢mk)
�1

2

4 �mk ⇢f

⇢f �⇢

3

5 . (3.24)

3.3.3 Equations in a system form

To simplify the notation, we introduce a system form of the equations by combining equations

(3.1)-(3.4) and (3.20)-(3.23). The conservation form of the system of poroelastic wave equations is

@tq +r · (Aq) = Dq + f , (3.25)
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where q = [p ⌧xx ⌧zz ⌧xz vx vz qx qz]T , A = [A1 A2 A3] with

A1 =

2

66666666666666664

0 0 0 0 ↵1M 0 M 0

0 0 0 0 �cu11 0 �↵1M 0

0 0 0 0 �cu13 0 �↵3M 0

0 0 0 0 0 cu55 0 0

�(1)12 ��(1)11 0 0 0 0 0 0

0 0 0 ��(3)11 0 0 0 0

�(1)22 ��(1)21 0 0 0 0 0 0

0 0 0 ��(3)21 0 0 0 0

3

77777777777777775

, (3.26)

A2 =

2

66666666666666664

0 0 0 0 0 ↵3M 0 M

0 0 0 0 0 �cu13 0 �↵1M

0 0 0 0 0 �cu33 0 �↵3M

0 0 0 0 �cu55 0 0 0

0 0 0 ��(1)11 0 0 0 0

�(3)12 0 ��(3)11 0 0 0 0 0

0 0 0 ��(1)21 0 0 0 0

�322 0 ��(3)21 0 0 0 0 0

3

77777777777777775

, (3.27)

D =

2

66666666666666666666664

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0
��(1)12 ⌘

1
0

0 0 0 0 0 0 0
��(3)12 ⌘

3

0 0 0 0 0 0
��(1)22 ⌘

1
0

0 0 0 0 0 0 0
��(3)22 ⌘

3

3

77777777777777777777775

, (3.28)

and f = [@ts11 @ts33 @ts55 @tsf ]T is a forcing function. In this work, the forcing function is assumed

to be the product of a compactly supported function in space (specifically Dirac delta function) and
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Ricker wavelet in the time domain.

3.4 Well-posedness of the poroelastic system of equations

In the velocity-stress formulation, the governing equations describing the wave propagation

in a region ⌦ enclosed by its boundary @⌦ and filled with heterogeneous transversely isotropic

porous media, is expressed as

qt + @x (A1q) + @z (A2q) = Dq + f(t),

x = (x, z) 2 ⌦, t > 0,

q = h(x), x 2 ⌦, t = 0,

Bq = g(x, t), x 2 @⌦, t � 0.

(3.29)

To prove the well-posedness of the system (3.29), first, we seek a symmetrizer for A1 and A2. The

strain or potential energy of the poroelastic system is [32],

Es =
1

2
⌧
T
C⌧ , (3.30)

where ⌧ = [⌧xx ⌧zz ⌧xz p]T and C is a symmetric undrained compliance matrix,

C =

2

66666666666666664

C11 C12 0 C14

C12 C22 0 C24

0 0 C33 0

C14 C24 0 C44

3

77777777777777775

, (3.31)

where C11 =
c33

c11c33 � c213
, C12 = � c13

c11c33 � c213
, C14 =

↵1c33 � ↵3c13
c11c33 � c213

, C22 =
c11

c11c33 � c213
, C24 =

↵3c11 � ↵1c13
c11c33 � c213

, C33 =
1

c55
, and C44 =

↵3c11 � ↵1c13
c11c33 � c213

.
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The kinetic energy of the poroelastic system can be written as [32]

Ev =
1

2

⇥
⇢vT

v + 2⇢fq
T
v + q

T
fmqf

⇤
, (3.32)

where v = [vx vz]T , qf = [qx qz]T and m =

0

@ m1 0

0 m3

1

A. To construct a simultaneous symmetrizer

(H, a symmetric positive definite operator) for Jacobians A1 and A2, a block-diagonal matrix with

non-zero elements, being the Hessian of (3.30) and (3.32), is expressed as

H =

2

4 E11 0

0 E22

3

5 , (3.33)

where E11 = Hessian(Es) = �Es(p ⌧xx ⌧zz ⌧xz) and E22 = Hessian(Ev) = �Es(vx vz qx qz). Hence

E11.

E11 =

2

666664

e11 e12 e13 0

e21 e22 e23 0

e13 e23 e33 0

0 0 0 e44

3

777775

and

E22 =

2

666664

⇢ 0 ⇢f 0

0 ⇢ 0 ⇢f

⇢f 0 m1 0

0 ⇢f 0 m3

3

777775
,

where e11 =
↵3
1c33 + ↵2

3c11 � 2↵1↵3c13
c11c33 � c213

+
1

M
, e12 =

↵1c33 � ↵3c13
c11c33 � c213

, e13 =
↵3c11 � ↵1c13
c11c33 � c213

, e22 =

c33
c11c33 � c213

, e23 = � c13
c11c33 � c213

, e33 = � c13
c11c33 � c213

and e44 =
1

c55
.
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Applying H to A1, A2 and D yields

HA1 = eA1 =

2

66666666666666664

0 0 0 0 0 0 1 0

0 0 0 0 �1 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 �1 0 0

0 �1 0 0 0 0 0 0

0 0 0 �1 0 0 0 0

1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

3

77777777777777775

, (3.34)

HA2 = eA2 =

2

66666666666666664

0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0

0 0 0 0 0 �1 0 0

0 0 0 0 �1 0 0 0

0 0 0 �1 0 0 0 0

0 0 �1 0 0 0 0 0

0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0

3

77777777777777775

, (3.35)

HD = eD =

2

6666666666666666664

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 � ⌘

1
0

0 0 0 0 0 0 0 � ⌘

3

3

7777777777777777775

, (3.36)

where eA1 and eA2 are symmetric and eD is a negative semi-definite matrix. H is positive-definite

and symmetrizes A1 and A2. Thus well-posedness of (3.29) follows by energy estimate E(t), which
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is expressed as

E(t) =
1

2
q
THq. (3.37)

It su�ces to consider (3.29) for ⌘ = 0 and f = 0. Multiplying (3.29) with q
TH, integrating over ⌦

and using the divergence theorem, we recover,

dE(t)

dt
=

I

@⌦
q
T
A(n)q dx, (3.38)

where
H
@⌦ denotes the line integral over @⌦ and

A(n) =
2X

i=1

ni
eAi =

2

66666666666666664

0 0 0 0 0 0 n1 n2

0 0 0 0 �n1 0 0 0

0 0 0 0 0 �n2 0 0

0 0 0 0 �n2 �n1 0 0

0 �n1 0 �n2 0 0 0 0

0 0 �n2 �n1 0 0 0 0

n1 0 0 0 0 0 0 0

n2 0 0 0 0 0 0 0

3

77777777777777775

.

Since A(n) is symmetric, there exists an unitary matrix S(n) such that A(n) = S(n)T⇤S(n).

The expression for S and ⇤ are given as

S(n) =

2

666666666666666666664

0 0 � 1

n2

1

n2
0 0 0 0

0 �n2

n1
0 0 � n1

↵�

n1

↵�

n1

↵+
� n1

↵+

0 �n1

n2
0 0

n2

↵�
� n2

↵�

n2

↵+
� n2

↵+

0 1 0 0 ��n1 + n2

↵�
�n1 � n2

↵�

�n1 � n2

↵+
�n1 + n2

↵+

0 0 0 0 �1 �1 1 1

0 0 0 0 1 1 1 1

�n2

n1
0

n1

n2

n1

n2
0 0 0 0

1 0 1 1 0 0 0 0

3

777777777777777777775

,

where ⇤ = diag
h
�1 �2 �3 �4 �5 �6 �7 �8

i
=

diag
h
0 0� 1 1 �↵� ↵� �↵+ ↵+

i
with

↵± =
p
1± n1n2 .

The characteristic state vector R is expressed as

R(n) = S
T (n)q = [R1, R2, R3, R4, R5, R6, R7, R8]

T . (3.39)
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Thus we have

q
T
A(n)q = R

T⇤(n)R(n) =
8X

i=1

(�iR
2
i ). (3.40)

Substituting (3.40) in (3.38), we recover

dE(t)

dt
=

8X

i=1

ISi, ISi =

I

@⌦
(�iR

2
i ) dx. (3.41)

Equation (3.41) implies that the net rate of change of the energy with respect to time is estimated

by summing the surface integrals. Surface integrals for i = 4, 6, 8 contribute to the energy of the

system from the boundary. Surface integrals for i = 3, 5, 7 extract out the energy from the system, if

the integral is not zero. Thus R4, R6, R8 are incoming characteristics and R3, R5, R7 are outgoing

characteristics. For �1 = �2 = 0 there is no addition or subtraction of energy to the system thus,

characteristic variables R1, R2 are stationary characteristics. Since �3,�5, and �7 are negative,

dE(t)

dt

I

@⌦

(R2
4 + ↵�R

2
6 + ↵+R

2
8) dx, (3.42)

which implies that if a boundary condition is of the form

Bq =

2

664

s
T
4

s
T
6

s
T
8

3

775 q = g(x, t) =

2

664

g1(x, t)

g2(x, t)

g3(x, t)

3

775 and x 2 @⌦ , (3.43)

and we have

I

@⌦

(R2
4 + ↵�R

2
6 + ↵+R

2
8)  max(1,↵�,↵+)

 I

@⌦

q
T
s4s

T
4qdx

+

I

@⌦

q
T
s6s

T
6qdx+

I

@⌦

q
T
s8s

T
8qdx

!

= ↵

I

@⌦

|g(x, t)|2 dx = ↵G(t),

with ↵ = max(1,↵�,↵+).
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Thus we recover

dE(t)

dt
 G(t).

Integrating w.r.t. time yields

E(t) 
tZ

0

G(�)d�+ E(0)  E(0) + t max
�2[0,t]

G(�).

Alternatively,

Z

⌦

q
T (x, t)Hq(x, t) dx 

Z

@⌦

h
T (x)Hh(x)dx+ t

✓
max
�2[0,t]

G(�)

◆
. (3.44)

Equation (3.44) states that the energy of the system is bounded by the initial condition h(x, t) and

the boundary condition g(x, t), prescribed by (3.29).
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Figure 3.1: Eigenvalues of the propagator matrix M at 22 Hz.
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Table 3.1: Material properties for sandstone saturated with brine [2]

Properties Sandstone (Isotropic)

Ks (GPa) 40
⇢s (kg/m3) 2500

� 0.2
 (10�15 m2) 600
Kf (GPa) 2.5
⇢f (kg/m3) 1040

T1 3
T3 3

⌘ (10�3 Kg/m.s) 1
�
⇤ (m/s) 3800

⇤ computed in this study.

Thus, the poroelastic system of equation, defined by equation (3.29), is a well-posed problem.

This result is summarized in the theorem.

Theorem 1. Assume there exist a smooth solution to (3.29). If the boundary condition is given of

the form

Bq =

2

664

s
T
4

s
T
6

s
T
8

3

775 q = g(x, t) =

2

664

g1(x, t)

g2(x, t)

g3(x, t)

3

775 and x 2 @⌦ ,

then the IBVP (3.29) is well-posed and q satisfies the estimate

Z

⌦
q
T (t)Hq(t)dx 

Z
h
T (x)Hh(x)dx+ t max

�2[0,t]
G(�),

with

G(t) = ↵

I

@⌦
|g(x, t)|2dx, ↵ = max

x2@⌦
(1,↵+,↵�). (3.45)
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3.5 Numerical scheme

In absence of a forcing function, the poroelastic system of equations (3.25) can be expressed

as

qt = Mq, (3.46)

where M is the propagator matrix, containing the material properties and spatial derivative op-

erators. The eigenvalues of M come in conjugate pairs. For an inviscid pore fluid (⌘ = 0), the

eigenvalues of M lie along the imaginary axis, which implies the absence of dissipation from the

system. On the other hand, for the viscous pore fluid (⌘ 6= 0), the eigenvalues of M also contain

a negative real part. Furthermore, a substantial di↵erence between the magnitude of the real

part of eigenvalues of di↵erent wave modes in the system causes it to be sti↵. Figure 1 shows the

representative eigenvalues of (3.46) computed for an isotropic sandstone with material properties

given in Table 1. Sti↵ness in the system causes instabilities in explicit time integration schemes

unless a very small time step is used. Alternatively, an implicit time integration scheme can be an

unconditionally stable, but not e�cient for a linear hyperbolic system. Carcione and co-workers

have used an explicit approach in time operator splitting, also known as Godunov splitting or

fractional step [2, 3, 32], which separates the dissipative term from the conservation term at each

time step. In our work we solve the sti↵ (dissipative) part of the system analytically and the

non-sti↵ (conservation) part by using a nodal DG method, paired with a 4th-order low-storage

explicit Runge-Kutta scheme (LSERK) [6]. Equation (3.25) is split into sti↵ and non-sti↵ part as

follows:

Sti↵ part:

@tq = Dq. (3.47)

Non-sti↵ part:

@tq +r · (Aq) = f . (3.48)

At each time step, equation (3.47), which is a simple ordinary di↵erential equation, is solved

analytically [3] and these intermediate solutions are plugged into (3.48) as an initial solution. The

analytical solution of equation (3.47) is given in B.1. The numerical solution of (3.48) is computed
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(a) Bulk pressure at ⌘ = 0, fc = 22 Hz
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(b) Fluid pressure at ⌘ = 0, fc = 22 Hz
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(c) Bulk pressure at ⌘ = 0, fc = 22 Hz
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(d) Fluid pressure at ⌘ = 0, fc = 22 Hz

Figure 3.2: A comparison between the analytical and the numerical solutions, computed in a poroacoustic
media, at source-receiver o↵set of 250 m, and fc = 22 Hz, where (a) normalized bulk pressure (⌘ = 0), (b)
normalized fluid pressure, computed with (⌘ = 0), (c) normalized bulk pressure (⌘ 6= 0), and (d) normalized
fluid pressure, computed with (⌘ 6= 0).

using the nodal DG finite-element method, discussed next.

3.5.1 Nodal discontinuous Galerkin scheme for the poroelastic system

We consider that the domain ⌦ is Lipschitz and triangulated by Dk elements, where each

element Dk is the image of a reference element D̂ under the local mapping

x
k = �x̂, (3.49)
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Table 3.2: Material properties for several poroelastic media used in the examples [3, 4]

Properties Sandstone Epoxy-glass Sandstone Shale
(Orthotropic) (Orthotropic) (Isotropic) (Isotropic)

Ks (GPa) 80 40 40 7.6
⇢s (kg/m3) 2500 1815 2500 2210
c11 (GPa) 71.8 39.4 36 11.9
c12 (GPa) 3.2 1.2 12 3.96
c13 (GPa) 1.2 1.2 12 3.96
c33 (GPa) 53.4 13.1 36 11.9
c55 (GPa) 26.1 3 12 3.96

� 0.2 0.2 0.2 0.16
1 (10�15 m2) 600 600 600 100
3 (10�15 m2) 100 100 600 100

T1 2 2 2 2
T3 3.6 3.6 2 2

Kf (GPa) 2.5 2.5 2.5 2.5
⇢f (Kg/m3) 1040 1040 1040 1040

⌘ (10�3 Kg/m.s) 1 1 1 1
�
⇤ (m/s) 6000 5240 4250 2480

⇤ computed in this study.

where x
k and x̂ denote the physical and reference coordinates on Dk and D̂, respectively. The

approximate local solution over each element is expressed as

Vh(D
k) = �k � Vh(D̂), (3.50)

where Vh(Dk) and Vh(D̂) represent the approximation spaces for the physical and the reference

element, respectively.

The global solution space Vh(⌦h) is defined as the direct sum of the local approximation

spaces

Vh(⌦h) =
M

Dk

Vh(D
k). (3.51)

In this work, we take Vh(D̂) = PN (D̂), where PN (D̂) is the polynomial space of total degree N on

the reference element.

Let f be the face of element Dk with neighboring element Dk,+ and unit outward normal

vector n. Let u be a function which is discontinuous across the element interface. The interior value
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(a) Inviscid case(⌘ = 0)
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(b) Viscid case(⌘ 6= 0)

10-1 100

Mesh Size h (m)

10-6

10-4

10-2

100

102

R
e

la
tiv

e
 L

2
 e

rr
o

r 
in

 v
z

N = 1, O = 1.6838
N = 2, O = 1.9141
N = 3, O = 2.3925
N = 4, O = 2.6738

(c) Viscid case(⌘ 6= 0), fine �t

Figure 3.3: L2 error of the solid particle velocity (vz) (in a plane wave) as a function of the mesh size h
computed at N = 1, 2, 3 and 4 for (a) inviscid case ⌘ = 0, (b) viscid case ⌘ 6= 0, and (c) viscid case ⌘ 6= 0
with very fine �t.

u� and exterior value u+ on a face f of Dk are defined as

u� = u|f T
@Dk , u+ = u|f T

@Dk,+ .

Jump and average of a scalar function u over f is defined as

⇥⇥
u
⇤⇤
= u+ � u�,

��
u
  

=
u+ + u�

2
. (3.52)

The jump and average of a vector valued functions are computed component wise.
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The nodal DG scheme for (3.48) can be constructed by multiplying (3.48) with a basis

function p 2 PN (D̂) and integrating by parts twice

Z

Dk

⇣
@tqh +r · (Aqh)

⌘
· p dx

+

Z

@Dk
((Anqh)

⇤ � (Anqh)
�) · p dx

=

Z

Dk
f · p dx, (3.53)

where qh is the discretized solution, (An is the normal matrix defined on face f as An = n1A1+n2A2

and (Anqh)⇤ represents the numerical flux. Equation (3.53) represents the numerical scheme in

strong form [6, p. 22] and thus does not require any smoothness on the basis function p. To compute

the basis function p, we have utilized the nodal basis function approach, discussed in the following

section.

3.5.2 Nodal basis function

The discretized solution qh in (3.48) follows a component-wise expansion into Np = NDk

dof =

NDk

dof (N) nodal trial basis function of order N [6],

qh(x, t) =
M

Dk

NpX

n=1

q
Dk

h,n(t)pn(x). (3.54)

Here q
Dk

h,n indicates the local expansion of qh within element Dk, pn(x) is a set of 2-D Lagrange

polynomials associated with the nodal points, {xn}Np

n=1. The explicit expression for computing

the Lagrange polynomials in 2D space is not known, but can be constructed by expressing the

approximated solution in modal and nodal form, simultaneously. Expressing the q
Dk

h,n in modal and

nodal form simultaneously, yields

VT pn(x) = Pn(x), (3.55)

where V is the Vandermonde matrix of basis functions, used for approximating the modal form q
Dk

h,n

and Pn(x) is a 2D orthonormalized basis function, constructed from Jacobi polynomials.

We have used the warp and blend method [6] to determine the coordinates of the nodal

points in a triangle; for order N interpolation, there are Np =
(N + 1)(N + 2)

2
such nodes.
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3.5.3 Numerical flux

The numerical flux (Anqh)⇤ in (3.53) determines the unique solution at the shared edges

of two elements. In this paper, we use the Lax-Friedrich flux [52] to compute (Anqh)⇤. The

Lax-Friedrich flux is expressed as

(Anqh)
⇤ =

��
Anqh

  
+
�

2

⇥⇥
qh
⇤⇤
, (3.56)

where � is the maximum speed of the waves in the system. Substituting (3.56) into (3.53) and using

the identities in (3.52), we recover the local strong form of the semi-discrete DG scheme as

Z

Dk

⇣
@tqh +r · (Anqh)

⌘
· p dx

+

Z

@Dk

✓⇥⇥
Anqh

⇤⇤
+
�

2

⇥⇥
qh

⇤⇤◆
· p dx

=

Z

Dk
f · p dx. (3.57)

The global representation of (3.57) is obtained by summing the local form of the semi-discrete

DG scheme over all the elements in ⌦h, expressed as

X

Dk2⌦h

✓Z

Dk

⇣
@tqh + r · (Anqh)

⌘
· p dx

⌘

+

Z

@Dk

✓⇥⇥
Anqh

⇤⇤
+
�

2

⇥⇥
qh

⇤⇤◆
· p dx

=
X

Dk2⌦h

✓Z

Dk
f · p dx)

◆
. (3.58)

In order to compute �, the maximum speed of the wave in the system, we have used a

plane-wave approach [3]. A detailed formulation for computing � is given in B.2.

3.5.4 Boundary conditions

The top surface of the domain is modeled as a free surface by assuming that stress components

and pore-fluid pressure is zero,
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p = 0, �xx = 0, ⌧zz, ⌧xz = 0. (3.59)

The free surface boundary conditions are imposed by computing the numerical flux by modifying

the jump in stress variables, for example, the modified jump in variable ⌧xx is expressed as

⇥⇥
⌧xx

⇤⇤
= �2⌧�xx. (3.60)

The other boundaries are modeled as absorbing boundaries. The absorbing boundaries are

implemented as outflow boundaries by setting the flux (at the boundaries) equal to zero. We note

that more accurate absorbing conditions can be also imposed, for example perfectly matched layers

[85] but these implementation always come with the added computational cost.

3.5.5 Time discretization

In the present study, we have employed the low-storage explicit Runge-Kutta (LSERK)

method [83]. The LSERK method is a single-step method but comprises of five intermediate stages.

LSERK is preferred over other methods as it saves memory at the cost of computation time. A

stable CFL condition depending on the polynomial degree N is derived by Cockburn and Shu [83]

and employed here.

3.5.6 Variational crime

In many applications, the external forcing function f is considered as a point source or Dirac

function. A Dirac delta function is not L2 integrable and the term
R
Dk f · p dx in (3.57) may not

well defined. Thus we commit a variational crime while evaluating the f(x) = �(x� x0). A point

source approximation is numerically implemented as

X

Dk

Z

Dk
�(x� x0) · p =

Z

⌦
p · �(x� x0) = p(x0).

3.6 Computational experiments

In this section, we illustrate the accuracy of our numerical scheme by comparing the analytical

solution with the numerical solution and investigate the convergence. To check the accuracy between
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the numerical and the analytical solutions, we started our computational experiments with a

poroacoustic system [2], which is a simplified poroelastic system, obtained by setting the solid

rigidity to zero. Thus poroacoustic simulation only models the dilatational deformation. The

properties of a poroacoustic media have been used to to describe the kinematics of emulsions and

gels [86]. A system of equations describing the poroacoustic wave equation is given in B.3.

3.6.1 Poroacoustic medium: Comparison of analytical and numerical solutions

The analytical solution of a point source in a 2D homogeneous poroacoustic medium is given

by Carcione and Quiroga-Goode [2] and implemented here to evaluate the quality of the solution

obtained from our nodal DG scheme. The forcing function f is the product of Dirac’s delta in space

and Ricker’s wavelet in time, which is expressed as

f(t) = exp


�1

2
f2
c (t� t0)

2

�
cos[⇡fc(t� t0)], (3.61)

where fc is the source central frequency of the source and t0 = 3/fc is the wavelet delay.

Figure 3.2(a) and 3.2(b) present a comparison between the analytical and the numerical

solutions of the bulk and the fluid pressure, computed at 22 Hz for an inviscid case (⌘ = 0). We

have used a polynomial degree N = 4. Table 1 shows the material properties of the poroacoustic

medium used, an acoustic version of a brine saturated sandstone. Figure 3.2(a) and 3.2(b) show a

good agreement between solutions with an L2 error of 0.04 %. Figure 3.2(c) and 3.2(d) represent a

comparison between the solutions of the bulk and the fluid pressure, computed at 22 Hz for a viscid

case (⌘ 6= 0). Figure 3.2(c) and 3.2(d) show a good agreement with an L2 error of 0.05 %.

3.6.2 Poroelastic medium: Convergence test

An analytical solution for plane waves of the poroelastic system (3.25) is given by [32] and

[4]. We implemented the solution computed by de la Puente et al. [4] to test the convergence of the

numerical scheme in (3.57). The convergence analysis is performed in both regimes, non-sti↵ and

sti↵, with a periodic boundary condition. The convergence is computed for brine-filled (viscid and

inviscid) isotropic sandstone. The properties are given in Table 2. The CFL value is 0.4 for the

computation. Figure 3.3(a) shows a convergence plot of the L2 error of vz in the non-sti↵ regime.

The rate of convergence shows an order of O(hN+1). Figure 3.3(b) represents the convergence plot

of the L2 error of vz in the sti↵ regime. The convergence reported in Figure 3.3 are the minimum

rate of convergence. It is worth to note that the rate of convergence deteriorates due to the fact that
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operator splitting is a first-order accurate in time. For N = 1, the rate of convergence is ⇡ 2, which

is expected rate for a nodal DG scheme. For higher orders (N = 2, 3, 4) the convergence rate is

dominated by the accuracy of the time integration scheme. We also performed the convergence rate

for a very fine time step (�t), presented in Figure 3.3c, so that the operator splitting approach does

not destroy the h convergence rate of the DG operator. Though, the minimum convergence rate

improves over those in Figure 3.3b but it makes the computation very slow. The operator splitting

approach will not provide a very high-accuracy as the operators associated with the non-sti↵ system

[r ·A] and sti↵-system (D) do not commute. Thus, it is imperative to suggest that the reasonable

time step for the computation will be the maximum �t allowed by the standard nodal DG scheme

for the non-sti↵ case. However, in any case, the convergence rate is better than any low-order

scheme.

3.6.3 Homogeneous poroacoustic medium: Wave-field simulation

We use the properties of the poroacoustic medium described in Table 3.1, which represents a

brine-saturated sandstone. The Biot’s characteristic frequency for this medium is 18 kHz. Thus, the

system of equations (3.25) and the numerical scheme (3.57) used in this work is valid for a frequency

of the forcing function (f) less than 18 kHz. We have performed the simulations for the inviscid

(⌘ = 0) and viscid (⌘ 6= 0) cases at frequencies varying from the seismic to the sonic range. The

forcing function considered here is given in (3.61) and located at the center of the computational

domain.

Figure 3.4 shows the numerical results with a forcing function of central frequency (fc =

22 Hz). The size of the computational domain is 2.5 km⇥ 2.5 km. The minimum size of the edge

of the equilateral triangles, used to mesh the domain, is 20 m. Figure 5(a) and 5(b) represent the

snapshots of bulk and fluid pressures, respectively, computed at t = 0.36 s and ⌘ = 0 with a bulk

forcing function. The bulk forcing function assumes that the energy is partitioned between the solid

and fluid phases [2]. Figure 3.4(a) clearly shows both phases of P waves (fast and slow) whereas the

fluid pressure in Figure 3.4(b) is dominated by a slow P wave, being the amplitude of the fast P

wave very subtle. Since the results in Figure 3.4(a) and 3.4(b) are simulated for the inviscid case,

the slow P wave is not attenuated. Figure 3.4(c) and 3.4(d) represents the bulk and fluid pressures

at t = 0.36 s and ⌘ 6= 0. We remark that the slow P wave in Figure 3.4(c) and 3.4(d) attenuates

faster than those in Figure 3.4(a) and 3.4(b). This is in agreement with the physics of Biot’s theory,

which states that for !  !c, the slow P wave becomes a di↵usive mode due to the dominance of

viscous forces over the inertial forces.
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(a) Bulk pressure at ⌘ = 0, fc = 22 Hz
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(b) Fluid pressure at ⌘ = 0, fc = 22 Hz
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(c) Bulk pressure at ⌘ 6= 0, fc = 22 Hz
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Figure 3.4: Snapshots of (a) bulk pressure p (b) fluid pressure pf for the inviscid case (⌘ = 0), computed at
t = 0.36 s. Snapshots of (c) bulk pressure p (d) fluid pressure for viscid case (⌘ 6= 0), computed at t = 0.36 s.
The forcing function is a bulk source (energy is partitioned between solid and fluid) with a central frequency
of 22 Hz. Numerical solution is computed for a polynomial of order 4. Pf: Fast compressional wave, Ps: slow
wave (Biot mode).
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(a) Bulk pressure at ⌘ = 0, fc = 4.5 kHz
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(b) Fluid pressure at ⌘ = 0, fc = 4.5 kHz
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(c) Bulk pressure at ⌘ 6= 0, fc = 4.5 kHz
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(d) Fluid pressure at ⌘ 6= 0, fc = 4.5 kHz

Figure 3.5: Snapshots of (a) bulk pressure p (b) fluid pressure pf for the inviscid case (⌘ = 0), computed
at t = 1.2 ms. Snapshots of (c) bulk pressure p (d) fluid pressure for viscid case (⌘ 6= 0), computed at
t = 1.2 ms. The forcing function is bulk source (energy is partitioned between solid and fluid) with a central
frequency of 22 Hz. Numerical solution is computed for a polynomial of order 4. Pf: Fast compressional
wave, Ps: slow wave (Biot mode).

51



Figure 3.5 shows the numerical results for the same poroacoustic medium but with a forcing

function of central frequency (fc = 4.5 kHz). The size of the computational domain in this case

is 10 m⇥ 10 m. The minimum size of the mesh is 0.04 m. Figure 3.5(a) and 3.5(b) represent the

snapshots of the bulk and fluid pressures, respectively, computed at t = 1.2 ms and ⌘ = 0 with

a bulk forcing function. Figure 3.5(c) and 3.5(d) are the bulk and fluid pressures, respectively,

computed for a bulk forcing function at t = 1.2 ms and ⌘ 6= 0. The physical interpretation of Figure

5 is the same as that of the Figure 3.4, just at a di↵erent scale and the slow P wave propagates

faster than those seen in Figure 3.4. The dispersion analysis also shows a non-zero velocity of the

slow P wave at frequency 4.5 kHz [2].

3.6.4 Homogeneous poroelastic medium: Wave-field simulation

Here we illustrate the e↵ect of anisotropy in (3.25) using our numerical scheme. We have

considered, sandstone (orthotropic and isotropic), epoxy-glass and shale, brine filled, with the

material properties given in Table 3.2. In order to have a detailed insight into the results of a

poroelastic simulation, the energy velocity surfaces are computed for the materials with properties

described in Table 3.2, solving the eigenvalue problem expressed in (2.10) of B.2. The surfaces

include fast compressional, shear, and slow compressional waves with respect to azimuth. Figure

3.6a, 3.6b, 3.6c, and 3.6d show the energy velocities of the orthotropic sandstone, isotropic sandstone,

epoxy-glass, and shale, respectively. The geometry of the energy velocity surface always agrees with

the trajectory of the advancing wavefronts of the modes.

We have carried out numerical simulations with our scheme in order to compare with the

energy velocity surfaces. In the subsequent discussions the field represents the center of mass particle

velocity vector [87], which is expressed as

b = v +

✓
⇢f
⇢

◆
q. (3.62)

The forcing function, in the subsequent simulation is given in (3.61) with a nonzero force corre-

sponding to a vertical stress �zz and a fluid pressure p. The size of the computational domain is

18.25 m⇥ 18.25 m. The minimum edge length is 5 cm.

Figure 3.7(a)-(d) represents the x and z components of the center of mass particle velocity

of the orthotropic sandstone, where (a) and (b) correspond to the inviscid case (⌘ = 0), and (c)

and (d) to the viscid case (⌘ = 0). The central frequency of the forcing function is fc = 3730 Hz,

and the basis functions have a polynomial degree N = 4. The propagation time is 1.6 ms. Three
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(d) Isotropic shale

Figure 3.6: Energy velocity surface for ⌘ = 0, computed in a x � z plane for (a) orthotropic sandstone,
(b) isotropic sandstone, (c) epoxy-glass and (d) isotropic shale. The material properties are given in Ta-
ble 2. For homogenous media, the geometry of the energy velocity surfaces resembles the wavefronts of
the compressional, shear, and slow P waves. Vex and Vez are energy velocities in x� and z� directions,
respectively.

events can be clearly observed: the fast P mode (Pf, outer wavefront), the shear wave (S, middle

wavefront), and the slow P mode (Ps, inner wavefront). In the viscid case, the slow mode di↵uses

faster and the medium behaves almost as a single phase medium.

Figure 3.8(a)-(d) show the x� and z� components of the center of mass particle velocity

in an isotropic sandstone, where (a) and (b) correspond to the inviscid case (⌘ = 0), and (c) and

(d) to the viscid case (⌘ = 0). Figure 8 is produced with the same simulation parameters as those

in Figure 7 except that the propagation time is 2.2 ms. The physical significance of Figure 3.8 is
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the same as in Figure 3.7 except the fact that the radiation pattern is azimuthally invariant. The

trajectory of the wavefronts mimics the surfaces of the energy velocity presented in Figure 3.6(b).

Snapshots of the x� and z� components of the center of mass particle velocity in the

epoxy-glass porous medium are represented in Figure 3.9. Figures 3.9(a) and (b) correspond to

the inviscid case (⌘ = 0), and (c) and (d) to the viscid case (⌘ = 0). The central frequency is

fc = 3135 Hz. The propagation time is 1.9 ms. It is worth noting the cuspidal triangles of S and

Ps which is a typical phenomena in anisotropic materials. At 45o, the polarization of the Ps mode

wave is almost horizontal, which confirms the results shown in Figure 3(b) of [3].

3.6.5 Heterogeneous poroelastic medium: Wave-field simulation

With this last example, we illustrate the e↵ect of an interface between two porous media. A

two-layer model comprising shale and sandstone, both of them filled with brine, is constructed. The

size of the computational domain is 1400 m⇥ 1500 m in the x and z directions, respectively. The

minimum size of the edge of the triangular element, used to triangulate the domain, is 8 m. The

forcing function is located at (750 m, 900 m) The propagation time is 0.25 s. A Snapshot of the z

component of the center of mass particle velocity is represented in Figure 10 for an inviscid case

(⌘ = 0). Figure 3.10 clearly shows the direct, reflected, and transmitted wavefronts, corresponding

to all three modes. The slow P wave is more prominent in the shale.

To justify the choice of the flux, a comparison between the solutions, obtained from using

the Lax-Friedrich flux and the local Lax-Friedrich flux, is presented in Figure 3.11. In the local

Lax-Friedrich flux the � [in (3.57)] is selected locally and thus resulting into a less dissipative scheme.

The � for local Lax-Friedrich is computed as

� = max
�
��,�+

�
. (3.63)

Figure 3.11a and 3.11b show the comparison of solutions and residuals for bx and bz respectively,

obtained from the Lax-Friedrich and the local Lax-Friedrich flux. The model and material parameters,

used to compute the solutions in Figure 11, are same as that in Figure 3.10. The time history of

the solution is retrieved at a node with (x, z) = (900 m, 1100 m). The residuals plot in Figure 3.11,

magnified by a factor of ten, clearly shows that the choice of the flux does not make a significant

di↵erence. As a matter of fact, Cockburn and Shu [83] have also shown that the choice of the flux is

not important for higher-order simulations, as long as the scheme is stable. This indicates that as

the order of a simulation increases, the choice of numerical flux becomes less significant. This view
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Figure 3.7: Snapshots of the centre of mass particle velocity in orthotropic sandstone, computed at t =
1.6 ms, where (a) and (b) corresponds to ⌘ = 0, and (c) and (d) corresponds to ⌘ 6= 0. The central
frequency of the forcing function is 3730 Hz. The solution is computed for a polynomial of order 4. Pf: Fast
compressional wave, S: Shear wave, Ps: slow wave (Biot mode).

has lead to the simple and dissipative Lax-Friedrich (LF) flux being used within many DG methods.

Furthermore, The findings of Cockburn and Shu [83] are also substantiated by Wheatley et al. [88]
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Figure 3.8: Snapshots of the centre of mass particle velocity in isotropic sandstone, computed at t = 2.2 ms,
where (a) and (b) corresponds to ⌘ = 0, and (c) and (d) corresponds to ⌘ 6= 0. The central frequency of the
forcing function is 3730 Hz. The solution is computed for a polynomial of order 4. Pf: Fast compressional
wave, S: Shear wave, Ps: slow wave (Biot mode).

for a Magneto-hydrodynamic system.
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Figure 3.9: Snapshots of the centre of mass particle velocity in epoxy-glass, computed at t = 1.8 ms, where
(a) and (b) corresponds to ⌘ = 0, and (c) and (d) corresponds to ⌘ 6= 0. The central frequency of the forcing
function is 3730 Hz. The solution is computed for a polynomial of order 4. Pf: Fast compressional wave, S:
Shear wave, Ps: slow wave (Biot mode).

3.7 Discussion

We have developed a nodal DG-method-based approach to simulate poroelastic wave phe-

nomena and demonstrated its ability to generate correct solutions in both homogeneous and
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heterogeneous domains. We use the Lax-Friedrich flux, which extends from isotropic to an-

isotropic media naturally, unlike the upwind flux used in [82].
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Figure 3.10: Snapshot of the z-component of the centre of mass particle velocity in an inviscid (⌘ = 0)
heterogenous medium, computed at t = 0.25 s .The central frequency of the forcing function is 45 Hz. The
solution is computed for a polynomial of order 4. The star represents the location of the point source
perturbation. Pf: Direct fast compressional wave, S: Direct shear wave, Ps: Direct slow wave (Biot mode).

The poroelastic system has very complex Jacobian matrices, which pose a computational

challenge for the eigen-decomposition. Thus, the computation of the exact flux with such a complex

wave structure will be very expensive. The Lax-Friedrich flux is slightly more dissipative than the

upwind flux but the e↵ects of numerical dissipation is less prominent at high order [6, 78]. We

also compared the solutions obtained from global and local Lax-Friedrich flux and showed that

the choice of flux does not have significant e↵ects on the high-order simulations [83, 88]. Another

challenge is to circumvent the e↵ect of the sti↵ness, caused by strong dissipation at low frequencies.

In the present work, we address the sti↵ness by using a first-order operator splitting approach.

This operator deteriorates the convergence rate for a viscid case. We find that it works reasonably

well for all spatial orders tested, i.e., N = 1..4. Existing alternatives, include [4] who use a locally

implicit time integration scheme. Our scheme is simpler but fully explicit.
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Figure 3.11: A comparison between numerical solutions obtained from Lax-Friedrich and local Lax-Friedrich
flux, where (a) and (b) correspond to x and z components of normalized centre of mass particle velocity. The
time-history of the solution is recovered at receiver located in model, same as in Figure 10, with coordinates
(x, z) = (900 m, 1100 m). The residual between the solutions is magnified by the factor of 10.
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Chapter IV

A weight-adjusted discontinuous Galerkin method for the poroelastic wave equation: penalty fluxes

and micro-heterogeneities

4.1 Abstract

We introduce a high-order weight-adjusted discontinuous Galerkin (WADG) scheme for

the numerical solution of three-dimensional (3D) wave propagation problems in anisotropic porous

media. We use a coupled first-order symmetric stress-velocity formulation [27, 28]. Careful attention

is directed at (a) the derivation of an energy-stable penalty-based numerical flux, which o↵ers

high-order accuracy in presence of material discontinuities, and (b) proper treatment of micro-

heterogeneities (sub-element variations) in the numerical scheme. The use of a penalty-based

numerical flux avoids the diagonalization of Jacobian matrices into polarized wave constituents

necessary when solving element-wise Riemann problems. Micro-heterogeneities are accurately and

stably incorporated in the numerical scheme using easily-invertible weight-adjusted mass matrices

[89]. The convergence of the proposed numerical scheme is proven and verified by using convergence

studies against analytical plane wave solutions. The proposed method is also compared against an

existing implementation using the spectral element method to solve the poroelastic wave equation

[5].

Keywords— WADG, Mass matrix, DG, Energy

4.2 Introduction

Theories of poroelasticity deal with the physics of elastic wave propagation in porous

media. These physics are applicable where pore-filling materials are of interest, such as oil and gas
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exploration, gas hydrate detection, hydrogeology, seismic monitoring of CO2 storage, and medical

imaging. The most popular theory of poroelastic wave propagation was pioneered by Maurice Biot

[8, 10]. Biot obtained a dynamical system of equations describing wave propagation in a porous

medium, saturated with a single phase fluid with an ability to flow through the pore networks. Biot’s

system of equations is divided in two categories, based on the material’s characteristic frequency

(!c) [10, 2, 74], which describes the nature of fluid flow (laminar or non-laminar) induced by wave

motion. Biot’s theory of poroelasticity predicts two compressional waves, the fast P wave and slow

P wave, and one shear wave.

Biot’s theory of poroelasticity predicts two compressional waves (a fast P wave and slow

P wave) and one shear wave. In the fast P wave, the fluid and matrix are locked together and

move in-phase. This locking arises through the action of viscous or inertial forces which result from

wave-induced fluid flow. Viscous forces arise due to friction between the layers of the viscous fluid

(laminar flow), whereas inertial forces result from the momentum of the fluid flow (non-laminar flow).

The slow P wave results from relative motion between the fluid in the pores and the matrix. Biot’s

system of equations is divided in two categories based on the material’s characteristic frequency

(!c) [10, 2, 74], which describes the nature of fluid flow (laminar or non-laminar) induced by wave

motion. Due to the relative motion between the solid and the fluid, a pore boundary layer is formed.

The pore boundary layer is related to the viscous-skin depth, which is the distance where the fluid

particle velocity attains a certain percentage of its maximum value.

A major cause of energy dissipation in porous media is a dissipative (or drag) “memory”

force resulting from the relative motion between the solid skeleton and pore fluids. The dissipative

force is incorporated in the equations of motion through a time dependent viscodynamic operator

 (t). In the low-frequency regime, the dissipative force is linearly proportional to the relative

velocity between solid and fluid and  (t) is compactly supported. This occurs because the viscous

skin depth in the low-frequency regime is greater than the pore size, and thus does not form any

pore boundary layer. However, in the high frequency regime, the dominance of inertial forces

over viscous forces causes the formation of a pore boundary viscous layer. Thus, in principle, the

relaxation mechanism of the medium due to drag force is expressed as a memory kernel and  (t)

is incorporated into the equation of motion through a convolution operator [3]. Our current work

focuses on poroelasticity in the low-frequency regime (!c). In subsequent work, we will present

numerical methods for the broad-band Biot system based on the Johnson-Koplik-Dashen (JKD)

model of dynamic permeability [90], which will unify both the high and low frequency regime.

Numerical simulations of the poroelastic wave equation in the low-frequency regime have
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been previously explored in the literature. The first numerical simulations were performed using the

reflectivity method for flat layers [91, 92] and cylindrical structures [93]. Numerical simulation of

the poroelastic wave equation using direct or grid based methods, such as finite di↵erence (FD) and

pseudo-spectral (PS) methods, dates back to the 1970s [17]. Most of the methods presented in [17]

regard pseudospectral [2, 3], staggered pseudospectral [74] and finite-di↵erence methods [18, 21] and

are based on 2D structured meshes. Santos and Oreña [23] used a finite-element method to solve the

poroelastic wave equation (second-order form) using quadrilateral meshes for spatial discretization.

Recent work on the numerical solution of orthotropic poroelasticity is reported by Lemoine et al.

[27], using a finite-volume method on structured meshes.

In the present study, we introduce a high-order numerical scheme based on the discontinuous

Galerkin method to solve the 3D poroelastic wave equation on unstructured tetrahedral meshes.

High order methods provide one avenue towards improving fidelity in numerical simulations while

maintaining reasonable computational costs, and methods which can accommodate unstructured

meshes are desirable for problems with complex geometries. Among such methods, high order

discontinuous Galerkin (DG) methods are particularly well-suited to the solution of time-dependent

hyperbolic problems on modern computing architectures [6, 94]. The accuracy of high order methods

can be attributed in part to their low numerical dissipation and dispersion compared to low order

schemes [95]. This accuracy has made them advantageous for the simulation of electro-magnetic

and elastic wave propagation [6, 7].

Since the time-domain wave propagation is described by a hyperbolic system of partial

di↵erential equations, an explicit time integration can e�ciently be applied. The finite-element

methods, when coupled with an explicit time integrator, require the inversion of a global mass

matrix, unless special techniques, such as diagonal mass lumping, are applied. Spectral element

methods avoid the inversion of the global mass matrix for hexahedral elements by choosing nodal

basis functions, which are discretely orthogonal with respect to an under-integrated L2 inner product

and result in a diagonal mass matrix. In contrast, high order DG methods produce block diagonal

mass matrices, which are locally invertible. High order DG methods are often used for seismic

simulation (elastic approximation) through the use of simplicial meshes [77, 78, 79].

DG methods impose inter-element continuity of approximate solutions between elements

weakly through a numerical flux, of which several choices are common. de la Puente et al. [4] solved

the poroelastic wave equation using a local space-time DG method with a Rusanov type flux, which

tends to be dissipative. In another study, Ward et al. [82], derived an upwind flux by solving the

exact Riemann problem on inter-element boundaries for the 2D isotropic strain-velocity form of the
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poroelastic wave equations. Recently, Zhan et al. [96] also solved the poroelastic wave equation

in 3D (formulated in stress-velocity form) using an upwind flux by solving the exact Riemann

problem. The solution of Riemann problem requires diagonalization Jacobian matrices into polarized

waves constituents, which is a computationally intensive process for the poroelastic system and

does not extend naturally to anisotropic materials. Zhan et al. [96] addresses the complexity of

the diagonalization by reducing the rank of Jacobian matrices by using the method of generalized

wave impedances. Ye at al. [79] completely avoid the process of diagonalization for the coupled

acoustic-elastic wave equation by using a penalty flux based on natural boundary conditions. In

this study, we use a similar approach and derive an energy-stable penalty flux for the poroelastic

wave equations.

A poroelastic material is defined by the static acoustic properties of fluid, solid and frame

exclusively, e.g. fifteen physical properties are required to define an orthotropic medium. The spatial

scale of variability of these properties can range from macro (piece-wise constant approximations)

to micro-heterogeneities (sub-element variations) in the medium. Most high order methods for wave

equations on simplical meshes assume that material coe�cients are constant over each element.

However, if the media is such that material gradients are non-zero in interior of the an element,

piecewise constant approximations can yield inaccurate solutions [97]. This can be circumvented

by incorporating sub-element heterogeneities into weighted mass matrices, which recovers a highly

accurate and energy-stable DG method [98]. On tetrahedral meshes, this approach requires

precomputation and storage of inverses for each local mass matrix, which increases the storage cost

and data movement at high orders of approximations. Chan et al. [89] circumvented these storage

costs for elastic wave propagation by approximating weighted mass matrices with easily invertible

“weight-adjusted” approximations. We extend the same approach to the poroelastic wave equations,

where matrix-valued weight functions arise after symmetrization of the system.

In brief, the novelties of our approach are the following:

1. We obtain a consistent DG weak formulation for the poroelastic wave equations without the

diagonalization into polarized wave constituents required for upwind fluxes.

2. We introduce upwind-like dissipation through simple penalty terms in the numerical flux.

3. We implement an e�cient “weight-adjusted” approximate mass matrix to address micro-

heterogeneities at the sub-element level present in poroelastic materials.

4. We prove stability and high order accuracy of the proposed DG method.
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The method is presented for tetrahedral meshes but extends naturally to quadrilateral and

hexahedral meshes as well. The outline of the paper is as follows: Section 4.3 will discuss the system

of equations describing the poroelastic wave equation along with interface conditions. Section 4.4

presents an energy stable formulation with simple penalty fluxes for the symmetric hyperbolic

form of the poroelastic wave equations. Section 4.4 also discusses issues pertaining to storage and

inversion of local mass matrices for material coe�cients with micro-heterogeneities (sub-element

variations). Section 4.5 incorporates weight-adjusted approximations of weighted L2 inner products

and mass matrices with matrix-valued weights into DG discretizations of the poroelastic wave

equations. Finally, numerical results in Section 4.6 demonstrate the accuracy of this method for

several problems in linear poroelasticity.

4.3 System of equations describing porelastic waves

Biot’s theory describes wave propagation in a saturated porous medium i.e., a medium made

up of a solid matrix (the skeleton or frame) fully saturated with single phase fluid. Biot also assumed

that an infinitesimal transformation relates the reference and current states of deformation; thus

the displacement, strains, and particle velocity are small. The concept of infinitesimal deformation

allows the use of the Lagrangian and Hamilton’s principle to derive the equations governing the

propagation of waves in such a medium. In the following two subsections, we will review the

constitutive equations, and equations of motions for a poroelastic medium. Readers are advised to

refer to Biot’s original papers [8, 9, 10], work of Lemoine et al. [27, 28] and [32] for further detail.

For the following formulations, the variables specific to the poroelastic system are defined as

1. u = [u1, u2, u3] and U = [U1, U2, U3] are defined as displacement vectors of the solid and fluid

matrix, respectively. These vectors are defined with respect to an orthogonal set of axes as

denoted by the subscripts 1, 2 and 3.

2. w := � (U � u) represent relative motion fluid scaled by porosity �.

3. ⇣ := �r ·w represents the variation of fluid content.

4.3.1 Constitutive equations

Carcione [32, Ch. 7, p. 330] expresses the stress-strain relationship for an anisotropic poroe-

lastic material. Using the Einstein summation notation, constitutive equations for an inhomogeneous
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and anisotropic poroelastic medium are [27, 28]

⌧I = cuIJeJ �M↵I⇣, (4.1)

p = M (⇣ � ↵IeI) , (4.2)

where ⌧I is the Ith component of the total stress in poroelastic material, ordered as ⌧ = [⌧11, ⌧22, ⌧33, ⌧23,

⌧13, ⌧12]
T . cuIJ is the undrained elastic sti↵ness tensor of the solid matrix defined as cuIJ =

cIJ + ↵I↵JM , with cIJ denoting the components of the elastic sti↵ness tensor. eI is Ith component

of strain ordered as e = [✏11, ✏22, ✏33, 2✏23, 2✏13, 2✏12]
T with ✏ii =
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To derive the first-order velocity stress system, the relation between velocity and strain-rate

is expressed as
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(4.3)

where vs = [v1, v2, v3] is velocity of the solid matrix relative to the inertial frame and vf =

[q1, q2, q3] is the rate of the flow of the fluid relative to the matrix.

Now di↵erentiating (4.1) and (4.2) with respect to time and using (4.3), the rate of change
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of the stresses and fluid pressure are expressed as
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@v3
@x3

+ ↵3M
@q1
@x1

+ ↵3M
@q2
@x2

+ ↵3M
@q3
@x3

,

@⌧23
@t

= cu44
@v2
@x3

+ cu44
@v3
@x2

,

@⌧13
@t

= cu55
@v1
@x3

+ cu55
@v3
@x1

,

@⌧12
@t

= cu66
@v1
@x2

+ cu66
@v2
@x1

,

@p

@t
= �M

✓
↵1
@v1
@x1

+ ↵2
@v2
@x2

+ ↵3
@v3
@x3

+
@q1
@x1

+
@q2
@x2

+
@q3
@x3

◆
,

(4.4)

4.3.2 Dynamical equations and Darcy’s law

To build up the full set of wave equations, we require equations of motion which specify the

dynamics of fluid and solid with respect to stress gradients. To define the dynamics of solid for

anisotropic heterogeneous porous media, Newton’s second law with zero external forces (f = 0) is

used and expressed as [32, Ch. 7, pp. 339-340]

@⌧11
@x1

+
@⌧12
@x2

+
@⌧13
@x3

= ⇢
@v1
@t

+ ⇢f
@q1
@t

,

@⌧12
@x1

+
@⌧22
@x2

+
@⌧23
@x3

= ⇢
@v2
@t

+ ⇢f
@q2
@t

,

@⌧13
@x1

+
@⌧23
@x2

+
@⌧33
@x3

= ⇢
@v3
@t

+ ⇢f
@q3
@t

,

(4.5)

where ⇢ = (1 � �)⇢s + �⇢f is the bulk density, and ⇢s and ⇢f are the solid and fluid density,

respectively. To define the dynamics of confined fluid flow in a porous media, Biot used Darcy’s

law. The generalized dynamic Darcy’s law governing fluid flow in an anisotropic porous media, is
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expressed as [32, Ch. 7, pp. 339-340]

� @p

@x1
= ⇢f

@v1
@t

+  1(t) ⇤
@q1
@t

,

� @p

@x2
= ⇢f

@v2
@t

+  2(t) ⇤
@q2
@t

,

� @p

@x3
= ⇢f

@v3
@t

+  3(t) ⇤
@q3
@t

,

(4.6)

where  i, i = 1...3 are viscodynamic operators. Here, “ ⇤ ” represents the convolution operation in

time. In the low frequency range, i.e., for frequencies lower than !c = min

✓
⌘�

⇢fTii

◆
,  i can be

expressed as

 i(t) = mi�(t) + (⌘/i)H(t), (4.7)

where mi = Ti⇢f/�, with Ti being the tortuosity, ⌘ the fluid viscosity, and is principal components

of the global permeability tensor, while �(t) is Dirac’s function and H(t) the Heaviside step function.

The convolution operation in (4.6) represents the dissipation of energy due to fluid-flow induced by

the wave motion. As this work focuses on the low-frequency regime, the convolution is approximated

by viscosity-dependent damping terms, shown in (4.7).

Substituting (4.7) into (4.6) and using the convolution identity  i ⇤
@qi
@t

= qi ⇤
@ i

@t
, we get

� @p

@x1
= ⇢f

@v1
@t

+m1
@q1
@t

+
⌘

1
q1,

� @p

@x2
= ⇢f

@v2
@t

+m2
@q2
@t

+
⌘

2
q2,

� @p

@x3
= ⇢f

@v3
@t

+m3
@q3
@t

+
⌘

3
q3.

(4.8)
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Solving the system of equations in (4.5) and (4.8) for

✓
@qi
@t

and
@vi
@t

◆
for each i, we recover the

rate of change of solid and fluid velocity as

@v1
@t

=
m1

�1

✓
@⌧11
@x1

+
@⌧12
@x2

+
@⌧13
@x3

◆
+
⇢f
�1

@p

@x1
+

⇢f⌘

�11
q1,

@v2
@t

=
m2

�2

✓
@⌧12
@x1

+
@⌧22
@x2

+
@⌧23
@x3

◆
+
⇢f
�2

@p

@x2
+

⇢f⌘

�22
q2,

@v3
@t

=
m3

�3

✓
@⌧13
@x1

+
@⌧23
@x2

+
@⌧33
@x3

◆
+
⇢f
�3

@p

@x3
+

⇢f⌘

�33
q3,

@q1
@t

= �
⇢f
�1

✓
@⌧11
@x1

+
@⌧12
@x2

+
@⌧13
@x3

◆
� ⇢

�1

@p

@x1
� ⇢⌘

�11
q1,

@q2
@t

= �
⇢f
�2

✓
@⌧12
@x1

+
@⌧22
@x2

+
@⌧23
@x3

◆
� ⇢

�2

@p

@x2
� ⇢⌘

�22
q2,

@q3
@t

= �
⇢f
�3

✓
@⌧13
@x1

+
@⌧23
@x2

+
@⌧33
@x3

◆
� ⇢

�3

@p

@x3
� ⇢⌘

�33
q3,

(4.9)

where �i = ⇢mi � ⇢2f .

4.3.3 The system of equations in matrix form

To simplify notation, we introduce a matrix form of the system of equations which accounts

for anisotropy and heterogeneity. Combining (4.4) and (4.9) and adding an external forcing f to

the velocity components, we get

@Q

@t
+A

@Q

@x1
+B

@Q

@x2
+C

@Q

@x3
= DQ+ f , (4.10)

where

Q =
h
⌧11, ⌧22, ⌧33, ⌧23, ⌧13, ⌧12, p, v1, v2, v3, q1, q2, q3

iT
, A =

2

4 07⇥7 A11

A21 06⇥6

3

5 ,

B =

2

4 07⇥7 B11

B21 06⇥6

3

5 , C =

2

4 07⇥7 C11

C21 06⇥6

3

5 , and D =

2

4 07⇥7 06⇥7

06⇥7 D22

3

5 , with
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A11 = �

2

666666666666664

cu11 0 0 ↵1M 0 0

cu12 0 0 ↵2M 0 0

cu13 0 0 ↵3M 0 0

0 0 0 0 0 0

0 0 c55 0 0 0

0 c66 0 0 0 0

�M↵1 0 0 �M 0 0

3

777777777777775

, A21 = �

2

666666666666664

m1

�1
0 0 0 0 0

⇢f
�1

0 0 0 0 0
m2

�2
0

0 0 0 0
m3

�3
0 0

�
⇢f
�1

0 0 0 0 0 � ⇢

�1
0 0 0 0 0 �

⇢f
�2

0

0 0 0 0 �
⇢f
�3

0 0

3

777777777777775

,

B11 = �

2

666666666666664

0 cu12 0 0 ↵1M 0

0 cu22 0 0 ↵2M 0

0 cu33 0 0 ↵3M 0

0 0 c44 0 0 0

0 0 0 0 0 0

c66 0 0 0 0 0

0 �M↵2 0 0 �M 0

3

777777777777775

, B21 = �

2

666666666666664

0 0 0 0 0
m1

�1
0

0
m2

�2
0 0 0 0

⇢f
�2

0 0 0
m3

�3
0 0 0

0 0 0 0 0 �
⇢f
�1

0

0 �
⇢f
�2

0 0 0 0 0

0 0 0 �
⇢f
�3

0 0 0

3

777777777777775

,

C11 = �

2

666666666666664

0 0 cu13 0 0 ↵1M

0 0 cu23 0 0 ↵2M

0 0 cu33 0 0 ↵3M

0 0 c44 0 0 0

c55 0 0 0 0 0

0 0 0 0 0 0

0 0 �M↵3 0 0 �M

3

777777777777775

, C21 = �

2

666666666666664

0 0 0 0
m1

�1
0 0

0 0 0
m2

�2
0 0 0

0 0
m3

�3
0 0 0

⇢f
�3

0 0 0 0 �
⇢f
�1

0 0

0 0 0 �
⇢f
�2

0 0 0

0 0 �
⇢f
�3

0 0 0 � ⇢

�3

3

777777777777775

, and
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D22 =

2

666666666666664

0 0 0
⇢f⌘

�11
0 0

0 0 0 0
⇢f⌘

�22
0

0 0 0 0 0
⇢f⌘

�33
0 0 0 � ⇢⌘

�11
0 0

0 0 0 0 � ⇢⌘

�22
0

0 0 0 0 0 � ⇢⌘

�33

3

777777777777775

,

where f is the vector of forcing terms.

4.3.4 Symmetric form of system of poroelastic equations

To ensure the stability and convergence of the numerical scheme, we utilize a symmetric

form of (4.10). The symmetric form of (4.10) for velocity and stress is expressed as

Qs
@⌧

@t
=

dX

i=1

Ai
@v

@xi
, (4.11)

Qv
@v

@t
=

dX

i=1

A
T
i
@⌧

@xi
+Dv + f , (4.12)

where

Qs =

2

4
S S↵

↵
T
S

1

M
+↵

TS↵

3

5 , Qv =

2

666666666664

⇢ 0 0 ⇢f 0 0

0 ⇢ 0 0 ⇢f 0

0 0 ⇢ 0 0 ⇢f

⇢f 0 0 m1 0 0

0 ⇢f 0 0 m2 0

0 0 ⇢f 0 0 m3

3

777777777775

,

70



with

S =

2

66666666666666664

c11c33 � c213
c0

c213 � c12c33
c0

�c13
c1

0 0 0

c213 � c12c33
c0

c11c33 � c213
c0

�c13
c1

0 0 0

�c13
c1

�c13
c1

c11 + c12
c1

0 0 0

0 0 0
1

c55
0 0

0 0 0 0
1

c55
0

0 0 0 0 0
2

c11 � c12

3

77777777777777775

, ↵ =

2

666666666664

↵1

↵2

↵3

0

0

0

3

777777777775

,

where c0 = c11c33 � (c213), and ⌧ = [⌧11, ⌧22, ⌧33, ⌧23, ⌧13, ⌧12, p]T , v = [v1, v2, v3, q1, q2, q3]T ,

with

A1 =

2

666666666666664

1 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 1 0 0 0 0

0 0 0 �1 0 0

3

777777777777775

, A2 =

2

666666666666664

0 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 0 0 0 0 0

1 0 0 0 0 0

0 0 0 0 �1 0

3

777777777777775

,

A3 =

2

666666666666664

0 0 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 1 0 0 0 0

1 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 �1

3

777777777777775

, D =

2

6666666666666664

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 � ⌘

1
0 0

0 0 0 0 � ⌘

2
0

0 0 0 0 0 � ⌘

3

3

7777777777777775

.
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Explicit expressions for Q�1
s and Q

�1
v are given by

Q
�1
s =

2

666666666666664

c11 +M↵2
1 c12 +M↵1↵2 c13 +M↵1↵3 0 0 0 �M↵1

c12 +M↵1↵2 c11 +M↵2
2 c13 +M↵2↵3 0 0 0 �M↵2

c13 +M↵1↵3 c13 +M↵2↵3 c33 +M↵2
3 0 0 0 �M↵3

0 0 0 c55 0 0 0

0 0 0 0 c55 0 0

0 0 0 0 0
c11 � c12

2
0

�M↵1 �M↵2 �M↵3 0 0 0 M

3

777777777777775

,

Q
�1
v =

2

6666666666666666664

m1

⇢m1 � ⇢2f
0 0

�⇢f
⇢m1 � ⇢2f

0 0

0
m2

⇢m2 � ⇢2f
0 0

�⇢f
⇢m2 � ⇢2f

0

0 0
m3

⇢m3 � ⇢2f
0 0

�⇢f
⇢m3 � ⇢2f

�⇢f
⇢m1 � ⇢2f

0 0
⇢

⇢m1 � ⇢2f
0 0

0
�⇢f

⇢m2 � ⇢2f
0 0

⇢

⇢m2 � ⇢2f
0

0 0
�⇢f

⇢m3 � ⇢2f
0 0

⇢

⇢m3 � ⇢2f

3

7777777777777777775

.

The matrices Qs and Qv are Hessians of the potential and kinetic energy, respectively, computed

with respect to state variables in Q. Since the energy of the poroelastic system is quadratic

positive-definite [3], the Hessians (Qs, Qv) are symmetric positive-definite. We also assume the

Hessians are bounded as follows

0 < smin  u
T
Qs(x)u  smax < 1

0 < s̃min  u
T
Q

�1
s (x)u  s̃max < 1

0 < vmin  u
T
Qv(x)u  vmax < 1

0 < ṽmin  u
T
Q

�1
v (x)u  ṽmax < 1

for 8 x 2 Rd and 8 u 2 RNd . Note that in (3.9), the dissipation matrix D is negative-definite.

Using the expressions for Qs and Qv, the kinetic (K) and potential energy (V ) of the
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poroelastic system are expressed as

K =
1

2
⌧
T
Qs⌧ , V =

1

2
v
T
Qvv. (4.13)

4.4 An energy stable discontinuous Galerkin formulation for poroelastic wave

propgation

Energy stable discontinuous Galerkin methods for elastic wave propagation have been

constructed based on symmetric formulations of the elastodynamic equations [97], and it is straight-

forward to extend such discontinuous Galerkin formulations to the symmetric poroelastic system.

We assume that the domain ⌦ is exactly triangulated by a mesh ⌦h which consists of elements Dk

which are images of a reference element D̂ under the local a�ne mapping.

x
k = �kbx,

where x
k = {xk, yk} for d = 2 and x

k = {xk, yk, zk} for d = 3 denote the physical coordinates on

Dk and x̂ = {x̂, ŷ} for d = 2 and bx = {bx, by, bz} for d = 3 denote coordinates on the reference element.

We denote the determinant of the Jacobian of �k as J .

Solutions over each element Dk are approximated from a local approximation space Vh(Dk),

which is defined as composition of mapping �k and reference approximation space Vh( bD)

Vh(D
k) = Vh( bD) �

⇣
�k

⌘�1
.

Subsequently, the global approximation space Vh(⌦h) is defined as

Vh(⌦h) =
M

k

Vh(D
k).

In this work, we will take Vh( bD) = PN ( bD), with PN ( bD) being the space of polynomials of total

degree N on the reference simplex. In two dimensions, PN on a triangle is

PN ( bD) = {bxibyj , 0  i+ j  N},

and in three dimensions, PN on a tetrahedron is

PN ( bD) = {bxibyjbxk, 0  i+ j + k  N}.
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The L2 inner product and norm over Dk is represented as

(g,h) =

Z

Dk
g · h dx =

Z

D̂

⇣
g � �k

⌘
·
⇣
h � �k

⌘
J dx̂, ||g||2L2(⌦) = (g, g)L2(Dk),

where g and h are real vector-valued functions. Global L2 inner products and squared norms are

defined as the sum of local L2 inner products and squared norms over each elements. The L2 inner

product and norm over the boundary @Dk of an element are similarly defined as

hu,viL2(@Dk) =

Z

@Dk
u · v dx =

X

f2@Dk

Z

f̂
u · vJf dx̂, ||u||2L2(@Dk) = hu,ui ,

where Jf is the Jacobian of the mapping from a reference face f̂ to a physical face f of an element.

Let f be a face of an element Dk with neighboring element Dk,+ and unit outward normal

n. Let u be a function with discontinuities across element interfaces. We define the interior value

u� and exterior value u+ on face f of Dk

u� = u|f\@Dk , u+ = u|f\@Dk,+ .

The jump and average of a scalar function u 2 Vh(⌦h) over f are then defined as

JuK = u+ � u�,
��

u
  

=
u+ + u�

2
.

Jumps and averages of vector-valued functions u 2 Rm and and matrix-valued functions S̃ 2 Rm⇥n

are defined component-wise.

(JuK)i = JuiK, 1  i  m
⇣
JS̃K

⌘

ij
= JS̃K

We can now specify a DG formulation for poroelastic wave equation (4.10). The symmetric

hyperbolic system in (4.10) readily admits a DG formulation based on a penalty flux [99, 97]. For

74



the symmetric first order poroelastic wave equation, the DG formulation in strong form is given as

X

Dk2⌦h

✓
Qs

@⌧

@t
,h

◆

L2(Dk)

=
X

Dk2⌦h

0

@
 

dX

i=1

Ai
@v

@xi
,h

!

L2(Dk)

+

⌧
1

2
AnJvK + ↵⌧

2
AnA

T
n J⌧ K,h

�

L2(@Dk)

1

A

X

Dk2⌦h

✓
Qv

@v

@t
, g

◆

L2(Dk)

=
X

Dk2⌦h

  
dX

i=1

Ai
T @⌧

@xi
+ f , g

!

L2(Dk)

+

⌧
1

2
A

T
nJ⌧ K + ↵v

2
A

T
nAnJvK, g

�

L2(@Dk)

+ (Dv, g)

!
,

(4.14)

for all h, g 2 Vh(⌦h). Here, An is the normal matrix defined on a face f of an element

An =
dX

i=1

niAi =

2

666666666666664

nx 0 0 0 0 0

0 ny 0 0 0 0

0 0 nz 0 0 0

0 nz ny 0 0 0

nz 0 nx 0 0 0

ny nx 0 0 0 0

0 0 0 �nx �ny �nz

3

777777777777775

.

The factors ↵⌧ and ↵v are penalty parameters and defined on element interfaces. We

assume that ↵⌧ , ↵v � 0 and are piecewise constant over each shared face between two elements.

These penalty constants can be taken to be zero, which results in a non-dissipative central flux,

while ↵⌧ , ↵v > 0 results in energy dissipation similar to the upwind flux [6]. The stability of DG

formulations are independent of the magnitude of these penalty parameters. However, a naive choice

of these parameters will result in a sti↵er semi-discrete system of ODEs and necessitates a smaller

time under explicit time integration schemes. In this work, we take ↵⌧ ,↵v = O(1) unless stated

otherwise.

We note that for most DG formulations, the material parameters are expected to be present

in the numerical flux and in the penalty parameters ↵⌧ ,↵v. However, for the presented formulation,

the scheme is stable and high order accurate even when the penalty parameters are zero. The

di↵erence in the presented formulation is that the material data has been factored out onto the

mass matrix multiplying the time derivative. Multiplying by the inverse mass matrix incorporates

material parameters through an appropriate combination and scaling of the flux terms.

Remark. For several problems in Section 4.6, f is taken as a scaled point source perturbation or

75



Dirac delta function f(x) = �(x)�(x�x0) (with �(x) 2 R). In this setting, f is not L2 integrable

and thus (f , g)L2(Dk) may not be well-defined. In such cases, we commit a variation crime and

evaluate its contribution as

X

k

(�(x)�(x� x0), g)L2((Dk) =

Z

⌦
g · ��(x� x0)dx = g(x0) · �(x0)

4.4.1 Physical interpretation of central flux terms

Apart from providing the global solution of the system, the central flux terms corresponding

to the velocity (AnJvK) and the stress (AT
n J⌧ K) also enforce natural boundary conditions at the

interface between two poroelastic media. These conditions are related to the phenomena of reflection,

refraction, and di↵raction of waves in the presence of inhomogeneities and interfaces. The component-

wise expressions of the central flux terms AT
n J⌧ K and AnJvK correspond to

⌧
+
s · n� ⌧

�
s · n = 0, (4.15)

v
+ � v

� = 0, , (4.16)

q
+ · n� q

� · n = 0, (4.17)

p+ � p� = 0, (4.18)

where the “±” convention is determined by the outward interface normal, n. In this work, the outer

normal vector is assumed point in the direction of the “+” side of the interface.

The physical significance of the above conditions are:

1. (4.15) describes the continuity of traction across the interface.

2. (4.16) states that the medium across the interface stays intact.

3. (4.17) implies that all fluid entering the interface should exit the other side.

4. (4.18) assumes perfect hydraulic conductivity across the interface, providing continuity of

pore-fluid pressure.

These interface conditions are also consistent with the open-pore boundary conditions of [100, 101]

between two di↵erent poroelastic media.
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4.4.2 Boundary conditions

In many applications, the boundary condition for the top surface of a domain is assumed to

be a free surface (stress free), with the remaining surfaces taken to be absorbing boundaries. We

impose boundary conditions on the DG formulation by choosing appropriate exterior values which

result in modified boundary numerical fluxes. Boundary conditions on the normal component of the

stress can be imposed by noting that that the numerical flux contain the term JAT
n⌧ K = J eSnK with

eS =

2

666664

⌧11 ⌧12 ⌧13 0

⌧21 ⌧22 ⌧23 0

⌧31 ⌧32 ⌧33 0

0 0 0 p

3

777775
.

For a face which lies on the top surface of the domain, the free surface boundary or zero traction

boundary conditions can be imposed by setting

JAT
n⌧ K = J eSnK = �2 eS�

n = �2AT
n⌧

�, v
+ = v

� =) JvK = 0.

For problems which require the truncation of infinite or large domains, basic absorbing boundary

conditions can be imposed by setting

JAT
n⌧ K = J eSnK = � eS�

n = �A
T
n⌧

�, v
+ = 0 =) JvK = �v

�.

In addition to the above boundary conditions, more accurate absorbing boundary conditions can

be also imposed using perfectly matching layers (PML) [85] or high order absorbing boundary

conditions (HABC) [102, 103]. However, the implementation of such boundary conditions results in

an augmented system of PDEs which can become very expensive. For example, the implementation

of PML for the poroelastic wave equations results in a system of thirty PDEs [85].

In all cases, the boundary conditions are imposed by computing the numerical fluxes based

on the modified jumps. This imposition guarantees energy stability for free surface and absorbing

boundary conditions.

4.4.3 Energy stability

One can show that the DG formulation in (4.14) is energy stable in the absence of external

forces (f = 0), and free-surface and absorbing boundary conditions. Integrating by parts the velocity
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equation in (4.14) gives
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(4.19)

Taking (h, g) = (⌧ ,v) and adding both equations together yields
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where the term
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is the total energy of the system. Let �h denote the set of unique faces in ⌦h and let �⌧ , �abc

denote boundaries where free-surface and absorbing boundary conditions are imposed, respectively.

We separate surface terms into contributions from interior shared faces and from boundary faces.

On interior shared faces, we sum the contributions from the two adjacent elements to yield
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where v
T
Dv < 0, since D is a negative semi-definite matrix. For faces which lie on �⌧ , AT

n =

�2AT
n⌧

�, A
T
n

��
⌧
  

= 0 and JvK = 0 yielding
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Combining contributions from all faces and dissipation in the system yields the following result:

Theorem 2. The DG formulation in (4.14) is energy stable for ↵⌧ ,↵v � 0 such that
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Since Qs and Qv are positive definite, the left hand side of (5.29) is an L2-equivalent norm

on (⌧ ,v) and Theorem 1 implies that magnitude of the DG solution is non-increasing in time. This

also shows that dissipation is present for positive penalization parameters, i.e. ↵⌧ ,↵v > 0.

4.4.4 The semi-discrete matrix system for DG

Let {�i}Np

i=1 be a basis for PN
⇣
bD
⌘
. In our implementation, we use nodal basis functions

located at Warp and Blend interpolation points [6], which are defined implicitly using an orthogonal

polynomial basis on the reference simplex. We define the reference mass matrix cM and the physical
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mass matrix M for an element Dk as

⇣
cM
⌘

ij
=

Z

bD
�j�i dx, (Mij) =

Z

Dk
�j�i dx =

Z

bD
�j�iJ dbx.

For a�ne mappings, J is constant and M = J cM . We also define weak di↵erentiation

matrices Sk and face mass matrices Mf such that

(Sk)ij =

Z

Dk

@�j
@xk

�i dx, (Mf )ij =

Z

f
�j�idx =

Z

f̂
�j�iJ

fdx̂,

where Jf is the Jacobian of the mapping from the reference face bf to f . For a�nely mapped

simplices, Jf is also constant and Mf = Jf cMf , where the definition of the reference face mass

matrix cMf is analogous to the definition of the reference mass matrix cM .

Finally, we introduce weighted mass matrices. Let w(x) 2 R and W (x) 2 Rm⇥n. Then,

scalar and matrix-weighted mass matrices Mw and MW are defined as

(Mw)ij =

Z

Dk
w(x)�j(x)�i(x) dx, MW =

2

6664

MW1,1 . . . MW1,n

...
. . .

...

MWm,1 . . . MWm,n ,

3

7775
(4.21)

where MWi,j is the scalar weighted mass matrix weighted by the (i, j)th element of W . Note that

Mw,MW are positive definite if w(x),W are pointwise positive definite.

Local contributions to the DG variational form may be evaluated in a quadrature-free

manner using matrix-weighted mass matrices as defined above. Let ⌃i, Vi denote vectors containing

degrees of freedom for solutions components ⌧i and vi, such that

vi(x, t) =

NpX

j=1

(Vi(t))j�j(x), 1  i  6

⌧i(x, t) =

NpX

j=1

(⌃i(t))j�j(x), 1  i  7

Then, the local DG formulation can be written as a block system of ordinary di↵erential equations

by concatenating ⌃i, Vi into single vectors ⌃ and V and using the Kronecker product ⌦

MQs

@⌃

@t
=

dX

i=1

(Ai ⌦ Si)V +
X

f2@Dk

(I ⌦Mf )F⌧ (4.22)
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where Fv and F⌧ denote the degrees of freedom for the velocity and stress numerical fluxes.

In order to apply a time integrator, we must invert MQs and MQv . While the inversion of

MQs and MQv can be parallelized from element to element, doing so typically requires either the

precomputation and storage of the dense matrix inverses or on-the-fly construction and solution of a

large dense matrix system at every time step. The former option requires a large amount of storage,

while the latter option is computationally expensive and di�cult to parallelize among degrees of

freedom. This cost can be avoided when Qs and Qv are constant over an element Dk. In this case,

MQs reduces to

M
�1
Qs

=

2

6664

Qs(1,1)M . . . Qs(1,Nd)M

...
. . .

...
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respectively. Applying these observations to (4.22) and (4.23) yields the following sets

of local ODEs over each element
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X

f2@Dk
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where we have introduced the di↵erentiation matrix Di = M
�1

Si and lift matrix Lf = M
�1

Mf .

For a�ne elements, both derivative and lift matrices are applied using products of geometric factors

and reference derivative and lift matrices.

Unfortunately, if Qs and Qv varies spatially within the element, then the above approach

can no longer be used to invert Qs and Qv. Here, we follow the approach of [89], where MQs ,MQv

are replaced with weight-adjusted approximations. These approximations are low storage, simple

to invert, and yield an energy stable and high order accurate DG method to approximate the

matrix-weighted L2 inner product (and corresponding matrix-weighted mass-matrices Qs and Qv).

We also note that, material coe�cients Qs, Qv appear only the left hand side of (4.10).
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The right hand side of (4.10) is equivalent to the discretization of a constant coe�cient system.

This provides additional advantages in that the right hand side can be evaluated using e�cient

techniques for DG discretizations of constant-coe�cient problems [104, 105].

4.5 Weight-adjusted discontinuous Galerkin (WADG) formulation for poroelas-

tic wave propagation

We wish to apply weight-adjusted approximations to avoid the inversion of MQs and MQv .

Weight-adjusted inner products are high order approximations of weighted L2 inner products.

These weight-adjusted inner products result in weight-adjusted mass matrices whose inverses

approximate the inverses of weighted L2 mass matrices. We briefly review scalar and matrix-valued

weight-adjusted mass matrices in the following section. Matrix weight-adjusted inner products and

weight-adjusted approximations with matrix weights are discussed in more detail in C.1 and C.2.

4.5.1 Approximation of weighted mass matrix inverses

The advantage of weighted-adjusted inner products is that the corresponding weight-adjusted

mass matrices are straightforward to invert. For scalar weights, weight-adjusted mass matrices are

given as follows [89]

Mw ⇡ MM
�1
1/wM , M

�1
w ⇡ M

�1
M1/wM

�1.

By evaluating M1/w in a matrix-free fashion using a su�ciently accurate quadrature rule, the

inverse of the weight-adjusted mass matrix M
�1

M1/wM
�1 yields a low storage implementation.

Let x̂i, ŵi denote quadrature points and weights on the reference element, and let Vq denote the

generalized Vandermonde matrix

(Vq)ij = �j(x̂i)

whose columns correspond to evaluations of basis functions at quadrature points. Then, for a�ne

elements, M = J cM = JV T
q diag(ŵi)Vq, where cM is the reference mass matrix and J is the

determinant of the Jacobian of the reference-to-physical mapping, which is constant for a�ne

mappings. Additionally,

M1/w = JV q
Tdiag (ŵi/w(x̂i))Vq,
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where w(x̂i) denotes the evaluation of the weight function w(x) at quadrature points. Thus, for a

vector u, the inverse of the weight-adjusted mass matrix can be applied as follows

M
�1

M1/wM
�1

u = M
�1

V
T
q diag(ŵi)diag

✓
1

w(xi)

◆
VqM

�1
u = Pqdiag

✓
1

w( bxi)

◆
Vq

1

J
cM�1

u,

where Pq = cM�1
V

T
q diag( bwi) is the quadrature-based L2 projection operator on the reference

element.

For weight-adjusted inner products with matrix-valued weights, the corresponding weight-

adjusted mass matrices approximate weighted L2 mass matrices in a similar fashion

MW ⇡ (I ⌦M)M�1
W�1(I ⌦M),

M
�1
W ⇡ (I ⌦M

�1)MW�1(I ⌦M
�1),

where MW is the matrix-weighted mass matrix defined in (5.30). We note that MW can be applied

in a quadrature based fashion component by component.

In the context of DG with explicit time-stepping, the factor of cM�1 can be pre-multiplied

into the right hand side (the spatial discretization). The application of the weight-adjusted mass

matrices then requires only two reference matrices Vq and Pq and the values of the weight function

at quadrature points w(bxi). In this study the number of quadrature points is O(N3) [106]. The

overall storage cost for applying weight-adjusted mass matrices using the above implementation is

O(N3) per element, while the pre-computation and storage of DG operators involving inverses of

weighted mass matrices require O(N6) storage per element.

We derive a weight-adjusted DG method by replacing the L2 inner products in the left hand

side of the DG formulation (4.14) with weight-adjusted approximations. The right hand side of the

WADG formulation is similar to the right hand side of the DG formulation (4.14), and preserves a

variant of the energy stability in Theorem 1 i.e.,

X
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@
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✓⇣
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�1⌧ , ⌧
⌘

L2(Dk)
+
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�1v,v
⌘

L2(Dk)

◆
 0,

where TQs
�1 are TQv

�1 are weighting operators defined in C.2.

We replace the weighted L2 mass matrices in (4.22) and (4.23) by their weight-adjusted

approximations. Inverting these weight-adjusted mass matrices yields the following local system of
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Table 4.1: Material properties for several poroelastic media used in the examples [3]

Properties Sandstone Epoxy-glass Sandstone Shale
(Orthotropic) (Orthotropic) (Isotropic) (Isotropic)

Ks (GPa) 80 40 40 7.6
⇢s (kg/m3) 2500 1815 2500 2210
c11 (GPa) 71.8 39.4 36 11.9
c12 (GPa) 3.2 1.2 12 3.96
c13 (GPa) 1.2 1.2 12 3.96
c33 (GPa) 53.4 13.1 36 11.9
c55 (GPa) 26.1 3 12 3.96

� 0.2 0.2 0.2 0.16
1 (10�15 m2) 600 600 600 100
3 (10�15 m2) 100 100 600 100

T1 2 2 2 2
T3 3.6 3.6 2 2

Kf (GPa) 2.5 2.5 2.5 2.5
⇢f (Kg/m3) 1040 1040 1040 1040

⌘ (10�3 Kg/m.s) 1 1 1 1

ODEs for ⌃ and V :
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Matrices
�
I ⌦M

�1
�
MQ�1

s
and

�
I ⌦M

�1
�
MQ�1

v
are applied in a matrix-free fashion using

reference element matrices and values of Q�1
s and Q

�1
v at quadrature points in (4.11) and (4.12).

The convergence analysis of the numerical scheme is performed in C.3.

4.6 Numerical experiments

In this section, we present several numerical experiments validating the stability and accuracy

of proposed method in two and three dimensions. The convergence of the new DG formulation

in piecewise constant isotropic poroelastic media is confirmed. Finally, the method is applied to

problems with anisotropy and micro-heterogeneities (sub-element variations).

In all experiments, we follow [107] and compute the application of weight-adjusted mass

84



matrices using a quadrature which is exact for polynomials of degree (2N + 1). Time integration is

performed using the low-storage 4th order five-stage Runge-Kutta scheme of Carpenter and Kennedy

[108], and the time step is chosen based on the global estimate

dt = min
k

CCFL

supx2⌦ kC(x)k2CN kJfkL1(@Dk) kJ�1kL1(Dk)

(4.26)

where CN = O(N2) is the order-dependent constant in the surface polynomial trace inequality [109]

and C CFL is a tunable global CFL constant. This estimate is derived by bounding the eigenvalues

of the spatial DG discretization matrix appearing in the semi-discrete system of ODEs. This choice

of dt is very conservative as it is derived based on an upper bound on the spectral radius.

4.6.1 Spectra and choice of penalty parameter

We first verify the energy stability of proposed DG formulation. Let Ah denote the matrix

induced by the global semi-discrete DG formulation, such that time evolution of the solution ⌧ ,v is

governed by
@Q

@t
= AhQ,

where Q denotes a vector of degrees of freedom for (⌧ ,v). We show in Figure 4.1 eigenvalues of Ah

for ↵⌧ = ↵v = 0 and ↵⌧ = ↵v = 1 with material parameters of isotropic sandstone (given in Table

4.1). The discretization parameters are N = 3 and h = 1/2. In both cases, the largest real part of

any eigenvalues is O(10�14), which suggests that the semi-discrete scheme is indeed energy stable.

For practical simulations, the choice of ↵⌧ ,↵v remains to be specified. Taking ↵⌧ ,↵v > 0

results in damping of of under-resolved spurious components of the solutions. However, a naive

selection of ↵⌧ ,↵v can result in an overly restrictive time-step restriction for stability. A guiding

principle for determining appropriate values of the penalty parameters ↵⌧ ,↵v is to ensure that the

spectral radius is the same magnitude as the case when ↵⌧ = ↵v = 0. For example, the spectral

radius of Ah, ⇢(Ah) is 18.0034 for ↵⌧ ,↵v = 0 which is O(N2/h). The spectral radius ⇢(Ah) is

19.1217 for ↵⌧ ,↵v = 0.5, while the spectral radius for ↵⌧ ,↵v = 1 is ⇢(Ah) = 44.44. Since the

maximum stable timestep is proportional to the spectral radius, taking ↵⌧ ,↵v = 1 in this case

results in a more restrictive CFL condition. This phenomena is related to observations in [99] that

large penalty parameters result in extremal eigenvalues of Ah with very large negative real parts.

The optimal choice of scaling also depends on the media heterogeneities on elements adjacent to an

interface.

In all following experiments, we use ↵⌧ = ↵v = 1 unless specified otherwise.
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Figure 4.1: Spectra for N = 3 and h = 1/2 with a material property of isotropic Sandstone (Table 4.1). For
↵⌧ = ↵v = 0 and ↵⌧ = ↵v = 1, the largest real part of spectra are 1.6431e-14 and 6.3412e-15, respectively.

Next, we study the accuracy and convergence of the our DG method for a plane wave

propagating in an isotropic porous sandstone with material properties given in Table 4.1 (Column 4).

Unless otherwise stated, we report relative L2 errors for all components of the solution U = (⌧ ,v)

kU � UhkL2(⌦)

kUkL2(⌦)

=

⇣Pm
i=1 kUi �Ui,hk2L2(⌦)

⌘1/2

⇣Pm
i=1 kUik2L2(⌦)

⌘1/2 .

4.6.2 Plane wave in a poroelastic medium

The analytical solution to (4.10) for a plane wave is given as

Qn(x, t) = Q
0
n exp[i · (!t� k · x)], n = 1...13, (4.27)

where Q
0
n is the initial amplitude vector of stress and velocity components; ! are wave frequencies;

k = (kx, ky, kz) is the wave-number vector. To achieve realistic poroelastic behavior, we superimpose

three plane waves, of the form given by (4.27), corresponding to a fast P-wave, an S-wave and a

slow P-wave.

Now, we briefly describe how we determine the the wave frequencies !. Substituting (4.27)
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into (4.10) yields

!Q0
n = (Akx +Bky +Ckz � iE)Q0

n (4.28)

Solving the three eigenvalues problem for in (4.27) for each wave mode l yields in matrix of right

eigenvectors (R(l)
mn) and eigenvalue (!l). Following [110, 4], the solution of (4.10) can be constructed

as

Qn(x, t) =
3X

l=1

R(l)
mn�

(l)
n exp[i · (!(l)t� k

(l) · x)], (4.29)

where �(l)n is a amplitude coe�cient with �(1)1 = �(2)2 = �(3)4 = 100.

For completeness, we perform convergence analyses for inviscid and viscid media separately.

4.6.2.1 Inviscid case (⌘ = 0)

The error is computed for an inviscid brine-filled (⌘ = 0) isotropic sandstone. The inviscid

nature of the fluid implies that D = 0. We show in Figure 4.2 the L2 errors computed at T=1 and

CFL=1, using uniform triangular meshes constructed by bisecting an uniform mesh of quadrilaterals

along the diagonal. Figure 4.2a and 2b show the convergence plot using the central flux (↵v = ↵⌧ = 0)

and penalty flux (↵v = ↵⌧ = 1) respectively. Plots of error, showing the convergence for stress

and velocity individually, are shown in Figure 4.2c and 4.2d. For N = 1, ..., 5, O(hN+1), rates of

convergence are observed. We note that for N = 4 and N = 5, we observe results for both fluxes

which are better than the 4th order accuracy of our time-stepping scheme. This is most likely due to

the benign nature of the solution in time and the choice of time step (5.35) which scales as O(h/N2).

For N = 4, 5, the results of Figure 4.2 suggest that the resulting time step is small enough such that

temporal errors of O(dt4) are small relative to spatial discretization errors of O(hN+1).

4.6.2.2 Viscid case (⌘ 6= 0)

The poroelastic formulations used by Carcione [3] and de la Puente et al. [4] produce a sti↵

system of ODEs due to the presence of the dissipative matrix D. Consequently, Carcione used a

Strang’s 2nd order operator splitting approach [111] to avoid small �t, while de la Puente et al.

[4] circumvented the e↵ect of sti↵ness using a local implicit time-stepping approach to achieve the

convergence rate of O(hN+1). The poroelastic formulation and numerical discretization used in this

study do not appear to produce equally sti↵ systems of ODEs, and Strang splitting is not required.
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(c) ⌧v = ⌧� = 0 (central flux) for velocity (v)
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Figure 4.2: Convergence of L2 error for plane wave in porolastic media with ⌘ = 0-inviscid case

However, for a complete analysis, the convergence of the proposed DG formulation in viscid case is

studied using both a unified DG scheme (where we incorporate the dissipative matrix D directly

into the explicit time-stepping scheme) as well as a second order Strang operator splitting [111].

Operator splitting separates the dissipative term from the conservative term at each time

step. We solve the dissipative part (sti↵) part of the system analytically and solve the conservative

part by using the proposed DG formulation. We rewrite the system with non-zero forcing function

as follows

@Q

@t
= AhQ+ f , (4.30)
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Figure 4.3: Convergence of L2 error for plane wave in poroelastic media for viscid case (⌘ 6= 0) with unified
DG scheme

The formal solution of (4.30) is given as

Q(t) = exp(Aht)Q0 +

Z t

0
exp(⌧Ah)f(t� ⌧)d⌧, (4.31)

where exp(Aht) is an evolution operator.

Using the operator splitting approach, the propagation matrix can be partitioned as

Ah = Ac +Ad, (4.32)

where the subscript c indicates the matrix representing the conservative part of the system, and the

subscript d indicates the di↵usive matrix, representing low order terms coupled with the viscosity

(⌘). Subsequently, the evolution operator can be expressed as

exp(Aht) = exp[(Ahc +Ahd
)t]. (4.33)

By using the product formula, (4.33) is expressed as

exp(Ahdt) = exp

✓
1

2
Ahd

dt

◆
exp(Ahcdt) exp

✓
1

2
Ahd

dt

◆
. (4.34)

It can be shown that (4.33) is second order accurate in dt. Thus, (4.34) allows us to solve the sti↵
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Figure 4.4: Convergence of L2 error for plane wave in poroelastic media for viscid case (⌘ 6= 0) with paired
DG and Strang splitting approach

part separately. The solution of the sti↵ part of the system can be derived analytically and is shown

in C.4.

We show in Figure 4.3 the L2 errors for viscid case, computed at T=1 and CFL=1 using

uniform triangular meshes. Figure 4.3a and 3b show convergence plots using the central flux

(↵v = ↵⌧ = 0) and penalty flux (↵v = ↵⌧ = 1), respectively. For N = 1, ..., 5, O(hN+1) rate of

convergence are observed when using the penalty flux ↵v = ↵⌧ = 1. When using a central flux

(↵v = ↵⌧ = 0), we observe a so-called “even-odd” pattern [6, 98], with convergence rate O(hN ) for

odd N and between O(hN+1/2) and O(hN+1) for even N .

Similar to the inviscid case, for N = 4 and N = 5, we observe results for both fluxes which

are better than the 4th order accuracy of our time-stepping, due to the fact that temporal error are

small relative to spatial discretization error. Furthermore, the spectral radius ⇢(Ah) for N = 4 and

h = 1/2 is 25.91 which is of O(N2/h). Since N2/h > ||D = 1.667||, the dissipative term does not

increase the sti↵ness of the high order DG scheme.

We show in Figure 4.4 the L2 errors for the viscid case using Strang splitting, computed at

T=1 and CFL=1. Figure 4.4a and 4.4b show convergence plots using the central flux (↵v = ↵⌧ = 0)

and penalty flux (↵v = ↵⌧ = 1), respectively. Observations on convergence are similar to those

in the unified DG scheme. Here, it is worth noting that for N = 5 the convergence rate is 5.60,

which does not match the optimal theoretical rate of O(hN+1). This is may be due to the second

order accuracy of the splitting scheme resulting in larger temporal errors relative to the spatial

discretization errors O(hN+1).
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4.6.3 Application examples

We next demonstrate the accuracy and flexibility of the proposed DG for several application-

based problems in linear poroelasticity with micro heterogeneities and anisotropy. All computations

are done using penalty parameters ↵v = ↵⌧ = 1 unless specified otherwise. In the subsequent

sections, the field b represents the center of mass particle velocity vector [87], which is expressed as

b = v +

✓
⇢f
⇢

◆
q. (4.35)

In subsequent simulations, the forcing is applied to both the z� component of stress ⌧zz and the

fluid pressure p by a Ricker wavelet point source

f(x, t) = (1� 2(⇡f0(t� t0))
2) exp[�(⇡f0(t� t0))

2]�(x� x0), (4.36)

where x0 is the position of the point source and f0 is the central frequency.

In the following simulations, three types of poroelastic waves are observed: the fast P wave,

S wave, and slow P wave. The fast P wave has solid and fluid motion in phase, while the slow P

wave (Biot’s mode) has the solid and fluid motion out of phase with one another. At low frequencies,

the slow P wave is di↵usive in character as viscous forces dominate over inertial forces. However, at

high frequencies, the dominance of inertial forces over viscous forces results in the propagation of

the slow P wave.

4.6.3.1 Orthotropic sandstone

To illustrate the e↵ect of anisotropy on poroelastic wave propagation, we perform a com-

putational experiment in orthotropic sandstone with material properties given in Table 4.1. The

size of the computational domain is 18.25 m⇥ 18.25 m. The domain is discretized with uniform

triangular element with a minimum edge length of 5 cm. Figures 4.5(a)-(d) represent the x� and

z� components of the center of mass particle velocity of the orthotropic sandstone, where (a) and

(b) correspond to the inviscid case (⌘ = 0), and (c) and (d) to the viscid case (⌘ 6= 0). The central

frequency of the forcing function is f0 = 3730 Hz, and polynomials of degree N = 4 are used. The

propagation time is 1.56 ms. Three events can be observed: the fast P mode (Pf, outer wavefront),

the shear wave (S, middle wavefront), and the slow P mode (Ps, inner wavefront). In the viscid

case, the slow mode di↵uses faster and the medium behaves almost as a single phase medium.
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(a) Orthotropic Sandstone, bx with ⌘ = 0
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(c) Orthotropic Sandstone, bx with ⌘ 6= 0
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(d) Orthotropic Sandstone, bz with ⌘ 6= 0

Figure 4.5: Snapshots of the centre of mass particle velocity in orthotropic sandstone, computed at t =
1.56 ms, where (a) and (b) corresponds to ⌘ = 0, and (c) and (d) corresponds to ⌘ 6= 0. The central frequency
of the forcing function is 3730 Hz. The solution is computed using polynomials of degree N = 4.
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4.6.3.2 Epoxy-glass material

Snapshots of the x� and z� components of the center of mass particle velocity in the epoxy-

glass porous medium are shown in Figure 4.6. Figures 4.6(a) and (b) correspond to the inviscid

case (⌘ = 0), and (c) and (d) to the viscid case (⌘ 6= 0). The central frequency is fc = 3135 Hz and

the propagation time is 1.8 ms. It is worth noting the cuspidal triangles of S and Ps, which are

phenomena typical in anisotropic materials. At 45o, the polarization of the Ps mode wave is almost

horizontal, which confirms the results shown in Figure 4.3(b) of [3].

4.6.3.3 Isotropic-isotropic and isotropic-anisotropic layered model

In this example, we illustrate the e↵ect of an interface between two layers of porous media.

We constructed two models, each with two layers. In the first model, the top and bottom layer

are isotropic and made of shale and sandstone. In second model, the sandstone is replaced by

orthotropic sand stone. The detailed material properties are given in Table 4.1. These models are

considered to be filled with brine (⌘ = 0). The size of the computational domain is 1400 m⇥ 1500 m

in the x and z directions, respectively. The minimum edge size of the triangular elements used to

mesh the domain is 8 m. The point source is located at (750 m, 900 m) with a Ricker wavelet of

frequency 45 Hz. The propagation time for isotropic and anisotropic model are 0.25 s and 0.22 s,

respectively. The simulation is performed using polynomials of degree N = 4. Snapshots of the z

component of the center of mass particle velocity are shown in Figures 4.7a and 4.7b for inviscid

(⌘ = 0) and viscid fluid (⌘ 6= 0), respectively. Figure 4.7 clearly shows the direct, reflected, and

transmitted wavefront, corresponding to all three modes. The slow P wave is more prominent in the

shale. The e↵ect of anisotropy on all three modes is clearly seen as wavefronts moves with di↵erent

phase velocities.

Here, we illustrate the e↵ect of viscosity of fluid on a slow P wave using an isotropic two layer

model with the same discretization parameters as those used in Figure 4.7a. We compute numerical

solutions for two cases. In first case, both layers are assumed to be brine filled with (⌘ = 0) and are

represented by inviscid-inviscid model. However, in the second case we assume that the bottom

layer is filled with a viscous fluid and represented as inviscid-viscid model. Figure 4.8a shows the

snapshot of the z component of the center of mass particle velocity for the inviscid-inviscid model,

which shows a direct, reflected, and transmitted slow P wave. On the other hand, Figure 4.8b shows

a snapshot of the z component of the center of mass particle velocity for the inviscid-viscid model,

which shows only a direct and reflected slow P wave. The transmitted slow P wave is missing in
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(c) Epoxy-glass, bx with ⌘ 6= 0
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Figure 4.6: Snapshots of the centre of mass particle velocity in epoxy-glass, computed at t = 1.8 ms, where
(a) and (b) corresponds to ⌘ = 0, and (c) and (d) corresponds to ⌘ 6= 0. The central frequency of the forcing
function is 3135 Hz. The solution is computed using polynomials of degree N = 4.
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Figure 4.7: Snapshots of the z� component of centre of mass particle velocity in (a) isotropic layered model
computed at t = 0.25 s (b) anisotropic layered model computed at t = 0.22 s. The central frequency of the
forcing function is 45 Hz. The solution is computed using polynomials of degree N = 4.

the inviscid-viscid model, which confirms Biot’s observation on slow P waves for the low frequency

regime [8].

4.6.3.4 Piecewise constant vs sub-cell heterogeneities

To address the e↵ect of micro-heterogenities on poroelastic wave propagation, we illustrate

the e�cacy of WADG method over a traditional DG method using piecewise constant coe�cients

on each element. We modulate the material properties contained in Q
�1
s and Q

�1
v with

⇢ = 1 + .5 sin(2⇡x) sin(2⇡y),

where x and y are coordinates of of cubature nodes. We construct piecewise constant approximations

to Q
�1
s and Q

�1
v by taking the local average over each element.

Figure 4.9a and 4.9b show piecewise smooth and high order heterogeneous approximations of

bulk density, respectively. To demonstrate the e↵ect of subelement variations on wave propagation,

we first compute the solutions approximated by polynomials of degree N = 2 with K1D = 64, where

K1D denotes the number of elements in one direction. These solutions are shown in Figures 4.10a

(piecewise constant) and 10b (WADG). The solutions are similar, as the lower resolution due to

the piecewise constant approximation of media is o↵set by the larger number of elements. Next,
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Figure 4.8: Snapshots of the z� component of centre of mass particle velocity in (a) Inviscid-inviscid
layered model (b) Inviscid-viscid layered model, computed at t = 0.25 s. The central frequency of the forcing
function is 45 Hz for a viscid case (⌘ = 0). The solution is computed using polynomials of degree N = 4.

(a) Piecewise smooth bulk-density ⇢ (b) Heterogeneous bulk-density ⇢

Figure 4.9: Heterogeneous model of bulk density (⇢) (a) obtained from piecewise approximation with
high order sub-cell variations, used for the piecewise constant solution (b) high order sub-cell heterogeneous
distribution, used for WADG solution.

we compute the solutions for N = 4 and K1D = 32. The e↵ects of subelement variations are now

clearly marked by spurious reflections in Figures 4.10c and 4.10d. These e↵ects are more prominent

for higher orders as shown in Figures 4.10e and f, which display the piecewise constant and WADG

solutions for N = 8 and K1D = 16.
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(a) N = 2, K1D = 64, and piecewise constant (b) N = 2, K1D = 64, and WADG

(c) N = 4, K1D = 32, and piecewise constant (d) N = 4, K1D = 32, and WADG

(e) N = 8, K1D = 16, and piecewise constant (f) N = 8, K1D = 16, and WADG

Figure 4.10: A comparison between the solutions obtained from piecewise constant media and sub-cell
heterogeneities treated using WADG.
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Table 4.2: Material properties used for comparison of solution with SPECFEM implementations [5]

Properties Medium I Medium II Medium III

⇢s (kg/m3) 2650 2200 2650
⇢f (kg/m3) 880 950 750

� 0.1 0.4 0.2
T1 2 2 2
T3 2 2 2

Ks (GPa) 12.2 6.9 6.9
Kf (GPa) 1.985 2.0 2.0
fr (GPa)⇤ 9.6 6.7 6.7
µ
⇤⇤
fr (GPa)⇤⇤ 5.1 3.0 3.0

⌘ (10�3 Kg/m.s) 0 0 0
⇤: Frame bulk modulus, ⇤⇤: Frame shear modulus.

4.6.3.5 Validation of numerical solution

Here, we show comparisons between numerical solutions of the poroelastic wave equation

obtained from the proposed DG method and from the spectral element method [5]. Morency and

Tromp [5] used the spectral element method to solve the poroelastic wave equation in second order

displacement form for 2D isotropic porous materials. First, we perform a validation study in a

homogeneous porous medium. The domain dimensions are 1000 m ⇥ 1000 m. The domain is

discretized with triangular and quadrilateral elements with minimum edge length 5 m for the DG

and spectral element method, respectively.

Mornecy and Tromp implemented a pure dilatational explosive source as an external forcing

function. To match the assumption of the dilatational explosive source, we have set the forcing

functions corresponding to ⌧11 and ⌧22 to be equal, while the forcing function corresponding to ⌧12

is set to zero since a pure dilatational source does not radiate shear waves. It was also assumed in

[5] that the fluid and the solid contain equal energy, and thus the forcing function corresponding to

the pressure variable p is the same as for ⌧11 and ⌧12.

The time domain response of the forcing function is a Ricker wavelet with a central frequency

of fc = 30 Hz. The material properties of the medium are given in column 2 of Table 4.2. In [3],

the material properties were represented using Lame constants fr, µfr. These can be converted to

compliance coe�cients as follows:

c55 = µfr, c11 = fr +
4

3
µfr, c12 = c13 = fr �

2

3
µfr.
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Figure 4.11a shows a snapshot of the solid particle velocity v3, computed at t = 0.14 s.

Pf and Ps represent the modes corresponding to fast and slow P waves, respectively. The point

source is located at x0 = (500 m, 300 m), marked by a white star in Figure 4.11a. Figure 4.11b

shows a comparison between the normalized solid vertical particle velocity (v3) obtained from both

the DG method and spectral-element method. The time history of the solution is recorded at

(600 m, 400 m), denoted by the red diamond in Figure 4.11a. The agreement between the solutions

is good. The root mean square error (RMSE) between the solutions is 8.68e� 03. A comparison

between the solution obtained from the DG method and a pseudo-spectral method [3] is also shown

in Figure 4.11c. The comparison shows a good agreement between the solutions except at the onset

time 0.06 s. The RMS misfit between the solution is 3.18e� 02.

Next, we validate numerical solutions obtained from the DG method with a spectral-element

method for a heterogenous medium. A two layer medium is constructed with material properties

given in column 2 (top layer) and 3 (bottom layer) of Table 4.2. The size of the computational

domain is (4800 m ⇥ 4800 m) and discretized with the triangular and quadrilateral elements for

DG and spectral-element method, respectively. The minimum size of the edge of the element is

taken as 200 m. Figure 4.12a represents the snapshot of solid particle velocity at t = 0.73 s. The

pure dilatational point source is located at x0 = (1600 m, 2900 m), denoted by white star in Figure

4.12a, and implemented in same way as discussed for homogeneous medium. Figure 4.12b shows

a comparison between solutions obtained from the DG and spectral-element methods. The time

history of the solutions is recorded at (2000 m, 1867 m), marked by a red diamond in Figure 4.12a.

The comparison shows a good overall agreement, though some discrepancies are present around

time T = 1. The RMS misfit between the solutions is 6.65e� 02.

4.6.3.6 3D models and computational results

Finally, we present numerical solutions of the poroelastic wave equation on 3D domains.

First, we compute the solution in an homogeneous medium and then extend the computation to a

realistic synthetic reservoir model constructed from a varying layer with an undulated topography.

4.6.4 Epoxy-glass model

First, we compute the solution for a 3D cube made of epoxy-glass with material properties

given in column 3 of Table 4.1. The size of the computational domain is 2 km⇥ 2 km⇥ 2 km in

x, y and z directions, respectively. The domain is discretized with tetrahedral elements with a

minimum edge length of 45 m. Figure 4.13(a)-(b) represents the x� and z� components of the
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(a) Snapshot of vertical solid particle velocity, v3 at t = 0.14 s

(b) SPECFEM vs WADG (c) Pseudo-spectral method vs WADG

Figure 4.11: A comparison between the solutions obtained from the proposed DG method and spectral-
element method in a homogeneous porous medium with (a) showing the snapshot of the solutions obtained
from the DG method computed with polynomials of degree N = 4. Figures (b) and (c) show comparisons
between the solutions obtained from the DG/spectral element methods and the DG/pseudo-spectral methods,
respectively. Pf and Ps represent fast and slow P wave, respectively.
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(a) Snapshot of vertical solid particle velocity, v3 at t = 0.73 s
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Figure 4.12: A comparison between the solutions obtained from the proposed DG method and spectral-
element method in a heterogeneous porous medium with (a) showing the snapshot of the solutions obtained
from the DG method computed with polynomials of degree N = 4. Figure (b) shows a comparison between
the solutions obtained from the DG/spectral element methods. The labels (i)-(iv) correspond to di↵erent
transmitted wave modes as follows: (i) denotes the transmitted fast P wave, (ii) denotes the conversion of
fast P to S and slow P waves, (iii) denotes converted slow P to S waves, and (iv) denotes converted slow P
waves to fast P waves.
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(a) Snapshot of horizontal solid particle velocity, v1 at t = 0.25 s

(b) Snapshot of vertical solid particle velocity, v3 at t = 0.25 s

Figure 4.13: Snapshots of the x and z components of solid particle velocity in a 3D epoxy-glass material.
(a) and (b) corresponds to the snapshots of v1 and v3 at t = 0.25 s. The central frequency of the forcing
function is 25 Hz. The solution is computed using polynomials of degree N = 5.
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(a) Discretized reservoir model

(b) Density (⇢) model

Figure 4.14: 3D Reservoir model (a) model discretized with tetrahedral elements and (b) distribution of
the density (⇢) in the model.
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(a) Snapshot of horizontal solid particle velocity, v1 at t = 3.5 s

(b) Snapshot of vertical solid particle velocity, v3 at t = 3.5 s

Figure 4.15: Snapshots of the x and z components of solid particle velocity in a reservoir model. (a) and
(b) corresponds to the snapshots of v1 and v3 at t = 3.5 s. The central frequency of the forcing function is
10 Hz. The solution is computed using polynomials of degree N = 3.
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(a) Snapshot of horizontal fluid particle velocity, q1 at t = 3.5 s

(b) Snapshot of vertical fluid particle velocity, q3 at t = 3.5 s

Figure 4.16: Snapshots of the x and z components of fluid particle velocity in a reservoir model. (a) and
(b) corresponds to the snapshots of q1 and q3 at t = 3.5 s. The central frequency of the forcing function is
10 Hz. The solution is computed using polynomials of degree N = 3.
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solid particle velocity in the epoxy-glass medium at 0.25 s. The central frequency of the forcing

function is f0 = 35 Hz, and polynomials of degree N = 5 are used.

Three events can be observed: the fast P mode (Pf, outer wavefront), the shear wave (S,

middle wavefront), and the slow P mode (inner wavefront). In an orthotropic material, the e↵ect of

anisotropy on wave propagation is observed in two orthogonal planes, whereas isotropic e↵ects are

observed only in one plane. Figure 4.13a clearly shows the e↵ect of anisotropy on wave propagation

with an isotropic e↵ect in the plane parallel to the y axis.

4.6.5 Reservoir model

We construct a 3D reservoir model characterized by rock layers, discontinuity, and a surface

with undulated topography. The discretized model along with the density distribution is shown in

Figures 4.14a and 4.14b, respectively. The dimension of the model is 22.8 km⇥ 17.4 km⇥ 7.0 km

in x, y and z directions, respectively. The domain is discretized with tetrahedral elements with a

minimum edge length of 125 m. The top surface of the model is perturbed so that the e↵ects of the

topography, assumed as a free surface, could be incorporated into numerical simulations. Figure

4.15(a)-(b) represent the x� and z� components of the solid particle velocity at 3.5 s. The central

frequency of the forcing function is f0 = 10 Hz, and polynomials of degree N = 3 are used. The

various modes of transmissions, reflections and scattering can be clearly seen in Figures 4.15a and

4.15b. Figure 4.16(a)-(b) show the x� and z� components of the fluid particle velocity at 3.5 s.
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Chapter V

A weight-adjusted discontinuous Galerkin method for the broad-band Biot’s equation

5.1 Abstract

We introduce a system of hyperbolic partial di↵erential equations describing Biot’s poroelastic

wave equation for quasi-static Poisseulle and potential flow. To incorporate e↵ects from micro-

heterogeneities due to pores, we have used the Johnson-Koplik-Dashen (JKD) model [90] of dynamic

permeability, which also account for frequency-dependent viscous dissipation caused by wave-induced

pore fluids. Coupling the JKD model with the equations of motion recasts the dissipative forces

in terms of a fractional derivative operator of order 1/2. Numerical solutions of the system are

obtained using a high-order discontinuous Galerkin discretization with an energy-stable penalty-

based numerical flux [112]. The convergence of the proposed numerical scheme is proven and verified

by using convergence studies against analytical plane wave solutions. Computational experiments

are performed on various realistic models.

5.2 Introduction

Theories of poroelasticity deal with the physics of elastic wave propagation in porous media

where pore-filling materials are of interest, such as in oil and gas exploration, gas hydrate detection,

hydrogeology, and seismic monitoring of CO2 storage. The most popular theory dealing with

poroelastic wave propagation was given by Maurice Biot in seminal work presented in [8], [10]. Biot

obtained a dynamical system of equations describing the wave propagation in a porous medium

saturated with a single phase fluid. Biot’s system of equations is classified on the basis of a material’s

characteristic frequency (!c) [10], [2].

107



Biot’s theory of poroelasticity predicts two compressional waves, a fast P wave and slow P

wave, and one shear wave. The fast P wave has solid and fluid motion in phase, while the slow P

wave (Biot’s mode) has the solid and fluid motion out of phase with one another. At low frequencies,

the slow P wave is di↵usive in character, as viscous forces dominate over inertial forces. However, at

high frequencies, the dominance of inertial forces over viscous forces results in the propagation of

the slow P wave.

A major cause of energy dissipation in porous media is a dissipative (or drag) “memory” force

resulting from the relative motion between the solid skeleton and pore fluid. In the low-frequency

regime, the dissipative force is linearly proportional to relative velocity between solid and fluid.

This occurs because the viscous skin depth in the low-frequency regime is greater than the pore

size, and thus does not form any pore boundary layer. However, in the high frequency regime, the

dominance of inertial forces over viscous forces causes the formation of a pore boundary viscous

layer with thickness less than the pore-radius. The relaxation mechanism of the medium due to

drag force is expressed as a memory kernel and is incorporated into the equation of motion through

a convolution operator [3]. In [3], drag force is approximated by simple exponential memory kernel.

However, the Johnson-Koplik-Dashen (JKD) model of dynamic permeability [90] and [10] has shown

that the dissipative drag force should be consistent with the thickness of a pore boundary layer,

which a simple exponential memory kernel will not correctly reproduce at high frequencies.

Numerical simulations of the poroelastic wave equation have primarily focused on the

low-frequency regime. A detailed review of computational poroelasticity is presented by Carcione

et al. [17]. The first numerical simulations were performed using the reflectivity method for flat

layers [91, 92] and cylindrical structures [93]. Numerical simulation of the poroelastic wave equation

using direct or grid based methods, such as finite di↵erence (FD) and pseudo-spectral (PS) methods,

dates back to the 1970s. In [18], the damped 1D Green’s function is computed artificially for

low-frequency poroelasticity using a FD scheme. In [19], low-frequency poroelasticity is solved in

cylindrical coordinates using a Hankel transform in radial directions and a FD grid in the vertical

direction with accuracy of order 2 in space and time, which we refer to as order O(2, 2). The

first numerical simulation of the low-frequency poroacoustic wave equation in dilatation form was

presented in[20], using a FD scheme of order O(2, 2). In [113], the low-frequency poroelastic wave

equation in displacement form was solved using a FD scheme of O(2, 2). The first implementtion

of the free surface boundary condition for low-frequency poroelasticity was presented in [21] using

McCormack’s scheme based on a dimensional splitting method [41]. Santos and Oreña [23] used a

finite-element method to solve the poroelastic wave equation in second-order form using quadrilateral
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meshes for spatial discretization. In [2], a numerical solution of low-frequency poroacoustic equation

in pressure-velocity form was presented using a pseudo-spectral scheme. The first numerical

simulation of low-frequency anisotropic poroelastic wave propagation was presented in [3], which

showed that slow P waves can develop cusps similar to those present in shear waves. In [114]

and [115], pseudo-spectral methods are applied to the equations of poro-viscoelasticity. More

recently, Lemoine et al. [27] have used a finite-volume method on structured meshes for numerical

simulations of wave propagation in orthotropic poroelastic media.

We are interested in combining the dynamic permeability model of [90] with Biot’s dynamical

equations to formulate a 3D Biot’s system which we refer to as the “broad-band Biot’s” equations.

These equations account for frequencies varying from the seismic to the ultrasonic scale. The JKD

model describes the dissipative force for a random pore geometry, whereas Biot’s original model [8]

was valid only for a circular pore geometry. The original dynamic permeability (!) is expressed in

the frequency domain and coupled with Biot’s time domain equation, resulting in a dissipation force

defined by a fractional derivative operator of order 1
2 . A numerical discretization of the fractional

derivative operator is achieved by recasting it into integral form using Caputo’s formula [116] and

subsequently converting it into di↵erential equations involving auxiliary variables [114, 1].

Until recently, numerical solutions of the poroelastic system and its variants have been

achieved using either low order or structured grid numerical schemes, with most of the aforementioned

numerical simulations using simple geometries consisting of a homogeneous or two-layered medium.

In this paper, we obtain numerical solutions of the broad-band Biot’s equation on unstructured

meshes using a high order discontinuous Galerkin (DG) [6] scheme. High order methods provide

one avenue towards improving fidelity in numerical simulations while maintaining reasonable

computational costs, and methods which can accommodate unstructured meshes are desirable for

problems with complex geometries. Among such methods, high order discontinuous Galerkin (DG)

methods are particularly well-suited to the solution of time-dependent hyperbolic problems on

modern computing architectures [6, 94]. The accuracy of high order methods can be attributed in

part to their low numerical dissipation and dispersion compared to low order schemes [95]. This

accuracy has made them advantageous for the simulation of electro-magnetic and elastic wave

propagation [6, 7].

DG methods impose inter-element continuity of approximate solutions between elements

weakly through a numerical flux, of which several choices are common. de la Puente et al. [4]

solved the low-frequency poroelastic wave equation using a local space-time DG method with a

Rusanov type flux, which tends to be dissipative. In another study, Ward et al. [82], derived an
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upwind flux by solving the exact Riemann problem on inter-element boundaries for the 2D isotropic

strain-velocity form of the poroelastic wave equations. Recently, Zhan et al. [96] also solved the

poroelastic wave equation in 3D (formulated in stress-velocity form) using an upwind flux by solving

the exact Riemann problem. The solution of Riemann problem requires diagonalization Jacobian

matrices into polarized waves constituents, which is a computationally intensive process for the

poroelastic system and does not extend naturally to anisotropic materials. Zhan et al. [96] addresses

the complexity of the diagonalization by reducing the rank of Jacobian matrices by using the method

of generalized wave impedances.

In this work, we follow [112] and avoid the process of diagonalization for the anisotropic

poroelastic wave equation by using an upwind-like penalty flux based on natural boundary conditions

[79, 117]. Micro-heterogeneities (sub-element variations) in materials properties were also treated

in [112] by approximating weighted mass matrices [98] with easily invertible “weight-adjusted”

approximations [97]. We extend the same approach for broad-band Biot’s eqaution , where

matrix-valued weight functions arise after symmetrization of the system. This resulting method is

energy-stable for the broad-band Biot’s equations in both anisotropic media and spatially varying

media with micro-heterogeneities. In brief, the novelties of our approach are the following:

1. We formulate the 3D broad-band Biot’s system of equations (which describes elastic wave

propagation in porous media for all frequencies) by incorporating the dynamic permeability

(!) in the fluid-flow equations

2. We introduce upwind-like dissipation through simple penalty terms in the numerical flux.

3. We obtain a consistent DG weak formulation for the broad-band Biot’s equations without the

diagonalization into polarized wave constituents required for upwind fluxes.

Section 5.3 will introduce the system of equations describing poroelastic wave propagation,

as well as physical interface conditions. Section 5.4 presents an energy stable DG formulation

with penalty fluxes for the symmetric hyperbolic form of the poroelastic wave equations. Finally,

numerical results in Section 5.5 demonstrate the accuracy of this method for problems in linear

poroelasticity for higher frequencies.

5.3 Biot’s System of Equations

Biot’s theory describes wave propagation in a saturated porous medium i.e., a medium

made up of a solid matrix (the skeleton, or frame) fully saturated with fluid. Biot also assumed

110



Table 5.1: List of symbols

Symbols Physical meaning Ref. eq. no.

i, j = 1...6 index of stress and strain tensor matrix (5.1)

�
(m)
ij element of stress tensor for matrix of poroelastic medium (5.1)
�(f) fluid stress (5.1)
⌧ij element of e↵ective stress tensor for poroelastic medium (5.1)
�
m
ij element of stress tensor for matrix (5.1)
p pore pressure (5.2)
� porosity (5.2)
u(f) displacement vector of fluid particle (5.3)
u(s) displacement vector of solid particle (5.3)
!c Biot’s characteristic frequency (5.6)
⌘ fluid viscosity (5.6)
� porosity of material (5.6)
⇢f pore fluid density (5.7)
a1 tortuosity (5.7)
0 static permeability (5.10)
q velocity vector of fluid particle (5.7)
⇢ bulk density [�⇢f + (1� �)⇢s]; ⇢s: solid density (5.7)

that an infinitesimal transformation relates the reference and current states of deformation; thus

displacement, strains and particle velocity are small. The concept of infinitesimal deformation

allows the use of the Lagrangian and Hamilton’s principle [8] to derive the equations governing the

propagation of waves in such a medium. In this section we have formulated Biot’s equation in 3D

by combining the constitutive equations, equation of motion and dissipative force, defined by the

concept of dynamic permeability [90]. Application of dynamic permeability to dissipation forces

allows us to express a unique Biot’s system defining wave propagation across all frequencies.

5.3.1 Constitutive Equations

Stress-strain relations can be interpreted as a relation between incremental fields, where

stress and strain are increments with respect to a reference stress and strain, such as in the case of

wave propagation, or, as relations between the absolute fields. E↵ective stress and e↵ective pressure

play an important role in rock physics. The pore pressure, p, and confining pressure, pc, tend to

have an opposite e↵ect on acoustic and transport properties of porous media, so it is convenient to

characterize these properties with a single pressure, the e↵ective pressure, pe [118]. Terzaghi defined

pe = pc � �p, and subsequently Biot utilized the concept of e↵ective pressure to obtain the e↵ective
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stress-strain law for poroelastic materials. In the following discussions the superscripts m and f are

used for the solid matrix and fluid phase, respectively.

Consider a unit cube of bulk material with the components �(m)
ij representing the force

applied to the solid part of the faces, and suppose �(f) represents the force applied to the fluid part

of these faces. The total stress component ⌧ij on the bulk material can be expressed as:

⌧ij = �(m)
ij + �ij�

(f), (5.1)

�(f) = ��p. (5.2)

The variation of fluid content is expressed as

⇣ = �r · [�(u(f) � u
(s))]. (5.3)

The variation of fluid content, ⇣, represents the amount of fluid which has flowed in and out of each

element attached to the solid frame.

Equations (4.1)–(4.2) can be expressed using the deviatoric strain [8, 10] as

⌧ij = cuijkl✏
(m)
kl �M↵i⇣, (5.4)

p = M(⇣ � ↵k✏
(m)
kk ), (5.5)

where cuijkl is the undrained sti↵ness constant, which can be expressed as cuijkl = c(m)
ijkl +M↵i↵j with

c(m)
ijkl representing the elements of the sti↵ness tensor of the solid matrix. The Biot e↵ective stress

coe�cient ↵ and Biot’s parameter M are derived experimentally from the bulk moduli of the solid

and fluid [32]. Finally, ✏(m)
kl signifies the strain.

5.3.2 Equation of motion

Biot’s theory assumes that a porous medium is fully saturated with a single phase fluid, and

that pores are connected. Thus, solid and fluid phases belong to same continuum. Biot divided

the poroelastic system into two categories, based on the material’s characteristic frequency !c (also

known as the Biot’s frequency). The frequency can be expressed as

!c =
⌘�

⇢fa10
, (5.6)
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where 0 is limit of permeability for steady flow.

The system of equations for frequencies below !c assumes quasi-static laminar flow, for which

viscous forces dominate over inertial force. For frequencies above fc, the fluid flow is quasi-static

potential flow, where inertial forces dominate over viscous forces. Dissipation in the poroelastic

system is due to fluid motion relative to solid motion, which is known as filtration velocity and

defined by q = �[ @@t(u
(f) � u

(s))].

The equation describing the solid particles’ velocity is

⇢
@v

@t
+ ⇢f

@q

@t
= r · ⌧ , (5.7)

and the equation describing the motion of fluid particles relative to solid particles is

⇢f
@v

@t
+ Fi

@q

@t
+ Fd ⇤ q = �rp, (5.8)

where Fi and Fd are matrices describing the inertial and time dependent dissipative forces. where Fi

and Fd are matrices describing the inertial and time dependent dissipative forces. Here, ⇤ represents

the convolution operation in time.

5.3.3 Dynamic Permeability

In this section, we derive explicit formulas for Fi and Fd described in (5.8). The frequency

domain representation of Darcy’s law [14] with the inertial e↵ect of the fluid is

q̂ =
̂(!)

⌘
(�rp̂+ i!⇢f v̂), (5.9)

where ! is the frequency. Here, ·̂ denotes the frequency representation of the variables.

The frequency-dependent permeability is given by ̂(!), and di↵erentiates the nature of

fluid flow below and above Biot’s characteristic frequency. In this paper we consider the anisotropic

Johnson-Koplik-Dashen (JKD) model of dynamic permeability [90] for ̂(!), which is expressed as

̂(!) = 0i

2

4
 
1 + i

4a21i
20i⇢f!

⇤2�2⌘

!1/2

+ i
!a1i⇢f0

�⌘

3

5
�1

, (5.10)

where ⇤ is a structural parameter defining the ratio of pore to surface volume. Geometric parameters
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Ki, mi, and asi are defined as

Ki =
4a10
⇤2�

, mi =
a1⇢f
�

, asi = (!c/Ki). (5.11)

Substituting (5.10) into (5.9), we recover

�rp̂ = (i!)⇢f v̂ + (i!)miq̂ +
⌘

0i
a

1
2
s (asi + i!)1/2i!q̂. (5.12)

The transformation of (5.12) into the time domain yields [119]

�rp = ⇢f
@v

@t
+m

@q

@t
+

⌘

0
a
� 1

2
si (D + as)

1/2q, (5.13)

The derivation of (5.13) is given in the Appendix D.1.

In (5.13), the terms mi
@q
@t and ⌘

0i
a
� 1

2
si (D + as)1/2q represent the inertial and dissipative

forces, respectively. Collecting the two sets of coe�cients, we have:

Inertial coe�cients Fi =

2

664

m1 0 0

0 m2 0

0 0 m3

3

775 , (5.14)

Dissipative coe�cients Fd =

2

664

⌘
1
 1 0 0

0 ⌘
2
 2 0

0 0 ⌘
3
 3

3

775 , (5.15)

where  i =
⌘
i
a
� 1

2
si (D + asi)

1/2 with i = 1..3 is a shifted fractional derivative operator in along ith

axis.

5.3.4 The system of equations in matrix form

To simplify notation, we introduce a matrix form of the system of equations while accounting

for anisotropy and heterogeneity. Combining (5.4), (5.5), (5.7) and (5.13), we get

@Q

@t
+A

@Q

@x1
+B

@Q

@x2
+C

@Q

@x3
= DQ+ f , (5.16)
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where

Q =
h
⌧11, ⌧22, ⌧33, ⌧23, ⌧13, ⌧12, p, v1, v2, v3, q1, q2, q3

iT
, A =

2

4 07⇥7 A11

A21 06⇥6

3

5 ,

B =

2

4 07⇥7 B11

B21 06⇥6

3

5 , C =

2

4 07⇥7 C11

C21 06⇥6

3

5 , and D =

2

4 07⇥7 06⇥7

06⇥7 D22

3

5 , with

A11 = �

2

666666666666664

cu11 0 0 ↵1M 0 0

cu12 0 0 ↵2M 0 0

cu13 0 0 ↵3M 0 0

0 0 0 0 0 0

0 0 c55 0 0 0

0 c66 0 0 0 0

�M↵1 0 0 �M 0 0

3

777777777777775

, A21 = �

2

666666666666664

m1

�1
0 0 0 0 0

⇢f
�1

0 0 0 0 0
m2

�2
0

0 0 0 0
m3

�3
0 0

�
⇢f
�1

0 0 0 0 0 � ⇢

�1
0 0 0 0 0 �

⇢f
�2

0

0 0 0 0 �
⇢f
�3

0 0

3

777777777777775

,

B11 = �

2

666666666666664

0 cu12 0 0 ↵1M 0

0 cu22 0 0 ↵2M 0

0 cu33 0 0 ↵3M 0

0 0 c44 0 0 0

0 0 0 0 0 0

c66 0 0 0 0 0

0 �M↵2 0 0 �M 0

3

777777777777775

, B21 = �

2

666666666666664

0 0 0 0 0
m1

�1
0

0
m2

�2
0 0 0 0

⇢f
�2

0 0 0
m3

�3
0 0 0

0 0 0 0 0 �
⇢f
�1

0

0 �
⇢f
�2

0 0 0 0 0

0 0 0 �
⇢f
�3

0 0 0

3

777777777777775

,
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C11 = �

2

666666666666664

0 0 cu13 0 0 ↵1M

0 0 cu23 0 0 ↵2M

0 0 cu33 0 0 ↵3M

0 0 c44 0 0 0

c55 0 0 0 0 0

0 0 0 0 0 0

0 0 �M↵3 0 0 �M

3

777777777777775

, C21 = �

2

666666666666664

0 0 0 0
m1

�1
0 0

0 0 0
m2

�2
0 0 0

0 0
m3

�3
0 0 0

⇢f
�3

0 0 0 0 �
⇢f
�1

0 0

0 0 0 �
⇢f
�2

0 0 0

0 0 �
⇢f
�3

0 0 0 � ⇢

�3

3

777777777777775

, and

D22 =

2

66666666666664

0 0 0
⇢f
⇢
�1(D + as1)

1/2 0 0

0 0 0 0
⇢f
⇢
�2(D + as2)

1/2 0

0 0 0 0 0
⇢f
⇢
�3(D + as3)

1/2

0 0 0 ��1(D + as1)
1/2 0 0

0 0 0 0 ��2(D + as2)
1/2 0

0 0 0 0 0 ��3(D + as3)
1/2

3

77777777777775

,

where �i = ⇢mi � ⇢2f , �i =

 
⇢

⇢mi � ⇢2f

!
⌘

i
a�1/2
si , and f denotes the vector of forcing terms.

5.3.5 Approximation of fractional derivative term

Using the Caputo’s definition of fractional derivative [116, 1]

(D + asi)
1/2qi =

Z t

0

e�asi (t�⌧)

�(1/2)
(t� ⌧)�1/2 [asiqi(⌧) + q̇i(⌧)] d⌧,

=
1p
⇡

Z t

0

e�asi (t�⌧)

p
t� ⌧

[asiqi(⌧) + q̇i(⌧)] d⌧,

(5.17)

where we have used the identity �(1/2) = ⇡.

The montone function
1p
t� ⌧

is approximated as [1]

1p
(t� ⌧)

=
1p
⇡

Z 1

0

1p
↵
e�↵(t�⌧)d↵. (5.18)
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Substituting (5.18) into (5.17) results

(D + asi)
1/2qi =

1

⇡

Z 1

0

1p
↵
�(↵, t) d↵ (5.19)

where

�(↵, t) =

Z t

0
e�(t�⌧)(↵+asi ) [asqi(⌧) + q̇i(⌧)] d⌧

with �(↵, t) satisfying the following ODE

@t�� @tqi = �(asi + ↵)�+ as1q1 (5.20)

�(↵, 0) = 0 (5.21)

The improper integral in (5.19) can be expressed as

(D + asi)
1/2qi =

NX

l=1

ail�
i
l(t) with �l = �(↵i

l, t) (5.22)

with each �l satisfying equations (5.20) as follows

@t�
i
l � @tqi = �(asi + ↵i

l)�
i
l + asiqi

�(↵l, 0) = 0
(5.23)

A modified Gauss-Jacobi quadrature approximation is used to compute the al and ↵l. A brief review

of the Gauss-Jacobi approximation is given in D.2. The computed values of al and ↵l for l = 5 are

provided in Table 5.1.

Augmenting the system of equations in (5.16) with (5.20) and (5.22) will result in a system

with 3N + 13 partial di↵erential equations and is written as

@ bQ
@t

+ bA @ bQ
@x1

+ bB @ bQ
@x2

+ bC @ bQ
@x3

= bD bQ+ f , (5.24)

where

bQ =

2

4 ⌧11, ⌧22, ⌧33, ⌧23, ⌧13, ⌧12, p, v1, v2, v3, q1, q2, q3,

 x
1 ,  y

1 ,  z
1 , ..... ,  x

N ,  y
N ,  z

N

3

5
T

,

with  i
l = �il � qi and
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bA =

2

664

07⇥7 A11 07⇥3N

A21 06⇥6 06⇥3N

03N⇥7 A32 03N⇥3N

3

775 , bB =

2

664

07⇥7 B11 07⇥3N

B21 06⇥6 06⇥3N

03N⇥7 B32 03N⇥3N

3

775 ,

bC =

2

664

07⇥7 C11 07⇥3N

C21 06⇥6 06⇥3N

03N⇥7 C32 03N⇥3N

3

775 , bD =

2

664

07⇥7 07⇥6 07⇥3N

06⇥7 D22 D23

03N⇥7 D32 D33

3

775 , with

A32 = �

2

6666666666666666666666664

�
⇢f
�1

0 0 0 0 0 � ⇢

�1
0 0 0 0 0 �

⇢f
�2

0

0 0 0 0 �
⇢f
�3

0 0

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...

�
⇢f
�1

0 0 0 0 0 � ⇢

�1
0 0 0 0 0 �

⇢f
�2

0

0 0 0 0 �
⇢f
�3

0 0

3

7777777777777777777777775

,

B32 = �

2

6666666666666666666666664

0 0 0 0 0 �
⇢f
�1

0

0 �
⇢f
�2

0 0 0 0 0

0 0 0 �
⇢f
�3

0 0 0

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...

0 0 0 0 0 �
⇢f
�1

0

0 �
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C32 = �

2
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0 0 �
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�3

0 0 0 � ⇢

�3
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...
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...
...

...
...
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, D32 = �

2
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0 0 0 ↵x
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,

D22 =

2

6666666666666666664

0 0 0
⇢f
⇢
�1

NX

l=1

↵x
l 0 0

0 0 0 0
⇢f
⇢
�2

NX

l=1

↵y
l 0

0 0 0 0 0
⇢f
⇢
�3

NX

l=1

↵z
l

0 0 0 ��1
PN

l=1 ↵
x
l 0 0

0 0 0 0 ��2
PN

l=1 ↵
y
l 0

0 0 0 0 0 ��3
PN

l=1 ↵
z
l

3
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, and

D23 =

2

66666666666664

⇢f
⇢
�1↵

x
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⇢f
⇢
�1↵

x
N 0 0

0
⇢f
⇢
�2↵

y
1 0 · · · · · · 0

⇢f
⇢
�2↵

y
N 0

0 0
⇢f
⇢
�3↵

z
1 · · · · · · 0 0

⇢f
⇢
�3↵

z
N

��1↵x
1 0 0 · · · · · · ��1↵x

N 0 0

0 ��2↵
y
1 0 · · · · · · 0 ��2↵

y
N 0

0 0 ��3↵z
1 · · · · · · 0 0 ��3↵z

N

3

77777777777775

, and

119



D33 = �

2

666666666666666666664

as1 + ↵x
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1 · · · 0 0 0

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

0 0 0 · · · as1 + ↵x
N 0 0

0 0 0 · · · 0 as2 + ↵x
N 0

0 0 0 · · · 0 0 as3 + ↵x
N

3
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.

From here onwards, the system in (5.24) is referred as “broad-band Biot’s equations”.

5.3.6 Symmetric form of the system of broad-band Biot’s equations

We utilize a symmetric form of (5.24), which ensures the stability and convergence of the

numerical scheme. The symmetric form of (5.24) for velocity (including auxiliary variable) and

stress is expressed as

Qs
@⌧

@t
=

dX

i=1

Ai
@v

@xi
, (5.25)

Qv
@v

@t
=

dX

i=1

A
T
i
@⌧

@xi
+Dv + f , (5.26)

120



where

Qs =

2

4
S S↵

↵
T
S

1

M
+↵

TS↵

3

5 , Qv =

2

66666666666666666666664

⇢ 0 0 ⇢f 0 0 · · · 0 0 0

0 ⇢ 0 0 ⇢f 0 · · · 0 0 0

0 0 ⇢ 0 0 ⇢f · · · 0 0 0

⇢f 0 0 m1 0 0 · · · 0 0 0

0 ⇢f 0 0 m2 0 · · · 0 0 0

0 0 ⇢f 0 0 m3 · · · 0 0 0
...

...
...

...
...

...

0 0 0 0 0 0 · · · 1 0 0

0 0 0 0 0 0 · · · 0 1 0

0 0 0 0 0 0 · · · 0 0 1

3

77777777777777777777775

,

with

S =

2

66666666666666664

c11c33 � c213
c0

c213 � c12c33
c0

�c13
c1

0 0 0

c213 � c12c33
c0

c11c33 � c213
c0

�c13
c1

0 0 0

�c13
c1

�c13
c1

c11 + c12
c1

0 0 0

0 0 0
1

c55
0 0

0 0 0 0
1

c55
0

0 0 0 0 0
2

c11 � c12

3

77777777777777775

, ↵ =

2

666666666664

↵1

↵2

↵3

0

0

0

3

777777777775

,

and

⌧ = [⌧11, ⌧22, ⌧33, ⌧23, ⌧13, ⌧12, p]T ,

v = [v1, v2, v3, q1, q2, q3,  
x
1 ,  

y
1 ,  

z
1 , ..... ,  x

N ,  y
N ,  z

N ]T ,

with

Ai =
h

bAi 07⇥3N

i
,
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bA1 =

2

666666666666664

1 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 1 0 0 0 0

0 0 0 �1 0 0

3
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, bA2 =

2

666666666666664

0 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 0 0 0 0 0

1 0 0 0 0 0

0 0 0 0 �1 0

3

777777777777775

,

bA3 =

2

666666666666664

0 0 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 1 0 0 0 0

1 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 �1

3

777777777777775

, D = Qv
bD.

Explicit expressions for Q�1
s and Q

�1
v are given by

Q
�1
s =

2

666666666666664

c11 +M↵2
1 c12 +M↵1↵2 c13 +M↵1↵3 0 0 0 �M↵1

c12 +M↵1↵2 c11 +M↵2
2 c13 +M↵2↵3 0 0 0 �M↵2

c13 +M↵1↵3 c13 +M↵2↵3 c33 +M↵2
3 0 0 0 �M↵3

0 0 0 c55 0 0 0

0 0 0 0 c55 0 0

0 0 0 0 0
c11 � c12

2
0

�M↵1 �M↵2 �M↵3 0 0 0 M

3
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,
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Q
�1
v =
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⇢
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.

The matrices Qs and Qv are Hessians of the potential and kinetic energy, respectively, computed

with respect to state variables in Q. Since the energy of the poroelastic system is quadratic

positive-definite [3], the Hessians (Qs, Qv) are symmetric positive-definite. We also assume the

Hessians are bounded as follows

0 < smin  u
T
Qs(x)u  smax < 1

0 < s̃min  u
T
Q

�1
s (x)u  s̃max < 1

0 < vmin  u
T
Qv(x)u  vmax < 1

0 < ṽmin  u
T
Q

�1
v (x)u  ṽmax < 1

for 8 x 2 Rd and 8 u 2 RNd . Note that in (5.24), the dissipation matrix bD is negative-definite.

Using the expressions for Qs and Qv, the kinetic (K) and potential energy (V ) of the

poroelastic system are expressed as

K =
1

2
⌧
T
Qs⌧ , V =

1

2
v
T
Qvv. (5.27)
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5.4 An energy stable discontinuous Galerkin formulation for poroelastic wave

propgation

Energy stable discontinuous Galerkin methods for elastic wave propagation have been

constructed based on symmetric formulations of the elastodynamic equations [97, 89], and it is

straightforward to extend such discontinuous Galerkin formulations to the symmetric poroelastic

system [112]. We assume that the domain ⌦ is exactly triangulated by a mesh ⌦h which consists of

elements Dk which are images of a reference element D̂ under the local a�ne mapping.

x
k = �kbx,

where x
k = {xk, yk} for d = 2 and x

k = {xk, yk, zk} for d = 3 denote the physical coordinates on

Dk and x̂ = {x̂, ŷ} for d = 2 and bx = {bx, by, bz} for d = 3 denote coordinates on the reference element.

We denote the determinant of the Jacobian of �k as J .

Solutions over each element Dk are approximated from a local approximation space Vh(Dk),

which is defined as composition of mapping �k and reference approximation space Vh( bD)

Vh(D
k) = �k � Vh( bD).

Subsequently, the global approximation space Vh(⌦h) is defined as

Vh(⌦h) =
M

k

Vh(D
k).

In this work, we will take Vh( bD) = PN ( bD), with PN ( bD) being the space of polynomials of total

degree N on the reference simplex. In two dimensions, PN on a triangle is

PN ( bD) = {bxibyj , 0  i+ j  N},

and in three dimensions, PN on a tetrahedron is

PN ( bD) = {bxibyjbxk, 0  i+ j + k  N}.

The L2 inner product and norm over Dk is represented as

(g,h) =

Z

Dk
g · h dx =

Z

D̂
g · hJ dx̂, ||g||2L2⌦ = (g, g)L2(Dk),
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where g and h are real vector-valued functions. Global L2 inner products and squared norms are

defined as the sum of local L2 inner products and squared norms over each elements. The L2 inner

product and norm over the boundary @Dk of an element are similarly defined as

hu,viL2(@Dk) =

Z

@Dk
u · v dx =

X

f2@Dk

Z

f̂
u · vJf dx̂, ||u||2L2(@Dk) = hu,ui ,

where Jf is the Jacobian of the mapping from a reference face f̂ to a physical face f of an element.

Let f be a face of an element Dk with neighboring element Dk,+ and unit outward normal

n. Let u be a function with discontinuities across element interfaces. We define the interior value

u� and exterior value u+ on face f of Dk

u� = u|f\@Dk , u+ = u|f\@Dk,+ .

The jump and average of a scalar function u 2 Vh(⌦h) over f are then defined as

JuK = u+ � u�,
��

u
  

=
u+ + u�

2
.

Jumps and averages of vector-valued functions u 2 Rm and and matrix-valued functions S̃ 2 Rm⇥n

are defined component-wise.

(JuK)i = JuiK, 1  i  m
⇣
JS̃K

⌘

ij
= JS̃K

We can now specify a DG formulation for poroelastic wave equation (5.24). The symmetric

hyperbolic system in (5.25 and 5.26) readily admits a DG formulation based on a penalty flux

[99, 97]. For the symmetric first order poroelastic wave equation, the DG formulation in strong

form is given as

X

Dk2⌦h

✓
Qs

@⌧

@t
,h

◆

L2(Dk)

=
X

Dk2⌦h

0

@
 

dX

i=1

Ai
@v

@xi
,h

!

L2(Dk)

+

⌧
1

2
AnJvK + ↵⌧

2
AnA

T
n J⌧ K,h

�

L2(@Dk)

1

A

X

Dk2⌦h

✓
Qv

@v

@t
, g

◆

L2(Dk)

=
X

Dk2⌦h

  
dX

i=1

Ai
T @⌧

@xi
+ f , g

!

L2(Dk)

+

⌧
1

2
A

T
nJ⌧ K + ↵v

2
A

T
nAnJvK, g

�

L2(@Dk)

+ (Dv, g)

!
,

(5.28)
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for all h, g 2 Vh(⌦h). Here, An is the normal matrix defined on a face f of an element

An =
dX

i=1

niAi.

The factors ↵⌧ and ↵v are penalty parameters and defined on element interfaces. We

assume that ↵⌧ , ↵v � 0 and are piecewise constant over each shared face between two elements.

These penalty constants can be taken to be zero, which results in a non-dissipative central flux,

while ↵⌧ , ↵v > 0 results in energy dissipation similar to the upwind flux [6]. The stability of DG

formulations are independent of the magnitude of these penalty parameters. However, a naive choice

of these parameters will result in a sti↵er semi-discrete system of ODEs and necessitates a smaller

time under explicit time integration schemes. In this work, we take ↵⌧ ,↵v = O(1) unless stated

otherwise.

The boundary conditions in this study are the same as those used in [112].

5.4.1 Energy stability

The DG formulation in (5.28) is energy stable in the absence of external forces (f = 0), and

for free-surface and absorbing boundary conditions. The proof of energy stability extends naturally

from the work by Shukla et al. [112] and summarized as follows

Theorem 3. The DG formulation in (5.28) is energy stable for ↵⌧ ,↵v � 0 such that

X

Dk2⌦h

1

2

@

@t

⇣
(Qs⌧ , ⌧ )L2(Dk) + (Qvv,v)L2(Dk)

⌘
= �

X

f2�h\@⌦

Z

f

⇣↵⌧

2

��AT
n J⌧ K

��2 + ↵v

2
|AnJvK|2

⌘
dx

�
X

f2�⌧

Z

f

⇣
↵⌧

��AT
n⌧

���2
⌘

dx�
X

f2�abc

Z

f

⇣↵⌧

2

��AT
n⌧

���2 + ↵v

2

��Anv
���2

⌘
dx

+
X

Dk2⌦h

Z

Dk
v
T
Dv dx  0. (5.29)

Since Qs and Qv are positive definite, the left hand side of (5.29) is an L2-equivalent norm

on (⌧ ,v) and Theorem 1 implies that magnitude of the DG solution is non-increasing in time. This

also shows that dissipation is present for positive penalization parameters, i.e. ↵⌧ ,↵v > 0.

126



5.4.2 The semi-discrete matrix system for DG

Let {�i}Np

i=1 be a basis for PN
⇣
bD
⌘
. In our implementation, we use nodal basis functions

located at Warp and Blend interpolation points [6], which are defined implicitly using an orthogonal

polynomial basis on the reference simplex. We define the reference mass matrix cM and the physical

mass matrix M for an element Dk as

⇣
cM
⌘

ij
=

Z

bD
�j�i dx, (Mij) =

Z

Dk
�j�i dx =

Z

bD
�j�iJ dbx.

For a�ne mappings, J is constant and M = J cM . We also define weak di↵erentiation

matrices Sk and face mass matrices Mf such that

(Sk)ij =

Z

Dk

@�j
@xk

�i dx, (Mf )ij =

Z

f
�j�idx =

Z

f̂
�j�iJ

fdx̂,

where Jf is the Jacobian of the mapping from the reference face bf to f . For a�nely mapped

simplices, Jf is also constant and Mf = Jf cMf , where the definition of the reference face mass

matrix cMf is analogous to the definition of the reference mass matrix cM .

Finally, we introduce weighted mass matrices. Let w(x) 2 R and W (x) 2 Rm⇥n. Then,

scalar and matrix-weighted mass matrices Mw and MW are defined as

(Mw)ij =

Z

Dk
w(x)�j(x)�i(x) dx, MW =

2

6664

MW1,1 . . . MW1,n

...
. . .

...

MWm,1 . . . MWm,n ,

3

7775
(5.30)

where MWi,j is the scalar weighted mass matrix weighted by the (i, j)th element of W . Note that

Mw,MW are positive definite if w(x),W are pointwise positive definite.

Local contributions to the DG variational form may be evaluated in a quadrature-free

manner using matrix-weighted mass matrices as defined above. Let ⌃i, Vi denote vectors containing

degrees of freedom for solutions components ⌧i and vi, such that

vi(x, t) =

NpX

j=1

(Vi(t))j�j(x), 1  i  6

⌧i(x, t) =

NpX

j=1

(⌃i(t))j�j(x), 1  i  7
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Then, the local DG formulation can be written as a block system of ordinary di↵erential equations

by concatenating ⌃i, Vi into single vectors ⌃ and V and using the Kronecker product ⌦

MQs

@⌃

@t
=

dX

i=1

(Ai ⌦ Si)V +
X

f2@Dk

(I ⌦Mf )F⌧ (5.31)

MQv

@V

@t
=

dX

i=1

�
Ai

T ⌦ Si

�
⌃+

X

f2@Dk

(I ⌦Mf )Fv +MDV , (5.32)

where Fv and F⌧ denote the degrees of freedom for the velocity and stress numerical fluxes.

In order to apply a time integrator, we must invert MQs and MQv . While the inversion of

MQs and MQv can be parallelized from element to element, doing so typically requires either the

precomputation and storage of the dense matrix inverses or on-the-fly construction and solution of a

large dense matrix system at every time step. The former option requires a large amount of storage,

while the latter option is computationally expensive and di�cult to parallelize among degrees of

freedom. This cost can be avoided when Qs and Qv are constant over an element Dk. In this case,

MQs reduces to

M
�1
Qs

=

2

6664

Qs(1,1)M . . . Qs(1,Nd)M

...
. . .

...

Qs(Nd,1)M . . . Qs(Nd,Nd)M

3

7775

�1

= (Qs ⌦M)�1 = Qs
�1 ⌦

✓
1

J
cM�1

◆
.

Similarly M
�1
Qv

and M
�1
D can be expressed as M

�1
Qv

= Qv
�1 ⌦

✓
1

J
cM�1

◆
, and M

�1
D = D

�1 ⌦
✓
1

J
cM�1

◆
respectively. Applying these observations to (5.31) and (5.32) yields the following sets

of local ODEs over each element

@⌃

@t
=

dX

i=1

�
Qs

�1
A⌦Di

�
V +

X

f2@Dk

�
Qs

�1 ⌦Mf

�
F⌧ , (5.33)

@V

@t
=

dX

i=1

�
Qv

�1
A

T ⌦Di

�
⌃+

X

f2@Dk

(I ⌦Mf )Fv +M
�1
Qv

MDV , (5.34)

where we have introduced the di↵erentiation matrix Di = M
�1

Si and lift matrix Lf = M
�1

Mf .

For a�ne elements, both derivative and lift matrices are applied using products of geometric factors

and reference derivative and lift matrices.

Unfortunately, if Qs and Qv varies spatially with in the element, then above approach can
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no longer be used to invert Qs and Qv. Here, we follow the approach of [97], where MQs ,MQv

are replaced with weight-adjusted approximations. These approximations are low storage, simple

to invert, and yield an energy stable and high order accurate DG method to approximate the

matrix-weighted L2 inner product (and corresponding matrix-weighted mass-matrices Qs and Qv).

We also note that, material coe�cients Qs, Qv appear only the left hand sides of (5.25) and

(5.26). The right hand sides of (5.25) and (5.26) is equivalent to the discretization of a constant

coe�cient system. This provides additional advantages in that the right hand side can be evaluated

using e�cient techniques for DG discretizations of constant-coe�cient problems [120, 105].

Table 5.2: Weights and quadratures points for Gauss-Jacobi and modified Gauss-Jacobi approximation

Gauss-Jacobi Modified Gauss-Jacobi

↵1 20.32 116.04

↵2 3.332 7.65

↵3 1.00 1.00

↵4 3.00 0.13124

↵5 0.04921 0.00860

a1 3.80 12.23

a1 0.784 1.95

a1 0.362 0.622

a1 0.235 0.255

a5 0.187 0.105

5.5 Numerical experiments

In this section, we present several numerical experiments validating the stability and accuracy

of proposed new DG method in two dimensional homogeneous isotropic poroelastic media. All

experiments utilize the parameters given in Table 5.3.

In all experiments, we follow [107] and compute the application of weight-adjusted mass

matrices using a quadrature which is exact for polynomials of degree (2N + 1). Time integration is

performed using the low-storage 4th order five-stage Runge-Kutta scheme of Carpenter and Kennedy
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Table 5.3: Material properties for several poroelastic media used in the examples [3]

Properties Sandstone
(Isotropic)

Ks (GPa) 40
⇢s (kg/m3) 2500
c11 (GPa) 36
c12 (GPa) 12
c13 (GPa) 12
c33 (GPa) 36
c55 (GPa) 12

� 0.2
1 (10�15 m2) 600
3 (10�15 m2) 600

a1 2
T3 2

Kf (GPa) 2.5
⇢f (Kg/m3) 1040

⌘ (10�3 Kg/m.s) 1
⇤ (10�4 (m2) 0.219

[108], and the time step is chosen based on the global estimate

dt = min
k

CCFL

supx2⌦ kC(x)k2CN kJfkL1(@Dk) kJ�1kL1(Dk)

(5.35)

where CN = O(N2) is the order-dependent constant in the surface polynomial trace inequality [109]

and CCFL is a tunable global CFL constant. This estimate is derived by bounding the eigenvalues

of the spatial DG discretization matrix appearing in the semi-discrete system of ODEs. This choice

of dt is very conservative as it is derived based on an upper bound on the spectral radius.

5.5.1 Spectra and choice of penalty parameter

We first verify the energy stability of proposed DG formulation. Let Ah denote the matrix

induced by the global semi-discrete DG formulation, such that time evolution of the solution ⌧ ,v is

governed by
@Q

@t
= AhQ,
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(a) ↵⌧ = ↵v = 0 (b) ↵⌧ = ↵v = 1

Figure 5.1: Spectra for N = 3 and h = 1/2 with a material property of isotropic Sandstone (Table 5.1). For
↵⌧ = ↵v = 0 and ↵⌧ = ↵v = 1, the largest real part of spectra are 6.54698e-13 and 8.22466e-13, respectively.

where Q denotes a vector of degrees of freedom for (⌧ ,v). We show in Figure 1 eigenvalues of Ah

for ↵⌧ = ↵v = 0 and ↵⌧ = ↵v = 1 with material parameters of isotropic sandstone (given in Table

5.1). The discretization parameters are N = 3 and h = 1/2. In both cases, the largest real part of

any eigenvalues is O(10�14), which suggests that the semi-discrete scheme is indeed energy stable.

For practical simulations, the choice of ↵⌧ ,↵v remains to be specified. Taking ↵⌧ ,↵v > 0

results in damping of of under-resolved spurious components of the solutions. However, a naive

selection of ↵⌧ ,↵v can result in an overly restrictive time-step restriction for stability. A guiding

principle for determining appropriate values of the penalty parameters ↵⌧ ,↵v is to ensure that the

spectral radius is the same magnitude as the case when ↵⌧ = ↵v = 0. For example, the spectral

radius of Ah, ⇢(Ah) is 9.017 for ↵⌧ ,↵v = 0 which is O(N2/h). The spectral radius ⇢(Ah) is 10.1189

for ↵⌧ ,↵v = 0.5, while the spectral radius for ↵⌧ ,↵v = 1 is ⇢(Ah) = 22.88. Since the maximum

stable timestep is proportional to the spectral radius, taking ↵⌧ ,↵v = 1 in this case results in a

more restrictive CFL condition. This phenomena is related to observations in [99] that large penalty

parameters result in extremal eigenvalues of Ah with very large negative real parts. The optimal

choice of scaling also depends on the media heterogeneities on elements adjacent to an interface.

5.5.2 Analytic solution

Next, we study the accuracy and convergence of the our DG method for a plane wave

propagating in an isotropic porous sandstone with material properties given in Table 5.3. Unless
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otherwise stated, we report relative L2 errors for all components of the solution U = (⌧ ,v)

kU � UhkL2(⌦)

kUkL2(⌦)

=

⇣Pm
i=1 kUi �Ui,hk2L2(⌦)

⌘1/2

⇣Pm
i=1 kUik2L2(⌦)

⌘1/2 .

5.5.3 Plane wave in a poroelastic medium

The analytical solution to (5.24) for a plane wave is given as

Qn(x, t) = Q
0
n exp[i · (!t� k · x)], n = 1...13, (5.36)

where Q
0
n is the initial amplitude vector of stress and velocity components; ! are wave frequencies;

k = (kx, ky, kz) is the wave-number vector. To achieve realistic poroelastic behavior, we superimpose

three plane waves, of the form given by (5.36), corresponding to a fast P-wave, an S-wave and a

slow P-wave.

Now, we briefly describe how we determine the the wave frequencies !. Substituting (5.36)

into (5.24) yields

!Q0
n = (Akx +Bky +Ckz � iE)Q0

n (5.37)

Solving the three eigenvalues problem for in (5.36) for each wave mode l yields in matrix of right

eigenvectors (R(l)
mn) and eigenvalue (!l). Following [110, 4], the solution of (5.24) can be constructed

as

Qn(x, t) =
3X

l=1

R(l)
mn�

(l)
n exp[i · (!(l)t� k

(l) · x)], (5.38)

where �(l)n is a amplitude coe�cient with �(1)1 = �(2)2 = �(3)4 = 100.

For completeness, we perform convergence analyses for inviscid and viscid media separately.

5.5.3.1 Inviscid case (⌘ = 0)

The error is computed for an inviscid brine-filled (⌘ = 0) isotropic sandstone. The inviscid

nature of the fluid implies that D = 0. We show in Figure 2 the L2 errors computed at T=1 and

CFL=1, using uniform triangular meshes constructed by bisecting an uniform mesh of quadrilaterals

along the diagonal. Figure 5.2a and 5.2b show the convergence plot using the central flux (↵v = ↵⌧ =
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Figure 5.2: Convergence of L2 error for plane wave in porolastic media with ⌘ = 0-inviscid case

0) and penalty flux (↵v = ↵⌧ = 1) respectively. For N = 1, ..., 5, O(hN+1), rates of convergence are

observed. We note that for N = 4 and N = 5, we observe results for both fluxes which are better

than the 4th order accuracy of our time-stepping scheme. This is most likely due to the benign

nature of the solution in time and the choice of time step (5.35) which scales as O(h/N2). For

N = 4, 5, the results of Figure 5.2 suggest that the resulting time step is small enough such that

temporal errors of O(dt4) are small relative to spatial discretization errors of O(hN+1).

5.5.3.2 Viscid case (⌘ 6= 0)

We show in Figure 5.3 the L2 errors for viscid case, computed at T=1 and CFL=1 using

uniform triangular meshes. Figure 5.3a and 5.3b show convergence plots using the central flux

(↵v = ↵⌧ = 0) and penalty flux (↵v = ↵⌧ = 1), respectively. For N = 1, ..., 5, O(hN+1) rate of

convergence are observed when using the penalty flux ↵v = ↵⌧ = 1. When using a central flux

(↵v = ↵⌧ = 0), we observe a so-called “even-odd” pattern [6, 98], with convergence rate O(hN ) for

odd N and between O(hN+1/2) and O(hN+1) for even N .

Similar to the inviscid case, for N = 4 and N = 5, we observe results for both fluxes which

are better than the 4th order accuracy of our time-stepping, due to the fact that temporal error are

small relative to spatial discretization error.
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Figure 5.3: Convergence of L2 error for plane wave in poroelastic media for viscid case (⌘ 6= 0) with unified
DG scheme

5.5.4 Application example

We next demonstrate the accuracy and flexibility of the proposed DG for an application-

based problem in linear poroelasticity defined by broad-band Biot’s equation. The computation is

done using penalty parameters ↵v = ↵⌧ = 0.5. In the following section, the field b represents the

center of mass particle velocity vector [87], which is expressed as

b = v +

✓
⇢f
⇢

◆
q. (5.39)

In the following section, the forcing is applied to both the z� component of stress ⌧zz and the fluid

pressure p by a Ricker wavelet point source

f(x, t) = (1� 2(⇡f0(t� t0))
2) exp[�(⇡f0(t� t0))

2]�(x� x0), (5.40)

where x0 is the position of the point source and f0 is the central frequency.

To illustrate the e↵ect of viscosity and dynamic permeability of slow P wave in a high

frequency regime, a computational experiment in an isotropic sandstone with material properties

given in Table 5.3 is performed. The size of the computational domain is 20 cm ⇥ 20 cm. The

domain is discretized with uniform triangular element with a minimum edge length of 0.5 mm.

Figures 5.4(a)-(b) represent the x� and z� components of the center of mass particle velocity of

the isotropic sandstone, for a viscid case (⌘ 6= 0). The central frequency of the forcing function is

f0 = 10 kHz, and polynomials of degree N = 3 are used. The propagation time is 19.89 µs. Three
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Figure 5.4: Snapshots of the centre of mass particle velocity in isotropic sandstone, computed at t =
19.89 µs, for ⌘ 6= 0. The central frequency of the forcing function is 10 kHz. The solution is computed using
polynomials of degree N = 3.

events can be observed: the fast P mode, the shear wave, and the slow P mode.This is to be noted

that unlike low frequency regime (discussed in Chapter 4), propagation of slow P wave is very well

supported by the medium for a viscous pore fluid.
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Chapter VI

E↵ect of capillary pressure on seismic velocities and attenuation

6.1 Abstract

Biot’s theory allows incorporation of permeability and viscosity in computing seismic

amplitudes for a porous medium that is fully saturated with a single-phase fluid. In its original

form, Biot’s theory does not explicitly account for capillary e↵ects, e.g., the surface tension between

the wetting and non-wetting fluids. This paper uses a model to quantify capillary e↵ects on velocity

and attenuation. Studies that have attempted to extend Biot’s poroelasticity to include capillary

e↵ects found changes in fast P-wave velocity of up to 5 % between the sonic and ultrasonic frequency

ranges. Simulations of wave propagation at varying capillary pressure in a rock saturated with

multi-phase fluid are also presented. The poroelastic equation for multi-phase fluid is solved by using

spectral methods with Fourier grids as collocations points in space and the Runge-Kutta scheme for

numerical integration. The numerical simulations show the presence of three compressional (P-)

waves, one fast and two slow compressional waves corresponding to the wetting and non-wetting

phases. The results show that the slow P-wave amplitude is significantly a↵ected by capillary

pressure variations.

Keywords— Capillary pressure, Seismic velocity, Pseudo-spectral, Biot’s model

6.2 Introduction

Wave propagation in porous media (poroelasticity) has been a subject of great interest for

geophysicists and engineers alike [71, 32]. The foundation of poroelasticity was laid down through a

series of seminal works in [9, 8, 10]. The premise of poroelasticity is that wave propagation sets
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both solid and fluid particles in relative motion, and, therefore the energy is propagated through the

frame as well as through the pore fluid, with the competing driving forces of inertial and viscous

nature depending on the frequency range. Three modes of energy propagation exist in the body,

i.e., two compressional (P) (a fast and a slow) and one shear (S) [9, 8]. In contrast, elastic modeling

assumes that the propagation media is fully solid and the energy propagates only though P and S

modes.

The slow P-wave, which is unique to the poroelastic model, is a di↵usive mode of energy

propagation that originates from the relative motion between solid and fluid particles. The

polarization of the fast P-wave is described by in-phase motion between the solid and fluid particles

and the polarization of the slow P-wave is described by the out of phase motion between solid and

fluid particles. At frequencies < 100 Hz, the viscous forces generally dominate over the inertial

forces attenuating the slow P-wave in the near-field [2]. On the other hand, at frequencies > 1 kHz,

inertial forces are dominant over viscous forces and energy contained in the slow P-wave can be

significant allowing it to be recorded in the far-field. The first clear documentation of the slow

P-wave was at ultrasonic frequencies in a laboratory setting in water saturated sintered glass beads

(18.5 % porosity) with velocity of 1040 m/sec [121]. However, before Biot predicted it, [122] reported

experimental values of the slow P-wave velocity in snow.

The limitation of Biot’s theory in predicting wave attenuation for complex pores and multi-

phase fluid has been alluded towards by several researchers [123, 124]. In principle, a complex pore

geometry and presence of two or more immiscible fluid phases results in complex relaxation for both

fluid and solid phases. In [9, 8] the relaxation term is a visco-dynamic operator which in essence

is the frequency-dependent permeability also known as the dynamic permeability term [90]. [125]

and [126] extended Biot’s theory to multi-phase fluid media by making this visco-dynamic term a

capillary pressure [127] dependent, where capillary forces exclusively imply surface tension due to the

wetting and non-wetting fluid phases (see also [128], [129] and [130]). Recently, [131] have analyzed

the dependence of the phase velocities of the slow P-waves (prevalent in poroelastic media saturated

with single to multiphase fluids) on saturation of non-wetting phase (gas) and depth. In brief, the

outcome of this study shows that the velocities of the slow wave in the ultrasonic frequency range

(P2 and P3 modes) generally decrease as the saturation of non-wetting phase decreases, similar to

the present study, wherein the velocity of the slow P-wave modes decreases as capillary pressure

increases. In addition to this, those authors have also shown that the velocity of the slow P- wave

modes increases as pore pressure increases, where pore pressure is alluded as function of depth.

Other wave propagation theories considering the capillary pressure were developed by [132],
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[133], [134], [135] and [136]. [132] use a homogenization theory and a description of the capillary

e↵ects at the pore scale, obtaining a generalized Darcy law. [133] derived a model for waves traveling

in an elastic porous solid permeated by two immiscible fluids incorporating both inertial and viscous

drags in an Eulerian frame of reference, applying their model to a Columbia fine sandy loam

saturated by air-water and oil-water. [134] obtained a dynamic model for wave propagation in a

porous medium saturated with two immiscible fluids by incorporating three kinds of relaxation

mechanisms. These are based on a) A drag force model accounting for attenuation due to global fluid

flow, b) A capillary-pressure based mechanism responsible for relaxation of the interface between the

wetting and non-wetting fluid phases, and c) A porosity-based relaxation mechanism accounting for

local fluid flow. A direct comparison between the present study and capillary-based relaxation model

of [134] di↵ers in the method used to compute the capillary pressure. In the limiting case of pca = 0,

the non-wetting phase saturation Sn in [134] model is dependent on the irreducible saturation of

the wetting phase (Srw), whereas in our model the non-wetting phase saturation Sn is a function

of the irreducible saturation of the wetting Srw and non-wetting phase Srn. Thus the capillary

pressure model used in the present study defines the concept of relative permeability between the

multiphase fluid with saturation more accurately. [134] have shown the variation of velocity and

attenuation with respect to the capillary pressure dependent modulus (see their Figs. 2 and 3) unlike

in the present study, where the direct dependence on capillary pressure is shown. In general, the

attenuation of the P wave increases for certain values of the capillary parameter (see their Fig. 5b).

The e↵ect of varying capillary pressures on the numerical solution is not shown in [134]. [135] use a

theory similar to that of the present work and find that the capillary pressure greatly a↵ects the

displacement of the non-wetting phase (oil or gas in a water saturated background). [136] studied

the e↵ect of capillary pressure on the acoustic signature in the framework of the mesoscopic-loss

theory. In this study the e↵ect of capillarity was induced through the incorporation of a membrane

sti↵ness in a random medium of patchy saturation. The capillary action leads to an additional

sti↵ening and thereby to higher phase velocities. It also implies a pressure discontinuity at patch

interfaces so that wave-induced pressure di↵usion process is weakened and attenuation is reduced.

In another experimental modeling study by [137], the P-wave velocity for variable fluid patch

sizes is studied, with the patch size being a function of the fluid saturation. In this study, the e↵ect

of capillarity is linked to the injection rate, which changes during imbibition due to the redistribution

of the viscous and capillary pressure in rock samples. The very idea of this study is based on

the redistribution of capillary e↵ects, which in turn changes the sti↵ness of the fluid-rock system

resulting into changes in the rock velocity. According to this concept, [137] has shown that the
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overall e↵ect of increasing capillarity causes an increase in static velocity of the P wave (measured

experimentally) (see their Figure 6 ). Unlike our study , they have not mentioned anything about

the e↵ects of capillarity on slow P waves and also lacks the representation of the e↵ect of capillarity

on numerical simulation of wave propagation.

In another study of wave propagation in rocks saturated with two immiscible fluid, [138]

simulated the e↵ect of squirt flow on the P-wave velocity of a rock saturated with water and CO2.

In this study, the authors considered a static dimensionless capillary function bounded above and

below by 1 and the ratio of bulk modulus of gas and water, respectively. The modeling approach

adopted in the study only models the fast P-wave and lacks the discussions about the slow P-wave

modes. The results obtained in this study show that the velocity of the P wave at high frequencies,

in general, increases with capillary pressure (see their Figure 4 and 5). In another result (see their

Figure 4), the velocity of the P wave with respect to the wetting phase saturation has a similar

trend as in Figure 6.1 of the present study. This study also lacks the wave field characteristics with

respect to varying capillary pressure.

Extending Biot’s theory into the capillary domain led to two key observations. First, a

step change in fast P-wave velocity by up to 5 % occurs near the characteristic frequency of the

medium [139]. Second, the relative motion between the non-wetting fluid phase and the solid grain

gives rise to a second slow P-wave phase [140, 139]. The first finding is of particularly relevant to

quantitative interpretation of ultrasonic data, more so when velocity measurements at ultrasonic

ranges on undrained core plugs are to be reconciled with the surface seismic velocities. The second

finding is relevant in understanding the energy loss mechanism. Although peer studies have laid

theoretical and numerical formulations for energy partitioning in presence of more than one fluid

phase, the system has not been yet analyzed for varying capillary pressure. Here we analyze the

body-wave velocities and their attenuation as a function of capillary pressure. We also present

numerical solution for a two-phase fluid system (gas and water) with varying capillary pressure.

[139] and [140] have solved the equations developed by [126] using di↵erent numerical approaches.

Here, we use the first method.

6.3 Theory

Next, we present a summary of wave propagation in partially saturated porous medium

developed by [126], [139], [128] and [129] guiding the reader to original references for detail.
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6.3.1 Equations of momentum conservation

Let a porous rock saturated by two immiscible fluids denoted with the superscripts s, w and

n corresponding to the solid, wetting and non-wetting phases, respectively. Let vs, v̄n and v̄
w be

particle velocity vectors for solid grain, wetting fluid and non-wetting fluid, respectively and let

⌧ , ⌧n and ⌧w be the total stress tensor for solid, non-wetting phase and wetting phase respectively.

Relative particle velocities for non-wetting and wetting phases are defined as vn = �(v̄n � vs) and

v
w = �(v̄w � vs) respectively. The equations of momentum conservation for the solid, wetting and

non-wetting phases are

r · ⌧ = ⇢v̇s + ⇢nSnv̇
n + ⇢wSwv̇

w, (6.1)

r⌧n = ⇢nSnv̇
s + g1v̇

n + g3v̇
w + S2

n

✓
⌘n
n

◆
v
n, (6.2)

r⌧w = ⇢wSwv̇
s + g3v̇

n + g2v̇
w + S2

w

✓
⌘w
w

◆
v
w, (6.3)

where S, ⌘, ⇢, � and  are saturation (Sn + Sw = 1), viscosity, density, porosity and permeability,

respectively. A dot above a variable represents the time derivative. The relative permeability of the

non-wetting and wetting phases will be denoted by n and w. [126] define bulk density (⇢) and

mass couple coe�cients (g1: solid and non-wetting; g2: solid and wetting; and g3: non-wetting and

wetting) as

⇢ = (1� �)⇢s + �(Sn⇢n + Sw⇢w), g1 =
Sn⇢nFs

�
,

g2 =
Sw⇢wFs

�
, g3 = 0.1

p
g1g2 ,

where Fs is a structural factor as in [141]. The capillary pressure pca > 0 [126] is defined as

pca = A


(Sn + Sw � 1)�2 �

✓
Srn

Sn

◆
(1� Srn � Srw)

�2

�
, (6.4)

where, Srn and Srw are residual saturations of the wetting and non-wetting phases. A is constant,

constraining pca > 0. The permeabilities n and w are given as

n = 

✓
1� 1� Sn

1� Srn

◆2

, w = 

✓
1� Sn � Srw

1� Srw

◆2

,

where  is absolute permeability.
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6.3.2 Stress-strain relations

The 2D stress-strain relationship for the multi-phase system in the (x,y)-plane can be

expressed as

S = C · e , (6.5)

where S = [⌧xx, ⌧yy, ⌧xy, ⌧n, ⌧w]T , e = [✏xx, ✏yy, ✏xy, ⇣n, ⇣w]T and

C =

0

BBBBBBBB@

Kc +N Kc �N 0 �B1 B2

Kc �N Kc +N 0 �B1 B2

0 0 0 2N 0

B1 B1 0 �M1 �M3

B2 B2 0 �M3 �M2

1

CCCCCCCCA

,

where ✏’s are strain for solid phase and ⇣n,w are variations of fluid content defined as ⇣̇n,w = �r·vn(w).

In the sti↵ness matrix C, Kc and N are undrained bulk and dry-rock shear moduli, respectively.

Coe�cients B1, B2, M1, M2 and M3 depend on rock and fluid type [129]. To derive the dispersion

relation, the stress induced in the non-wetting phase can be rewritten using first principles [126]

⌧n = �(Sn + � + �)pn + (� + �)pw , (6.6)

where pn and pw are infinitesimal changes in the wetting and non-wetting fluid pressures from the

absolute fluid pressure p̄n and p̄w. � and � are parameters describing the capillary pressure and

defined as � =
pca
p0ca

, � =
p̄w
p0ca

. p0ca represent the change in capillary pressure with respect to the

saturation of the non-wetting phase. Equations (6.2) and (6.6) imply that changes in stress in the

non-wetting phase causes changes in the particle velocities (for both solid and relative fluid velocity).

Equation (6.6) also implies that the stress in the non-wetting fluid phase is linearly dependent on

pca, which is what in turn creates the dependence of seismic velocities on capillary pressure.

6.3.3 Particle velocity-stress relationship

The particle velocity-stress formulation defines the coupled system of partial di↵erential

equations which describes the wave propagation in a porous rock saturated with multi-phase fluids.
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Equation (6.1-6.3), can be rewritten as

˙vis = ⇢(⌧ix,x + ⌧iy,y) + ⇢nSn


⌧n,i � S2

n

✓
⌘n
n

◆
vni

�
+ ⇢wSw


⌧w,i � S2

w

✓
⌘w
w

◆
vwi

�
, (6.7)

˙vin = ⇢nSn(⌧ix,x + ⌧iy,y) + g1


⌧n,i � S2

n

✓
⌘n
n

◆
vni

�
+ g3


⌧w,i � S2

w

✓
⌘w
w

◆
vwi

�
, (6.8)

˙viw = ⇢wSw(⌧ix,x + ⌧iy,y) + g3


⌧n,i � S2

n

✓
⌘n
n

◆
vni

�
+ g2


⌧w,i � S2

w

✓
⌘w
w

◆
vwi

�
. (6.9)

Equations corresponding to stress components are obtained by di↵erentiating (6.5) with respect to

time and can be expressed as

⌧̇xx = Kc(r · vs) +N(vx,x � vy,y) +B1(r · vn) +B2(r · vw) , (6.10)

⌧̇yy = Kc(r · vs)�N(vx,x � vy,y) +B1(r · vn) +B2(r · vw) , (6.11)

⌧̇xy = N(vx,y + vy,x) , (6.12)

⌧̇n = B1(r · vs)�M1(r · vn)�M3(r · vw) , (6.13)

⌧̇w = B2(r · vs)�M3(r · vn)�M2(r · vw) . (6.14)

6.4 Velocity and attenuation

A succinct form of the first-order velocity-stress relation, describing the wave equation for

partially saturated porous medium can be recovered by combining equations (6.7-6.9) and (6.10-6.14)

and expressed as

dw

dt
= Mw + f , (6.15)

where w is the wavefield vector w = [vsx, v
n
x , vx

w, vsy, v
n
y , v

w
y , ⌧xx, ⌧yy, ⌧xy, ⌧n, ⌧w] and f is the forcing

function, which is the product of the delta function and the Ricker wavelet in space and time

domain, respectively, M is the propagator matrix, containing the material coe�cients and spatial
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derivatives:
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To analyze the dependence of the phase velocities of each mode present in equation (6.15)

requires a dispersion relations for a plane wave. A compressional plane wave propagating in a

medium with an attenuation factor ↵, a complex wavevector k = k � i↵ and an angular frequency

of !, can be expressed as

q = q0 exp (k · x� !t) , (6.17)

where q = [✏, ⇣n, ⇣w]T and q0 is the polarization vector of the compressional modes present in the

system. The dispersion relation for a plane wave (Equation (6.17)) governed by Equation (6.15) is

expressed as [139]

�q0 = vc
2(D � iL)q0 , (6.18)

where �,D and L are sti↵ness, density and friction matrices.

The three eigenvalues (vc)s of Equation (6.18) correspond to three P-wave phases with

velocities (vp)s and attenuation (↵)s are

vp =


Re

✓
1

vc

◆��1

, ↵ = �!

Im

✓
1

vc

◆�
. (6.19)

Following [126], the phase velocity of the shear wave is governed by the rotational part of

Equations (6.1-6.3). Operating Equation (6.1-6.3) with the curl (r⇥) operator and using the vector

identity a · (a⇥ b) = 0, we get

⇢(r⇥ v̇s) + ⇢nSn(r⇥ v̇
n) + ⇢wSw(r⇥ v̇

w) = N(✏xx,x + ✏yy,y) , (6.20)
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⇢nSn(r⇥ v̇
s) + g1(r⇥ v̇

n) + g3(r⇥ v̇
w) + S2

n

✓
⌘n
n

◆
(r⇥ v

n) = 0 , (6.21)

⇢wSw(r⇥ v̇
s) + g3(r⇥ v̇

n) + g2(r⇥ v̇
w) + S2

w

✓
⌘w
w

◆
(r⇥ v

w) = 0 . (6.22)

Analytical expressions of V̄ (r⇥ (vs,vn,vw)) can be expressed as,

V̄ = V̄ 0e
i(k·x�!t) . (6.23)

where V̄0 is the polarization vector of the shear modes present in the system. Substituting Equation

(6.23) in Equations (6.20-6.22), we obtain the phase velocity of shear wave, which is

vc =
p
N


⇢� C1 + C2

g⇤1g
⇤
2 � g23

��1/2

, (6.24)

where C1 = ⇢nSn(g⇤3⇢nSn � g3⇢wSw), C2 = ⇢wSw(g⇤1⇢wSw � g3⇢nSn) , g⇤1 = g1 �
ibn
!

and

g⇤3 = g3 �
ibw
!

.

6.5 Numerical-simulation method

The next step is to adopt a stable numerical scheme to solve Equation (6.15), which requires

a detailed analysis of the eigenvalues of the propagator matrix M . As a clarification the largest and

the smallest eigenvalues represent velocities of the fast and slow P- modes respectively. Eigenvalues

of M are complex conjugates pairs. For non-viscous pore-fluids the eigenvalues are purely imaginary

but for a viscous fluid they also have a real part which is negative and which represents attenuation.

For the Nivelsteiner sandstone (Table 1), the real part of the largest and smallest eigenvalues are

�145467 s�1 and �1274 s�1, respectively. A large di↵erence in magnitude of the eigenvalues makes

the system sti↵ [142] and requires the modeling scheme to have very small time steps for being

numerically stable and accurate at the same time.

[140] and [139] solved Equation (6.15) numerically by adopting di↵erent approaches. [140]

computed the numerical solution in the frequency domain, similar to the form of a Helmholtz

equation. At each time step the numerical solution is obtained by solving the system of Helmholtz-

like equations across the entire frequency range without any constraint on the choice of the time

step (CFL condition). Thus, the problem of sti↵ness is taken care implicitly at the cost of an added

computational complexity. On the other hand, [139] solved Equation (6.15) in the time domain and

circumvented the e↵ect of sti↵ness by adopting the approach of [143]. In this paper, we have followed
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[139] to solve Equation (6.15) numerically. This approach firstly separates Equation (6.15) into sti↵

and non-sti↵ parts to circumvent the sti↵ness of the system, secondly it solves them separately and

finally merges the solutions obtained from the previous two steps. The spatial derivatives of M

are computed by using the Fourier method [32] and the equation is integrated in time with the

fourth-order Runge-Kutta method. A brief review of the numerical methods is presented in the

following.

The formal solution of Equation (6.15) is given by [144]

w(t) = exp(tM)w0 +

Z t

0
exp(⌧M)f(t� ⌧)d⌧, (6.25)

where w0 is the initial condition and exp(tM) is known as the evolution operator. The splitting

algorithm [143] partitions M as M = Mr + Ms with Mr and Ms representing the sti↵ and

non-sti↵ part of M respectively and expressed as

Mr =

0

@ 06⇥5 Mr1

Mr2 05⇥5
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A , (6.26)
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Matrix Ms can be expressed as

Ms =

0

@ R6⇥6 06⇥5
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A , (6.29)

where
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The discretized evolution operator (Equation (6.25)) at time step dt can be expressed as

exp(Mdt) = exp(
1

2
Ms)exp(

1

2
Mr) exp(

1

2
Ms) . (6.32)

Equation (6.32) allows to solve the sti↵ part of the system separately and we can write the

di↵erential equation for velocity vector v = [vsx, v
n
x , v

w
x , v

s
y, v

n
y , v

w
y ]

T as,

v̇ = Rv. (6.33)

The solution of Equation (6.33), denoted as w⇤, is treated as an intermediate corrector term
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and can be computed analytically. The evaluation of the non-sti↵ term is (exp(Mrt)) is perfoemed

with the Runge-Kutta scheme and the Fourier method. Thus, the numerical scheme used to solve

the system (Equation (6.15)) is

w
n+1 = w⇤ +

1

6
(dt)(2�1 + 2�2 + 2�3 + 2�4) , (6.34)

where

�1 = Mrw
⇤ + f

n, �2 = Mr(w⇤ + 1
2(dt)�1) + f

n+1/2 ,

�3 = Mr(w⇤ + 1
2(dt)�2) + f

n+1/2, �4 = Mr(w⇤ + dt�3) + f
n+1 .

he numerical scheme expressed in Equation (6.34) is “infinitely” accurate in space and

achieves second order accuracy in time. We also claim that the numerical scheme (Equation (6.34))

is bounded by accuracy than stability, as the system under the study is sti↵. To prove the above

claim, a convergence study is performed for a plane wave of which analytical solution is computed

using Equation (6.15). Stress and velocity vectors of a plane wave with real wave vector k (no

attenuation) and angular frequency ! can be expressed as

T = T0 exp i(k · x� !t) , (6.35)

V = V0 exp i(k · x� !t) , (6.36)

where T = [⌧xx, ⌧yy, ⌧xy, ⌧n, ⌧w]T and V = [vsx, v
n
x , vx

w, vsy, v
n
y , v

w
y ]

T . T0 and V0 are polarization

vectors.

6.6 Results

We illustrate our results using the properties of the Nivelsteiner Sandstone [145] (Table 1),

which is a Miocene age quartz dominated formation containing < 5% clay. We use 3 kPa as the

value of A in Equation (6.4) after [129]. In the plots hereon P1 indicates the fast P wave, P2 and P3

the slow waves and S is the shear wave. The characteristic frequency for the Nivelsteiner sandstone

is 10 kHz, when fluid flow in the pores changes from laminar to turbulent. For our purpose we

change the capillary pressure by changing the water saturation; Sw = 90% corresponds to a pca of

3.22 kPa and Sw = 10% corresponds to a pca of 1.22 MPa. We perform the basic model validation

by predicting the P1 wave with respect to an increasing gas saturation (Snw or Sg; Figure 6.1). As

seen in Figure 6.1, vP1 drops rapidly when Sg increases initially. As Sg increases further, vP1 slightly
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Table 6.1: Material properties of the Nivelsteiner sandstone

Medium properties

Grain Bulk Modulus, Ks(GPa) 36

Density, ⇢s (kg/m3) 2650

Matrix Bulk Modulus, Km(GPa) 6.21

Shear Modulus, N(GPa) 4.55
Porosity, � 0.33

Permeability  (Darcy) 5

Gas (non-wetting phase) Bulk Modulus, Kn(GPa) 0.022

Density, ⇢n (kg/m3) 100
Viscosity, ⌘n (cP) 0.015

Water (wetting phase) Bulk Modulus, Kw(GPa) 2.223

Density, ⇢w (kg/m3) 1000
Viscosity, ⌘w (cP) 1

increases. This concurs with prevalent understanding about the behavior of gas-brine mixture in

porous rocks (e.g, [146, 147], [148]). Our model successfully explains the poromechanical behavior of

a gas-brine mixture. For computing Figure 6.1 we have maintained the frequency at 0 Hz. A similar

plot (for another sandstone) is given in [126]. Next, we vary the frequency and show the dispersion

characteristics of the P1 mode (Figure 6.2a). We present results in Figure 6.2a as percentage change

over vP1 at the reference frequency of 1 Hz. In line with the other studies [139], Figure 6.2a shows

a step change in vP1 at 10 KHz. It is notable that the change is more significant for lower Snw.

The significance is that well-to-seismic tie can become more erroneous in formations with low gas

saturation if capillary e↵ects are not appropriately accounted for. The dispersion characteristics

of the P2 and P3 modes (Figure 6.2b and 6.2c respectively) are such that vP2 and vP3 decrease

as capillary pressure increases up to the characteristic frequency beyond which it becomes fairly

constant. Further, the shear mode does not have any dispersive properties and thus it is not shown

here. We show the attenuation characteristics of the P1, P2 and P3 modes in Figures 6.3a, 6.3b and

6.3c. The attenuation of the P1 mode (Figure 6.3a) is more prominent at frequencies > 3 kHz and,

least among all the three modes, increases as capillary pressure increases. This explains that the

amplitude of the P1 mode is less a↵ected by fluid viscosity and permeability (absolute and relative).

The attenuation characteristics of the P2 mode vary across the entire frequency range and, similar
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to P1 mode, the attenuation factor of the P2 mode (most among all the three modes) increases as

capillary pressure increases. This clearly shows that the amplitude of the P2 mode is dependent on

saturation of the wetting phase (Sw). However, the attenuation of the P3 mode decreases as capillary

pressure increases which in turn establishes that the amplitude of the P3 mode is dependent on the

saturation of the non-wetting phase Snw. The shear wave is not a↵ected by the fluid phases and

thus there is no e↵ect of the varying capillary pressure on its phase velocity and attenuation. [149]

presented the theory of wave propagation in a rock saturated with two-phase fluids under variable

pressure conditions, especially on p̄w. In this study, they found that the velocity and attenuation

of P- (P1, P2 and P3) and shear waves also vary with p̄w. Accordingly, we also computed the

simultaneous e↵ect of capillary pressure (pca) and absolute pressure of the wetting fluid (p̄w) on

the velocity of the P-wave modes (see Figure 6.4). Figure 6.4a shows the phase velocity of the P1

mode (computed at 1 MHz) against the capillary pressure pca at varying p̄w. The phase velocity

of this mode decreases as p̄w increases, which is due to the fact that as p̄w increases pca decreases.

This further corroborates the dispersion analysis of the P1 mode shown in Figure 6.2a. Figure 6.4b
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Figure 6.1: Phase velocity of the P1 mode computed at 0 Hz as a function of the saturation of the non-
wetting phase.
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and 6.4c are plots of the phase velocities of the P2 and P3 modes, computed at variable pca and

p̄w. As p̄w increases, the first velocity increases at low value of pca (low gas saturation), whereas at

higher values of pca this velocity decreases. This reconfirms the results of the dispersion analysis

for the P2 mode, shown in Figure 6.2b. The phase velocity of the P3 mode against p̄w is shown in

Figure 6.4c. In general, there is a positive correlation with p̄w. This observation is in line with the

dispersion analysis of the P3 mode (Figure 6.2c), showing a negative correlation with respect to pca.

Next, we perform numerical simulations but before we test the accuracy of the method. Analytical

solutions of Equation (6.15) for the plane waves ((6.35) and (6.36)) are computed by solving a linear

system of equations obtained after substituting Equations (6.35) and (6.36) into Equation (6.15). A

plot showing the error between the numerical and analytical solutions of the solid particle velocity

(vsx) versus the number of terms used in Fourier expansion (Ng), computed for values of CFL = 0.8

and 0.6, is shown in Figure 6.4. It is worth to note that as Ng increases the rate of convergence

 0       1          2          3          4          5         6          7
Log(f) Hz

0.0

(b)

0       1          2          3         4          5          6          7
Log(f) Hz

  0.1

  0.2

  0.3

  0.4

  0.0

(c)

 0       1          2          3          4          5         6          7
Log(f) Hz

  0.0

  0.1

  0.2

  0.3

P
h

as
e 

V
el

o
ci

ty
 o

f 
P

2
 m

o
d

e 
(k

m
/s

)

P
h

as
e 

V
el

o
ci

ty
 o

f 
P

3
 m

o
d

e 
 (k

m
/s

)

  1.0

  2.0

  3.0

  4.0

  5.0

R
el

at
iv

e 
 C

h
an

g
e 

in
 P

h
as

e 
V

el
o

ci
ty

 (%
)

(c)

(b)
(a)

      
      
     
     

S
nw

=40%   p
ca

=14.77 kPa

S
nw

=50%   p
ca

=24.45 kPa

S
nw

=90%   p
ca

=1.22 MPa

     
  
  
      

o
f 

P
1

 m
o

d
e

S
nw

=10%   p
ca

=3.22 kPa

Figure 6.2: E↵ect of the capillary pressure on (a) the velocity of the fast P1- mode, (b) the velocity of the
slow P2-mode and (c) the velocity of the slow P3 mode. Note that di↵erent capillary pressures correspond
to di↵erent saturations of the non-wetting (gas) phase (Snw).
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decreases to 4th-order but as time steps is increased (CFL=0.6) the convergence is improved. This

proves our claim that the numerical scheme (Equation (6.34)) is of very high order and bounded

by convergence not by stability. In addition to this, Figure 6.5 also proves that as the degree of

freedom increases in space, the numerical scheme is gradually dominated by the order of the time

accuracy. We show the numerical simulation based on Equation (6.15) using a 400 ⇥ 400 grid

domain at ultrasonic (300 kHz) and seismic (25 Hz) frequencies. The system of Equations (6.15) is

solved numerically for a capillary pressure of 3.22 kPa (Snw = 10 %) and 24.45 kPa (Snw = 50%).

Snapshots of the particle velocity of the rock frame in the ultrasonic frequency range captured at

pca = 3.22 kPa and 24.45 kPa, are shown in Figure 6.6a and 6.6b, respectively. Four wave modes P1,

P2, P3 and S are marked on all the illustrations shown in Figures 6.6, 6.7 and 6.8. The P2 mode,

generated due to the relative motion between the solid and the non-wetting phase, is the classical

Biot slow P mode with polarity opposite to that of the fast compressional mode P1. The polarity

of the P3 mode, generated due to relative motion between the solid and the wetting phase, shows a

sync in polarity with the main compressional wave P1. The attenuation characteristics shown in
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Figure 6.3: E↵ect of the capillary pressure on (a) the attenuation of the fast P1- mode, (b) the attenuation
of the slow P2-mode and (c) the attenuation of the slow P3 mode. Note that di↵erent capillary pressures
correspond to di↵erent saturations of the non-wetting (gas) phase (Snw).
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Figure 6.3 indicate that in the high-frequency range the amplitude of the P1 mode decreases as

capillary pressure increases, which is validated from Figures 6.6a and 6.6b. Computed maximum

absolute particle velocities of the P1 mode at pca = 3.22 kPa and pca = 24.45 kPa are 2⇥ 10�10 and

8 ⇥ 10�11 respectively. This proves the attenuation characteristic of the P1 mode with capillary

pressure, obtained from the dispersion analysis. In the high-frequency range the phase velocity

of the P2 and P3 modes (Figure 6.2b and 6.2c) decreases as capillary pressure increases, which

can be verified from numerical simulation as well. Apparently the distance traversed by P2 and

P3 modes in Figure 6.5a is more than in Figure 6.6b, thus proving slow phase velocity for P2 and

P3 modes as capillary pressure increases. In the high-frequency range, the attenuation of the P2

mode (Figure 6.3b) increases as capillary pressure increases, which can be validated from numerical
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Figure 6.4: Simultaneous e↵ect of capillary pressure and absolute wetting fluid pressure (pw) on (a) the
velocity of the fast P1- mode, (b) the velocity of the slow P2-mode and (c) the velocity of the slow P3
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correspond to di↵erent depths of the reservoir rocks.

152



simulation by extracting the maximum absolute particle velocity in Figure 6.6a and 6.6b. The

absolute particle velocity of the P2 mode at pca = 3.22 kPa (Figure 6.6a) and 24.45 kPa (Figure

6.6b) is 7⇥ 10�10 and 3⇥ 10�10 respectively, which corroborates the observation from Figure 6.3b.

In the high-frequency range the attenuation of the P3 mode (Figure 6.3c) decreases as capillary

pressure increases, opposite to the trend observed for the P2 mode. This phenomena correlates very

well with the theory, stating that as saturation of non-wetting phase increases (capillary pressure

increases) the existence of the P3 mode becomes more prominent due to the fact that P3 mode is

the upshot of the relative motion among the particles of the non-wetting phases and the rock frame.

The same concept is also applicable for the P2 mode. To corroborate the attenuation characteristics

of the P3 mode with numerical simulations, we extracted the absolute particle velocities of the

P3 mode from Figures 6.6a and Figure 6.6b. The absolute particle velocities of the P3 mode for

pca = 3.22 kPa and 24.45 are 2⇥ 10�10 and 3⇥ 10�10 respectively, which justifies the dispersion

results for the P3 mode.

Figures 6.6c and 6d shows snapshot (at 1 s) of the horizontal component of the particle
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velocity (vsx) of the rock frame at 25Hz simulated for pca = 3.22 kPa and 24.45 kPa respectively.

The phase velocity of the P1 mode (Figure 6.2a) at 25 Hz varies from 1780 m/s to 1805 m/s

with pca varying from 3.22 kPa to 24.45 kPa. A subtle di↵erence of 25 m/s of velocity between

pca = 3.22 kPa and 24.45 kPa is reflected as 1.5 spatial grids in the domain of numerical simulation,

which is very hard to visualize in image but a careful examination of Figure 6.6d shows that the

P1 mode traversed more distance than the P1 mode in Figure 6.6c. The phase velocity of the P2

(Figure 6.2b) and P3 (Figure 6.2c) modes at 25 Hz is ⇡ 0, thus the medium does not support the

propagation of slow P modes in the low-frequency range. The attenuation factor of the P2 mode

is 40 at pca = 3.22 kPa and 24.45 kPa, which is more than the attenuation factor (⇡ 0) of the
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Figure 6.6: Horizontal component of the particle velocity vx. (a) and (b) are snapshots at 18 µs for a 300
kHz Ricker source wavelet. (c) and (d) are snapshots at 1 s for a 25 Hz Ricker source wavelet. In (a) and
(b) the mesh size is 0.18 mm and the size of the time step is 12.5 ns. In (c) and (d) the mesh size is 15 m
and the size of the time step (dt) is 1 ms. In (a) and (c) Snw = 10% and in (b) and (d) Snw = 50%.
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P1 mode. This is the e↵ect of capillary pressure on the existence of the P2 mode, which does not

appear in the numerical simulation shown in Figures 6.6c and 6.6d. The attenuation characteristic

of the P3 mode with varying capillary pressure shows the same pattern as the P2 mode and also

does not appear in the numerical simulation shown in Figure 6.6(c) and 6.6(d). Figure 6.7 shows

snapshots of the horizontal particle velocity (vnx) for the non-wetting phase. Figures 6.7a and 6.7b

show that, at high frequencies, the P2 and P3 modes are much stronger in the fluid phases. As

capillary pressure increases, the energy contained in the P2 and P3 modes increase, which can

be verified by an analysis of the relative amplitudes between the slow (P2 and P3) modes and

the fast (P1) mode. The relative amplitude between Figures 6.6a and 6.7a is 1179, whereas the
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relative amplitude between Figures 6.6b and 6.7b is 1200. This justifies our observation of the

e↵ect of capillary pressure on the energy contained in the P2 and P3 modes present in the fluid

phases. In the low-frequency range (Figures 6.7c and 6.7d), the P2 and P3 modes do not propagate,

remaining static and di↵using gradually. The maximum energy is concentrated in the solid phase

and is invariable with the capillary pressure.

Figure 6.8 shows snapshots of the horizontal particle velocity (vwx ) for the wetting phase.

Like in the non-wetting phase at high frequencies, the energy is concentrated mainly in the P2 and

P3 modes (Figure 6.7a and Figure 6.7b). The relative amplitude between Figures 6.6a and 6.8a

is 64, which decreases to 52 between Figures 6.6b and 6.8b. Thus, as capillary pressure increases,
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Figure 6.8: Horizontal component of the particle velocity vwx . (a) and (b) are snapshots at 18 µs for a 300
kHz Ricker source wavelet. (c) and (d) are snapshots at 1 s for a 25 Hz Ricker source wavelet. In (a) and
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the energy contained in the P2 and P3 modes decreases. In the low-frequency range (Figure 6.8c

and 6.8d), the physics of the P2 and P3 mode remains same as in the non-wetting phase. Though

the gradual increase of the non-wetting saturation Snw increases the concentration of energy in the

non-wetting phases, it will never be zero due to the presence of irreducible saturation. Thus, the

numerical simulation will not reduce to the classical Biot’s case.

Shot gathers representing the horizontal particle motion of the rock frame are shown in

Figure 6.9 and 6.10 for the high and low-frequency cases, respectively. These shot gathers, in general,

show a stronger shear mode as they represent the horizontal component of the rock frame velocity

(vsx). The polarity of the wave modes on either side of the origin (o↵set = 0 m) is phased out by 180o

due to the fact that the polarization vector on either side of the origin is in the opposite direction.

The shot gathers shown in Figures 6.9 and 6.10 are simulated for homogeneous medium and modes

recorded P1, P2, P3 and S modes are direct arrivals from the source. As expected from previous

results (Figures 6.6-6.8) the P1, P2 and P3 modes are well identified in the high-frequency case
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(Figure 6.9), whereas the P and S modes are more dominant in the low-frequency case. In Figure

6.9 and 6.10, the variation of amplitude agrees with the results shown in Figure 6.2 and 6.3.

6.7 Discussion

The e↵ects of multiphase fluids in a porous rock, e.g., wettability, capillary pressure and

inter-facial tension has been shown in various physical process, e.g. transport of electric current

through porous media [150], capillary imbibition in porous media [151] and spontaneous co-current

imbibition [152]. In this study, we have shown the dependence of the phase velocities on capillary

pressure for reservoir rocks saturated with multi-phase fluids. Capillary pressure arises due to the

pressure di↵erence across the contact interface between the wetting and non-wetting phases and thus

it is a monotonically increasing function of the saturation of the non-wetting phase [140]. Figure 6.1

shows plots of the rock frame velocity vP1, known as P-wave velocity in various acoustic and elastic

seismic modeling, versus increasing saturation of the non-wetting phase (Snw), which is directly

proportional to capillary pressure. Figure 6.1 is in concordance with the fluid substitution model of

Gassmann’s [153]. The velocity (vP1) in the present study is obtained from the model developed by

[126] which assumes a poromechanical approach for deriving the constitutive equations. An e↵ect of
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the pore topology on vP1 with increasing gas saturation or capillary pressure is not yet explained.

To incorporate the e↵ect of pore topology, we computed the velocity of the reservoir sandstone

(Table 1) using the Hashin-Strickman (HS) model [154]. A plot comparing the wet-rock velocity vP1

obtained from Equation (6.18) and the velocity obtained from the HS model is shown in Figure

6.11. The velocity obtained from this model over predicts the velocity as it does not incorporate the

e↵ect of capillary pressure on the particle motion. Thus the velocity model with respect to capillary

pressure shown in Figure 6.1 is more accurate over any static or quasi-static model such than that

of the HS model.

The model used in the present study is based on the assumption that pores are completely

connected and any isolated pores are part of the matrix mineral. Thus, the velocity model presented

in Figure 6.1 may not be able to correctly predict the velocity in low permeability reservoir rocks

such as shale, tight carbonates and sands, unless the mineral properties are accurately obtained. In

addition to that, the model also assumes that the saturation of the non-wetting phase (Snw) does

not account for the e↵ect of interstitial micro gas bubbles present in the wetting phase. As [155]

proved, the velocity of sound notably depends on the concentration of micro gas bubbles present in
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the wetting phase along with the total gas volume. Thus, the results of velocity model obtained in

this study may not be able to explain the e↵ect of micro gas bubble, unless a suitable model to

obtain the wetting phase properties is used.

The applicability of the velocity model presented here spans from hydrocarbon exploration

to near-surface exploration. Well to seismic tie, an important part of seismic interpretation, is

carried out by correlating the sonic log with surface seismic. The mapping of velocity between the

sonic range, recorded from sources at ultrasonic frequencies, and surface seismic (obtained from

low-frequency sources) does not account for the e↵ect of capillary pressure on velocity obtained

from the sonic log. The correct practice to tie the well and seismic data will require an upscaling of

the velocity with a-priori information of the saturations in the reservoir zone. The other application

comes from near-surface exploration wherein we are interested in the top few meters (0 -10 m) of

the subsurface. Seismic data recorded in the near surface setting presumable contains frequencies

more than deep seismic data. Thus, wave propagation in the near surface medium may fall in the

high-frequency regime. A capillary pressure dependent velocity model may be applicable under two

conditions. First, in the presence of a fine grained soil as soil is saturated above the water table due

to capillary rise and is under negative pore pressure. Second, in the presence of a coarse grain soil

wherein the water will drain from the pores above the water table and thus air will fill the pores of

the soil above the water table. These two conditions could be approximated by the presented model.

In this work we consider the e↵ect of capillary pressure at a macroscopic scale. Another, indirect

but possibly stronger e↵ect is the influence of capillary pressure on fluid flow [156]. In this case

partial saturation is a↵ected by the capillary forces inducing mesoscale heterogeneities and fluid

patches. Seismic velocity is a↵ected by partial saturation and anelasticity.

In another line of application, the velocity and attenuation model presented here can be

used to study the spontaneous imbibition, responsible for the main mechanism of oil production

from fractures. [157] has shown that capillary pressure is one of the primary factors responsible

for spontaneous imbibition, which, as shown in the present study, varies with the saturation of the

wetting and non-wetting fluids. Thus, in events of enhanced oil recovery processes (4D time-lapse

seismic study) the aided volume of hydrocarbon due to spontaneous imbibition, can be estimated

by considering the e↵ect of capillary pressure in seismic velocity (Figure 6.2 and 6.3).
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Chapter VII

Conclusions and future work

7.1 Summary of results

This thesis encircles the development of physics of wave propagation in the porous media,

deriving the numerical algorithms and code implementing those algorithms, for high-order discontin-

uous Galerkin finite element and pseudo spectral modeling of viscoelastic and poroelastic systems of

single and two-phase fluids. These models and numerical methods could be applies for quantitative

estimation of porosity, permeabilities, viscosity and saturation of fluids present in porous media,

The main objective of the poroelastic model is to understand the attenuation of energy

due to relative motion between the solid and fluid particles. Thus, this thesis work starts from

understanding the seismic attenuation due to anelasticity of materials; described in chapter 2. In

chapter 1, an e�cient and accurate simulation of wave equation in attenuative media is performed

by implementing the rapid expansion method (REM) and pseudo-spectral method to compute the

time and fractional spatial derivatives respectively. Various computational experiments reflect the

fact that the proposed e�cient numerical scheme accurately incorporates the velocity dispersion,

which is caused by Q. A comparison between the analytical and the numerical solutions shows a

very good agreement. Numerical simulation for a large scale reservoir model, shows a substantial

e�ciency of REM over a second-order finite-di↵erence scheme. A study is also carried out, showing

the e�ciency of our code by comparing the theoretical and actual run times, which shows a very

good agreement.

Studies in chapter 3, starts with the development of the mathematical formulation of the

poroelastic wave equation in two-dimensional anisotropic porous medium. Chapter 3 shows a rigorous

proof of well-posedness of the poroelastic system by showing that the energy rate in the system
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is bounded. A numerical scheme is also derived in strong form based on the nodal discontinuous

Galerkin finite-element method, paired with a first-order operator splitting approach to handle

the sti↵ness present in the system. A Lax-Friedrich flux, stabilized by the maximum speed of the

wave present in the system, is used to implement the natural or interface boundary conditions.The

accuracy of the proposed scheme is proved by comparing the numerical solution with an analytical

solution. A convergence study shows O(hN+1) accuracy. Two dimensional simulations of the wave

fields for various real-case scenarios comprising homogeneous and heterogeneous materials with

anisotropy are also performed. The simulation correctly produces the fast and slow compressional

waves along with the shear waves.

The computation of maximum speed for a poroelastic medium is a computational bottle-neck

and it becomes more serious issue for a 3D arbitrary heterogeneous medium. Additionally, usage of

the Lax-Friedrich flux for a low order approximation results into a highly dissipative solution. To

circumvent these issues, we have a carried out detailed studies in chapter 4 of the thesis starting

from formulating the symmetric form of the poroelastic system in three dimensions. Chapter 4,

presents a weight-adjusted discontinuous Galerkin (WADG) method for the linear poroelastic wave

equations with arbitrary heterogeneous media. The method is energy stable and high order accurate

for arbitrary sti↵ness tensors. The penalty numerical fluxes for this formulation are simple to

derive and implement, and their lack of dependence on the sti↵ness tensors allows for a unified

treatment of isotropic and anisotropic media with micro-heterogeneities. Chapter 4 confirms the

high-order accuracy of the numerical method using an analytic plane wave solution in a poroelastic

media. Results obtained using this method also show good agreement with existing results in the

literature for both problems involving both homogeneous and heterogeneous media. Finally, we

provide computational results for a large 3D model including the surface topography. This is to be

noted that the implementation of this method reduces to the application of the weight-adjusted

mass matrix inverse and the evaluation of constant-coe�cient terms in the DG formulation. The

cost of the latter step can be reduced (especially at high orders of approximation) by using fast

methods based on Bernstein-Bezier polynomials for the application of derivative and lift matrices

for constant-coe�cient terms [104].

The poroelastic models studied in chapter 3 and chapter 4 deals with frequencies less than

Biot’s characteristic frequency [9], which is only valid for the cases where viscous force is dominant

of over the inertial forces. In chapter 5, we formulated a system of equations valid across entire

frequency range and named it as ”broad-band Biot” system, which is obtained by substituting the

static permeability with a frequency dependent permeability. Chapter 5 presents a weight-adjusted
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discontinuous Galerkin (WADG) method for the broad-band Biot equations describing poroelastic

wave propagation. The method is energy stable and high order accurate for arbitrary sti↵ness

tensors and heterogeneous media. The penalty numerical fluxes for this formulation are simple to

derive and implement, and their lack of dependence on the sti↵ness tensors allows for a unified

treatment of isotropic and anisotropic media with micro-heterogeneities. We confirm the high-order

accuracy of the numerical method using an analytic plane wave solution in a poroelastic media. A

computational experiment for an isotropic sandstone is also performed for an inviscid case.

The poroelastic model described in the chapter 3, 4 and 5 are only valid for the porous

medium saturated with single phase fluid. To approximate a more realistic situation and to quantify

the e↵ect of capillary pressure on the wavefield, a system of poroelastic wave equation for two-phase

fluid is studied in chapter 6. Studies presented in chapter 6 analyzed the dependence of the phase

velocity and attenuation in rocks saturated with multi-phase fluids. Numerical simulations of wave

propagation at varying capillary pressures are also presented. In the high-frequency range, as

capillary pressure increases, the phase velocity of the P1 mode (fast P wave) increases and the

velocities of the slow P modes (P2 and P3) decrease substantially. In the high-frequency range, the

attenuation of the P1 and P3 modes decreases with capillary pressure, whereas the attenuation

of the P2 modes increases. In the low-frequency range, the velocity of the P1 mode increases but

remain constant up to the characteristic frequency. The velocity of the P2 mode decreases with

increasing capillary pressure but increases gradually with frequency, whereas the velocity of the P3

mode has opposite characteristic than that of the P2 mode. The attenuation of the P1, P2 and

P3 modes have little e↵ect. Chapter 6 also validates the dispersion and attenuation relation with

numerical solutions of the wave equations at varying capillary pressures. Moreover, velocity of the

P1 mode of the wet-rock with respect to the gas saturation is compared with topology-based models

such as the Hashin-Shtrickman one. The velocity obtained from the HS model over predicts the

actual velocity due to the non-inclusion of the capillary pressure.

7.2 Scope for future work

There are various opportunity for future work based on the current research here.

7.2.1 Extension of rapid expansion method to pure viscoelastic media

The rapid expansion method presented in chapter 1 is applied for pure viscoacoustic media

which does not model the shear wave e↵ects. To enhance the accuracy of the physics of the modeling
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a viscoelastic approximation of medium defined by a constant Q approach could be considered. Zhu

and Carcione [45] presented a model which defines a model to incorporate the shear wave e↵ects for

a constant Q medium, defined by a time dependent relaxation function. The same model could be

consider to solve it numerically by using REM and pseudo-spectral approaches to compute the time

and spatial operator. Solving the viscoelastic model with REM is a prime opportunity for future

work.

7.2.2 Extension of the study in chapter 5 for acousto-poroelastic media

The study carried out in chapters 3, 4 and 5 approximate the medium as poroelastic

completely and solved it with highly accurate nodal DG method. This setup will not be valid to

simulate the marine environment at local scale and the core-mantle boundary (CMB) at global scale,

as one of the layers are fluid and approximated correctly by acoustic model. A novel opportunity

of future would be an extension of the proposed formulation for the broad-band Biot’s model and

coupled acousto-poroelastic media.

7.2.3 Implementation of nodal discontinuous Galerkin finite element method

for a poroelastic medium saturated with two phase fluids

The numerical solution of the poroelastic wave equation for a two-phase fluid system

presented in chapter 6 is solved by using the a low order numerical scheme which is second order

accurate. It will be highly desirable to solve this system using the nodal DG method presented

in chapter 3 to achieve high accuracy. It will be also worthwhile to analyze the e↵ect of sti↵ness

present in the system in purview of DG implementation.
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[53] T. Özdenvar and G. McMechan. Causes and reduction of numerical artefacts in pseudo-spectral

wavefield extrapolation. Geophysical Journal International, 126(3):819–828, 1996.

[54] D. Koslo↵ and E. Baysal. Forward modeling by a Fourier method. Geophysics, 47(10):1402–

1412, 1982.

[55] B. Fornberg. The pseudospectral method: Comparisons with finite di↵erences for the elastic

wave equation. Geophysics, 52(4):483–501, 1987.

[56] Y. Zhang, H. Zhang, and G. Zhang. A stable TTI reverse time migration and its implementation.

Geophysics, 76(3):WA3–WA11, 2011.

[57] R. Soubaras and Y. Zhang. Two-step explicit marching method for reverse time migration. In

70th EAGE Conference and Exhibition incorporating SPE EUROPEC, 2008.

169



[58] Y. Zhang and G. Zhang. One-step extrapolation method for reverse time migration. Geophysics,

74(4):A29–A33, 2009.

[59] D. Koslo↵, A. Queiroz Filho, E. Tessmer, and A. Behle. Numerical solution of the acoustic

and elastic wave equations by a new rapid expansion method. Geophysical Prospecting,

37(4):383–394, 1989.

[60] H. Tal-Ezer, D. Koslo↵, and Z. Koren. An accurate scheme for seismic forward modelling.

Geophysical Prospecting, 35(5):479–490, 1987.

[61] G. Zhan, R. Pestana, and P. Sto↵a. Decoupled equations for reverse time migration in tilted

transversely isotropic media. Geophysics, 77(2):T37–T45, 2012.

[62] H. Tal-Ezer. Spectral methods in time for hyperbolic equations. SIAM Journal on Numerical

Analysis, 23(1):11–26, 1986.

[63] T. Zhu, J. Harris, and B. Biondi. Q-compensated reverse-time migration. Geophysics,

79(3):S77–S87, 2014.

[64] J. Sun, T. Zhu, and S. Fomel. Viscoacoustic modeling and imaging using low-rank approxima-

tion. Geophysics, 80(5):A103–A108, 2015.

[65] S. Fomel, L. Ying, and X. Song. Seismic wave extrapolation using lowrank symbol approxima-

tion. Geophysical Prospecting, 61(3):526–536, 2013.

[66] T. Zhu and J. Harris. Modeling acoustic wave propagation in heterogeneous attenuating

media using decoupled fractional laplacians. Geophysics, 79(3):T105–T116, 2014.

[67] E. Stein. Harmonic analysis real-variable methods, orthogonality, and oscillatory integrals.

Bull. Amer. Math. Soc, 36:505–521, 1999.

[68] T. Cormen, C. Leiserson, R. Rivest, and C. Stein. Introduction to algorithms. MIT press,

2009.

[69] M. Pippig. P↵t: An extension of ↵tw to massively parallel architectures. SIAM Journal on

Scientific Computing, 35(3):C213–C236, 2013.

[70] O. Coussy. Acoustics of porous media. Editions Technip, 1987.

170



[71] J. Allard and N. Atalla. Propagation of sound in porous media: modelling sound absorbing

materials 2e. John Wiley & Sons, 2009.

[72] A. Levander. Fourth-order finite-di↵erence p-sv seismograms. Geophysics, 53(11):1425–1436,

1988.

[73] J. Virieux. P-Sv wave propagation in heterogeneous media: Velocity-stress finite-di↵erence

method. Geophysics, 51(4):889–901, 1986.

[74] T. Özdenvar and G. McMechan. Algorithms for staggered-grid computations for poroelastic,

elastic, acoustic, and scalar wave equations. Geophysical Prospecting, 45(3):403–420, 1997.
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Appendix A

Analytical solution, phase velocity and attenuation of viscoacoustic wave equation

A.1 Convergence and stability of scheme

We prove the convergence criteria of M > �tR for series in equation 2.13. We rewrite 2.13

as

HM (��t) =
MX

k=0

C2kJ2k(R�t)L2k

✓
i�

R

◆
. (1.1)

The accuracy of HM (��t), a polynomial approximation, is defined by its asymptotic rate of

convergence as M ! 1. Consider the interval [m0,1), where the asymptotic behavior of equation

(4.5) is defined. Thus to a prescribed accuracy, the minimal M 2 [m0,1), should be > m0 to

resolve all the Fourier modes. This is a necessary and su�cient condition as proven by [62]. Now we

can derive the value of m0 for equation (4.5). It is a well known fact thet the Bessel’s function of

order k, defined for a variable x as Jk(x), converges to zero exponentially fast if k > x [158]. Thus

to resolve all the Fourier modes the interval of asymptotic behavior would be [z,1], with m0 = x.

Thus, it proves that HM (��t) will converge exponentially if k > �tR.

A.2 Green’s function and analytical solution

Equation of motion for wave propagation in anelastic media is expressed as [32, p. 101]

@2t ✏ =
1

⇢
��. (1.2)
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Stress-strain relation in anelastic medium is expressed as

� = ⇢b@2��
t ✏+ f , (1.3)

where b =

✓
M0

⇢

◆
!�2�
0 .

Substituting equation (1.3) in equation (1.2) we get

@2t ✏ = b@2��
t �✏+

�f

⇢
. (1.4)

=Taking Fourier transform of equation (1.4)

(i!)2✏ = b(i!)2���✏+�f. (1.5)

Using equation (3.8), b(i!)2�� = M(!), we rewrite equation (1.4) as

�✏+ p2✏ = � �f

M(!)
, (1.6)

where p =
!

vc
is wave number and vc =

r
M(!)

⇢
is complex phase velocity.

If vc is real the medium is lossless. Solution to lossless acoustic equation (�+ p2)G = �8�(r) is the

Green function G [51] and can be expressed as

G(x, y, x0, y0,!, c0) = �2iH(2)
0

✓
!r

c0

◆
, (1.7)

where c0 is real velocity in lossless media, H2
0 is zero order Henkel function of second kind. Coordinate

pair (x0, y0) is location of source and r =
p
(x� x0)2 + (y � y0)2. [159] computed anelastic solution

by invoking the correspondence principle [160]. According to the correspondence principle, solution

in lossy media can be obtained by by substituting c0 in equation (1.7) with vc. Thus Green function

for strain is

G✏ =
�G

M(!)
. (1.8)

Since �G = �p2G away from the source and � = M(!)✏, then Green’s function for the stress can

be expressed as

G� = M(!)G✏ = �p2G. (1.9)
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To ensure the inverse Fourier Transform of Green’s function to be real, we will set G(�!) =

G⇤(!), where ⇤ is complex conjugate. Thus the frequency domain solution for stress is given by

�(x, y, x0, y0,!) =
1

8
G�(!)f(!), where f(!) is frequency domain representation of f(t). As Henkel

function has singularity at ! = 0, we will assume G(! = 0) = 0.

A.3 Phase velocity and attenuation

The analysis of he propagation characteristic of the medium, defined by equation (3.8), is

performed. The phase velocity (vp) and attenuation factor (↵), in a medium of constant properties,

for a plane wave, defined by � = exp [I (!t� kxx� kzz)], are

vp =
h
cos

⇣⇡�
2

⌘i�1
✓
!

!0

◆
c (1.10)

↵ =
!

c

⇣!0

!

⌘�
sin

⇣⇡�
2

⌘
. (1.11)
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Appendix B

Operator splitting, max wave speed of poroelastic waves and system of poroacoustic wave equation

B.1 Solution of the sti↵ part

The system of equations represented by (3.47) is expressed as

@tvx = � ⌘

1
�(1)12 qx, (2.1)

@tvz = � ⌘

3
�(3)12 qz, (2.2)

@tqx = � ⌘

1
�(1)22 qx, (2.3)

@tqz = � ⌘

3
�(3)22 qz. (2.4)

The solution of equations (2.1)-(2.4) is given as

vx = vnx +
�(1)12

�(1)22

[exp

✓
� ⌘

1
�(1)22 dt

◆
� 1]qnx , (2.5)

vz = vnz +
�(3)12

�(3)22

[exp

✓
� ⌘

3
�(3)22 dt

◆
� 1]qnz , (2.6)

qx = exp

✓
� ⌘

1
�(1)22 dt

◆
qnx , (2.7)

qz = exp

✓
� ⌘

3
�(3)22 dt

◆
qnz . (2.8)
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B.2 Computation of � in (3.57)

A plane-wave solution for the particle velocity vector V = [vx, vz, qz, qz]T is

V = V0 exp[i(k.x� !t)], (2.9)

where V0 is a constant complex vector and k is wave vector. Substituting (2.9) in (3.1)-(3.4) and

(3.20)-(3.23) , we recover

�
��1 · L ·C� V I4

�
.V = 0, (2.10)

where

� =

2

666664

⇢ 0 ⇢f 0

0 ⇢ 0 ⇢f

⇢f 0 iY1(�!)/! 0

0 ⇢f 0 iY3(�!)/!

3

777775
, L =

2

666664

lx 0 lz 0

0 lz lx 0

0 0 0 lx

0 0 0 lz

3

777775

C =

2

666664

lxcu11 lzcu13 ↵1Mlx ↵1Mlz

lxcu13 lzcu33 ↵3Mlx ↵3Mlz

lzcu55 lxcu55 0 0

↵1Mlx ↵3Mlz Mlx Mlz

3

777775
,

with Yi(!) = i!mi + ⌘/i and lx and lz being direction cosines and V =
!2

k2
.

Term V in (2.10) represents the phase velocity of waves and can be computed by adopting

the approach for eigenvalue computation. Thus

�i = (Re(1/Vi)) for i = 1...4,

and � = max (�i)

Energy velocity Ve can be computed from

kT ·Ve = V. (2.11)
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B.3 System of poroacoustic wave equation

This system is

@tqp +A1p@xqp +B1p@xqp = D1pqp + fp, (2.12)

where

qp = [vx vz qx qz p pf ]
T ,

with p being the bulk pressure, pf is fluid pressure, v0s and q0s are solid and fluid particle velocity

(relative to solid). A1p, B1p and D1p are defined as

A1p = �

2

666666666664

0 0 0 0 �11 �12

0 0 0 0 0 0

0 0 0 0 ��21 ��22
0 0 0 0 0 0

�H 0 �C 0 0 0

�C 0 �M 0 0 0

3

777777777775

,

B1p = �

2

666666666664

0 0 0 0 0 0

0 0 0 0 �11 �12

0 0 0 0 0 0

0 0 0 0 ��21 ��22
0 �H 0 �C 0 0

0 �C 0 �M 0 0

3

777777777775

,

D1p = �

2

6666666666664

0 0
⌘


�12 0 0 0

0 0 0
⌘


�12 0 0

0 0 �⌘

�22 0 0 0

0 0 0 �⌘

�22 0 0

0 0 0 0 0 0

0 0 0 0 0 0

3

7777777777775

,

where �’s, H, C and M are dependent on the solid bulk modulus (Ks), the fluid bulk modulus

(Kf ), the solid density (⇢s), the porosity (�), the permeability (), the fluid density (⇢f ) and the
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viscosity (⌘) of the medium, elaborately expressed in [2].
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Appendix C

Weight-adjusted discontinuous Galerkin method

C.1 Matrix weight-adjusted inner products

Let D↵
v denote the component-wise di↵erentiation of v with respect to a d�dimensional

multi-index ↵. Then, vector Lp Soblev norms for v(x) 2 Rd can be defined as [89]

|v|p
Wk,p =

mX

i=1

|vi|pWk,p , ||v||p
Wk,p =

mX

i=1

||vi||pWk,p 1  p  1,

|v|Wk,1 = max
i

|vi|Wk,1 , ||v||Wk,1 = max
i

||vi||Wk,1 ,

where W k,p and W k,1 are the Sobolev spaces [104].

Let W (x) be a matrix-valued weight function which is pointwise symmetric positive definite

0 < wmin  ||W (x)||2  wmax < 1, 0 < w̃min  ||W�1(x)||2  w̃max < 1, 8x 2 ⌦,

where ||W (x)||2 is matrix 2-norm.

The kth order Sobolev norm for W (x) is defined as [89]

||W (x)||pk,p,1 =
X

|↵|k

sup
x

||D↵
W (x)||pp,

where ||D↵
W (x)||pp is matrix p�norm.
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C.2 Weight-adjusted approximations with matrix weights

Let ⇧Nu defined as L2 projection applied to each component of the vector-valued function

u. We then define the operator TW as [89]

TW v = ⇧N (Wv).

T�1
W is defined implicitly via [89]

�
WT�1

W v, �v
�
L2(Dk)

= (v, �v)L2(Dk), 8�v 2 (PN (Dk))m.

Lemma 1. Let ⇧N denote the component-wise L2 projection and W 2 (L1)m⇥m. Then TW

satisfies the following properties:

1. T�1
W TW = ⇧N

2. ⇧NT�1
W = T

�1
W = T�1

W

3. ||T�1
W ||L2(Dk)  w̃max.

4. (T�1
W v,w)L2(Dk) forms an inner product on (PN )m ⇥ (PN )m, which is equivalent to the L2

inner product with equivalence constants C1 = w̃min, C2 = w̃max.

The proof of Lemma 1 is given in detail in [89].

C.3 Convergence analysis of WADG scheme for poroelastic wave equations

Using the results in Section 4.2, we can extend the semi-discrete convergence analysis in

[89, 117, 161] in to linear poroelastic wave propagation on meshes of a�ne elements. Let U and Uh

represent the exact and discrete WADG solutions, respectively. We assume that U and
@U

@t
are

su�ciently regular such that

kUkWN+1,2(⌦h)
< 1,

����
@U

@t

����
WN+1,2(⌦h)

< 1,

with kUk2WN+1,2(⌦h)
=
P

k kUk2WN+1,2(Dk).

The WADG formulation can be written as

✓
T�1
A�1

0

@U

@t
,V

◆

L2(⌦)

+ a(U ,V ) + b(U ,V ) = (f ,V ),
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a(U ,V ) =
X

Dk2⌦h

0

@�
 

dX

i=1

⌧ ,Ai
@g

@xi

!

L2(Dk)

+

 
dX

i=1

Ai
@v

@xi
, g

!

L2(Dk)

1

A ,

b(U ,V ) =
X

Dk2⌦h

 D
A

T
n

��
⌧
  

+
↵v

2
A

T
nAnJvK, g

E

L2(Dk)
+

⌧
1

2
AnJvK + ↵⌧

2
AnA

T
n J⌧ K,h

�

L2(Dk)

� (Dv, g)L2(Dk)

!
,

where A0(x) = diag(Qs,Qv), U and V are group variables, defined as U = (⌧ ,v) and V = (h, g) 2
(Vh(⌦h))d ⇥ (Vh(⌦h))Nd .

The DG formulation in (4.14) is consistent and thus

✓
A

�1
0
@U

@t
,V

◆

L2(⌦)

+ a(U ,V ) + b(U ,V ) = (f ,V ), (3.1)

✓
T�1
A�1

0

@Uh

@t
,V

◆

L2(⌦)

+ a(Uh,V ) + b(Uh,V ) = (f ,V ), (3.2)

8 V 2 (Vh(⌦h))d ⇥ (Vh(⌦h))Nd . We decompose the error U �Uh into a projection error ✏ and a

discretization error ⌘.

U �Uh = (⇧NU �Uh)� (⇧NU �U) = ⌘ � ✏.

We assume that Uh(x, 0) is the L2 projection of the exact initial condition, such that

⌘|t=0 = 0. We also introduce a consistency error � = A0U�T�1
A�1

0

U resulting from the approximation

of A0U by a weight-adjusted inner product

A0
�1@U

@t
� T�1

A�1
0

@Uh

@t
=

@

@t

⇣
A0U � T�1

A�1
0

U

⌘
+
@

@t
T�1
A�1

0

(⇧NU �Uh) =
@�

@t
+
@

@t

⇣
T�1
A�1

0

⌘

⌘
,

where we have used that T�1
A�1

0

⇧N . Subtracting the DG and WADG formulations in (3.1) and (3.2)

and setting V = ⌘ yields

1

2

@

@t

⇣
T�1
A�1

0

⌘,⌘
⌘

L2(⌦)
+ b(⌘,⌘) =

✓
�@�
@t

,⌘

◆

L2(⌦)

+ a(✏,⌘) + b(✏,⌘), (3.3)

where we have used that a(⌘,⌘) = 0 from skew-symmetry. We bound a(✏,⌘) + b(✏,⌘) in (3.3) by

integrating by parts the stress equation and using the component-wise L2 orthogonality of ✏ to
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derivatives of ⌘. This reduces to

������

X

Dk2⌦h

✓D
A

T
n

��
✏⌧
  

+
↵v

2
A

T
nAnJ✏vK,⌘v

E

L2(@Dk)
+
D
An

��
✏v
  

+
↵⌧

2
AnA

T
n J✏⌧ K,⌘⌧

E

L2(@Dk)

� (D✏v, ✏v)L2(Dk)

⌘���

=
1

2

X

Dk2⌦h

 D��
✏⌧
  

� ↵v

2
AnJ✏vK,AnJ⌘vK

E

L2(@Dk)
+
D��

✏v
  

� ↵⌧

2
A

T
n J✏⌧ K,AT

n J⌘⌧ K
E

L2(@Dk)

� (D✏v, ✏v)L2(Dk)

!

 1

2

X

Dk2⌦h

���
��

✏⌧
  

� ↵v

2
AnJ✏vK

���
L2(@Dk)

kAnJ⌘vKkL2(@Dk)

+
���
��

✏v
  

� ↵⌧

2
A

T
n J✏⌧ K

���
L2(@Dk)

��AT
n J⌘⌧ K

��
L2(@Dk)

+ kDkL1(Dk) k✏vkL2(Dk)

 C⌧

X

Dk2⌦h

✓
k✏kL2(@Dk)

⇣↵v

2
kAnJ⌘vKk2L2(@Dk) +

↵⌧

2

��AT
n J⌘⌧ K

��2
L2(@Dk)

⌘1/2
+ kDkL1(Dk) k✏kL2(Dk)

◆

where C⌧ is maximum of (↵⌧ ,↵v) and we have also used the property of negative semi-definite

matrix D. Using the Young’s inequality with ↵ = C⌧/2 yields the following bound

|a(✏,⌘) + b(✏,⌘)|  b(⌘,⌘) +
C2
⌧

4

X

Dk2⌦h

k✏k2L2(@Dk)+ kDk2L1(Dk) k✏k
2
L2(Dk).

Applying this to (3.3) and using Cauchy-Schwarz on

✓
@�

@t
,⌘

◆

L2(@Dk)

yields

1

2

@

@t

⇣
T�1
A�1

0

⌘,⌘
⌘

L2(⌦)
+ b(⌘,⌘) 

����
@�

@t

����
L2(@Dk)

k⌘kL2(@Dk)

+ b(⌘,⌘) +
X

Dk2⌦h

C2
⌧

4

⇣
k✏k2L2(@Dk)+ kDk2L1(Dk) k✏k

2
L2(Dk)

⌘

(3.4)

Using a hp trace inequality [162]

X

Dk2⌦h

k✏k2L2(@Dk) + kDk2L1(Dk) k✏k
2
L2(Dk) 

X

Dk2⌦h

⇣
CNh�1 + kDk2L1(Dk)

⌘
k✏k2L2(Dk) (3.5)

⇣
CN + h kDk2L1(Dk)

⌘
h�1  eCNh�1, since kDk = O(1) and eCN =

⇣
CN + h kDk2L1(Dk)

⌘
h�1.
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Therefore,

X

Dk2⌦h

k✏k2L2(@Dk) + kDk2L1(Dk) k✏k
2
L2(Dk) 

X

Dk2⌦h

eCNh�1 k✏k2L2(Dk) , (3.6)

= eCNh�1 k✏k2L2(⌦)  eCNh2N+1 kUkWN+1,2 . (3.7)

We now use that that Qs and Qv are positive definite such that

0 < smin  u
T
Qs(x)u  smax < 1

0 < s̃min  u
T
Qs(x)u  s̃max < 1

0 < vmin  u
T
Qv(x)u  vmax < 1

0 < ṽmin  u
T
Qv(x)u  ṽmax < 1

We define Amax = max (smaxs̃max, vmaxṽmax) , Amin = min (s̃min, ṽmin) and substitute the result

of (3.5) in (3.3) performing time integration from [0, T ] and using modified Gronwall’s inequality

(Lemma 1.10 in [163]), (3.5) reduces to

k⌘kL2(⌦) 
eCNThN+1/2

Amin
sup

t2[0,T ]

 
h1/2Amax kA0kWN+1,1(⌦h)

����
@U

@t

����
L2(⌦)

+ kUkWN+1,2(⌦h)

!
.

Using the triangle inequality yields

kU �Uhk  (C1 + C2T )h
N+1/2 sup

t2[0,T ]

 
h1/2Amax kA0kWN+1,1(⌦h)

����
@U

@t

����
L2(⌦)

+ kUkWN+1,2(⌦h)

!
.

where C1 and C2 depends on Amin and Amax. These estimates show that L2 errors decrease

proportionally to hN+1/2. In practice we often observe the rate of convergence to be O(hN+1).

C.4 Analytical solution of di↵usive part of the poroelastic system

From (3.9), the di↵usive part of the system is expressed as

Qv
@v

@t
= Dv. (3.8)
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The component wise expression for intermediate velocity vector is

@v1
@t

= � ⌘

1
�(1)v q1, (3.9)

@v2
@t

= � ⌘

2
�(2)v q2, (3.10)

@v2
@t

= � ⌘

3
�(3)v q3, (3.11)

@q1
@t

= � ⌘

1
�(1)q q1, (3.12)

@q2
@t

= � ⌘

2
�(2)q q2, (3.13)

@q2
@t

= � ⌘

3
�(3)q q3, (3.14)

where �(i)v =
⇢f

⇢2f � ⇢mi
and �(i)q =

⇢

⇢2f � ⇢mi
. The above system can be solved analytically, giving

v⇤1 = vn1 +
�(1)v

�(1)q

h
exp(�(1)s dt)� 1

i
qn1 , (3.15)

v⇤2 = vn2 +
�(2)v

�(2)q

h
exp(�(2)s dt)� 1

i
qn2 , (3.16)

v⇤3 = vn3 +
�(3)v

�(3)q

h
exp(�(3)s dt)� 1

i
qn3 , (3.17)

q⇤1 = exp(�(1)s dt)qn1 , (3.18)

q⇤2 = exp(�(2)s dt)qn2 , (3.19)

q⇤3 = exp(�(3)s dt)qn3 , (3.20)

where �(i)s = �(⌘/i)�
(i)
q . The state of intermediate vector [v⇤1, v⇤2, v⇤3, q⇤1, q⇤2, q⇤3] is the input for

the non-sti↵ being solved with DG scheme.
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Appendix D

Weight-adjusted discontinuous Galerkin method for broad-band Biot’s equation

D.1 Time domain representation of (5.12)

The shifted fractional derivative operator (D + �)↵ for a continuous function f(t) is defined

by [49]

(D + �)↵f(t) = e��tD↵[e�tf(t)], (4.1)

where � � 0 and 0  ↵ < 1, and D↵ is the Caputo fractional derivative [116].

The Laplace transformation in variable s for function f(t) with initial condition of f(0) = 0

is defined as

L[f(t)](s) =
Z 1

0
f(t)e�stdt. (4.2)

Applying the Laplace transform to (4.1) yields [119]

L[(D + �)↵f(t)](s) = L[e��tD↵(e�tf(t))](s),

= L[D↵(e�tf(t))](s+ �),

= (s+ �)↵L[e�tf(t)](s+ �),

= (s+ �)↵f̂(s).

(4.3)

The inverse Laplace transform of (4.3) is

L�1[(s+ �)↵f̂(s)] = (D + �)↵f(t). (4.4)
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D.2 Computation of weights (al) and quadratures in (�l) in (5.24) [1]

In this work, we have used modified Gauss-Jacobi approach to compute the weights and

quadratures. A brief overview modified Gauss-Jacobi approach is presented here. The Gauss-Jacobi

approximation of the integral in [�1, 1] is defined as [1, 164]

Z 1

�1
(1� x)�(1 + x)�g(x)dx =

NX

l=1

wlg(xl). (4.5)

Substituting z =
1� x

1 + x
in (4.5) will result in mapping ]� 1, 1[ to ]0, 1[. (4.5) is written as

Z 1

0
g(z)dz =

Z 1

�1

2

(1 + x)2
g

✓
1� x

1 + x

◆
dx (4.6)

=
NX

l=1

2wl

(1 + x)2
g

✓
1� xl
1 + xl

◆
(4.7)

Now RHS of (5.18) is expressed as

Z 1

0

1

⇡

1p
↵
�(↵, t) =

NX

l=1

al�(↵l, t) (4.8)

, with ↵l =
1� xl
1 + xl

and al =
1

⇡

✓
1� xl
1 + xl

◆1/2 2wl

(1 + xl)2

In modified Gauss-Jacobi approach the z =
1� x

1 + x
is used for mapping ] � 1, 1[ to ]0, 1[

and thus, ↵l =

✓
1� xl
1 + xl

◆2

and al =
1

⇡

✓
1� xl
1 + xl

◆
4wl

(1 + xl)4
.
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