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Abstract: Vortex ring formation is observed in thenan cardiac left ventricle (LV) during
diastole. Numerous studies to date have examireeshtraventricular filling vortex for potential
use in the diagnosis of cardiac dysfunction. Howeaeystematic understanding of the effects of
LV size on vortex ring properties is currently uadable. In diastolic dysfunction (LVDD), heart
muscles can thicken and decrease the internal wobfrthe LV. On the other hand, by
progressing diastolic dysfunction, the transmimmébw changes and the impact of inflow
altering on vortex ring properties is also unknowmncontrast to the considerable body of
research on vortex ring propagation in semi-infifbmains and interaction with walls, only a
limited number of studies have examined confinedexoring dynamics. The latter studies only
considered radially confined domains, which arergkfication to the combined radial and axial
confinement observed in spheroidal domains sut¢heakV. We experimentally examined vortex
ring propagation within three flexible-walled, sespheroidal physical models (semi-oblate,
hemisphere, and semi-prolate) that presented b@thand radial confinement. 2D time-resolved
particle image velocimetry (TR-PIV) measurementsagdd that while the formation process and
peak circulation were nearly unaffected with chaggieometry, increasing axial confinement
increased the rate of normalized circulation deWég.next examined vortex propagation in an
in-vitro model of the LV, under physiological hemodynaniiao flexible-walled, anatomical
physical models representative of a normal LV amtl\& with asymmetric wall thickening
characteristic of hypertrophic cardiomyopathy (HCMBre examined. We varied the end-
diastolic volume (EDV) of the models to change¢bafinement level. Peak circulation was
lowered in the HCM model and also in the normalmwgdel with lower EDV when compared to
the normal LV model with normal EDV. In the end, examined the role of transmitral inflow
on vortex ring properties under different gradediastolic dysfunction. The normal transmitral
flow showed higher circulation strength, momentlu fand stronger vortex ring compared to
those of diastolic dysfunction. Our results suggjest peak circulation and normalized
circulation decay rates have the potential linkwiv/DD from the fluid mechanics’ point of
view.
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CHAPTER |

1. INTRODUCTION

1.1. Motivation

These pages are where you type in the title of gbapter and add the body (text, images, etc.)

Heart failure (HF) causes one in nine mortalityhia United States (1). The inability of the heart
to deliver sufficient blood to the other organsadled heart failure. A cardiac cycle contains two
stages of filling (diastole) and ejection (systol)is study is mainly focused on the diastole part
in which blood flow enters into the left ventridleV). Most of the time, heart failure is
associated with both systole and diastole malfonctiowever, in one-third of heart failure
patients the function of systole is preserved,diadtole dysfunction causes heart failure, which
is called heart failure with diastolic dysfunctifidD) (2). Having a better understanding of fluid
flow properties in the LV can help physicians toagnize and predict heart disease and
dysfunction earlier, and consequently can help tteemmprove heart failure diagnosis. Previous
in-vivo and in-vitro research on heart failure havdanced the understanding of intraventricular
filling effects in hemodynamic parameters (3-6)t they are still uncertain. The effects of LV
compliance, shape, and volume of LV on intraventacfilling has not been investigated in
detail. Therefore, diagnosis and treatments oepgiwith heart failure are very challenging due
to the extremely complex physiology of the heamy@over, the heart is the most vital organ in
the human body. As a result, a better understarafihgart failure symptoms through non-

1



invasive ways from the fluid mechanics’ point oéwi will assist physicians for heart disease
diagnosis in the early stages. Several clinicalisgihave observed a vortex in LV filling

(diastole phase) and many studies have shownttbam ibe useful for diagnosing diseases such
as dilated cardiomyopathy (7, 8), and hypertrof®jcPrevious studies showed that vortex rings
are different in diseased hearts compare to alhyeh#art. We need to understand how the vortex
ring changes in different types of diseases, whidtill overlooked. Therefore, having a
systematic study from mechanics’ point of view talerstand how this vortex effects and
changes in properties under specific conditiortsgiart failure (i.e., hypertrophic cardiomyopathy

or HCM, in which the LV cavity size become smallisrgssential.

From the fluid mechanics’ standpoint, vortex ritigse been studied in semi-infinite domains
(10), confined domains (11, 12), and also vortag interaction with rigid walls (13-15). Vortex
ring studies have been applied for cardiac problendéseased hearts. However, there is no
fundamental study of vortex ring interaction inanfined domain such as the left ventricle.
Gharib et al. (16) introduced a universal time ea¢idrmation number) for unconfined vortex
formation, which is defined as L/D, where L andi the piston stroke and diameter,
respectively. They showed the vortex ring peakutition (and correspondingly the vortex
pinch-off) occurs at the time of formation numbaddhe circulation cannot grow after the
formation number, which is valuable informationeBarts et al. (12) investigated vortex ring
decay in rigid cylindrical domains under differeoinfinement ratio and also different Reynolds
numbers (11). To the best of our knowledge, ther®ifundamental study on vortex ring
interaction with spherical domains, which can bey\eelpful to understand the behavior of
vortex ring interaction with the left ventricle. Asresult, it is essential to investigate the
mechanism of vortex ring decay in an idealized spaemodel before studying intraventricular

flow in the left ventricle, which has more complgaometries.



In this study, we developed a piston-cylinder ageanent to generate vortex rings. We first
validated our setup with published studies (11,f@Ppoth semi-infinite and radially confined
domains. After that, we examined the formed voriegs inside an idealized silicone model of
semi-ellipsoidal shape with three different aspatibs and compared the decay and properties of
vortex rings among the different lengths of confireats. In the end, we studied intraventricular
filling properties and compared the vortex ringalecand formations in the LV under different
conditions of HFNEF conditions by changing LV cs\asize, stiffening the LV walls, and

thickening the left ventricular myocardium (HCM).

1.2. Aims of the study

The objective of this study is examining the praigsrof vortex rings in interaction with flexible
spheroidal walls under different experimental ctods, i.e., changing the geometry of the
confined domain, changing the filling jet propestiich as filling time, Reynolds number, and
the ratio of acceleration/deceleration time (AT/DF9llowing the vortex ring behavior within a
flexible confined domain, we also investigated [laesapplications in the cardiovascular system
by maintaining physiological hemodynamic paramegerd applying different left ventricular
diseases. All experiments in this study were im\analysis of vortex rings. Each aim in this
study is written as a separate chapter, whichasemted in a research article format and may

have an overlap in methodology.

1.2.1.Aim I: Vortex ring propagation in flexible-walled semi-spheroidal domains

We hypothesized that vortex rings decay fasteigehr axial confined domains. This hypothesis
was tested by utilizing a cylinder-piston arrangetrand three different levels of confinement on
flexible-walled silicone models. To validate ourthmedology, we compared the circulation of
vortex rings within semi-infinite and rigid tubestiwStewart et al. (12). We experimentally

investigated laminar vortex ring propagation infowed domains under a passive expansion of



flexible walls. PIV measurements were conductefledqble-walled silicone models of three
geometries imposing radial and axial confinemeeinisphere, semi-prolate spheroid, semi-
oblate spheroid. Although the vortex formation geswas nearly unaffected for a particular
geometry, we observed a higher rate of decay ofilgition with increasing confinement. The
effects of varying filling duration, Reynolds nummpand deceleration time on the decay of
circulation are discussed. After investigated laanivortex ring properties within a confined
domain under passive wall motion, it is valuablexamine a similar study of vortex generation
within a flexible-walled spheroidal domain undetiae wall movement instead of passive wall
movement. The relevance of this part of the wotkésmajority of blood flow enters the left
ventricle under active wall motion rather than passvall movement. Three different AT/DT
ratios, and also four different Reynolds numberseveensidered to study the vortex ring
properties within a flexible walled semi-prolate aed Results did not show a noticeable

difference between active and passive filling.

1.2.2.Aim II: Effects of varying LV confinement severity on the intraventricular

filling vortex

We concluded from Aim | that increasing the seyeoitconfinement impairs the vortex ring
functionality and results in faster circulation dgcSimilarly, we set up an in-vitro study to
examine the effects of LV size on vortex ring pmigs since the left ventricle size can be
decreased under diastolic dysfunction becauseast hriscle thickening. Aim | showed the
difference between active and passive filling wasnoticeable; however, for conducting a more
systematic study, we designed a left heart simulatevhich the left ventricle was filling under
active flexible-walled motion. We tuned our expezimtal setup to achieve physiological
hemodynamics for the normal LV model. We used tiff@icint geometries (normal LV and
HCM geometry), and we examined intraventriculdimig flow patterns. All experimental circuit

variables were maintained unchanged, while we vatied the LV geometry or LV end-diastolic



volume (EDV) size. We compared diastolic fillingyt characteristics between normal LV and
HCM models under different EDVs. Results show thiadulation peak values diminished in the
HCM model and also normal LV model with lowering ¥[Bompare to normal LV with hormal
EDV. The outcome of this study can be useful t@ssshe vortex ring properties in a specific

LV geometry by evaluating the size and shape ofthavithout doing echocardiograms.

1.2.3.Aim IlI: Effects of varying transmitral inflow prof ile on filling vortex

properties

The results from Aim | showed us that changing AT/@hd also Reynolds number impacted the
vortex dynamics in semi-spheroidal confined domaiased on the conclusion in Aim I, we
selected different types of transmitral flow ingt@lic dysfunction from published clinical data,
and we mainly focused on changing AT/DT ratios. &{amined vortex ring dynamics in an
anatomical LV by visualizing the central planelod LV using 2D-TR-PIV. We used the same
LV physical model throughout the test conditiong] ae just changed the piston waveform to
generate desirable flows based on different gratseg#s of diastolic dysfunction. Intraventricular
flows for all different transmitral flow conditiorexe characterized. The goal of this aim is
whether we can use the vortex circulation streagth metric to evaluate the functionality of the
LV during the filling time. Also, this aim will helus to understand the fluid mechanics of the

vortex ring inside the LV in the process of diastalysfunction.
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CHAPTER Il

2. BACKGROUND

An intraventricular flow pattern can be used agnalication of a possible malfunction in the
cardiac system. A noticeable feature of cardiaodbow is the existence of vortex rings, which
can be useful in the evaluation of cardiac hedltB)( As a result, understanding the fluid
mechanics of the vortex ring is essential primasihen it interacts with solid boundaries, such as
left ventricle myocardium. To investigate the riglatbetween heart diseases and the associated
fluid mechanics of the cardiac system, having acbaswledge of the physiology and anatomy

of the cardiac system and also cardiac disordersdessary.

2.1. Cardiac Anatomy and Physiology

The human heart is a conical shape rests in betthednngs and consists of four chambers: two
collecting chambers (left and right atrium) and fwwnping chambers (left and right ventricle),
which is shown irFigure 2-1a. A muscle wall, which is called septum, separtitedeft ventricle
and atrium from the right ventricle and atrium. Teart wall tissue consists of three layers: 1)
the outer layer, which is made from connectiveugssand is called epicardium, 2) heart muscles
or myocardium, and 3) endocardium, which is theirlayer, and it is in contact with blood

inside the chambers and protects heart valves.
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Figure 2-1 Human heart anatomy. A) frontal section viewlsf human heart (retrieved from
www.cardiaccathpro.com). The direction of bloodils shown in the image; B) superior view
of heart valves. The mitral valve has two leaflatdike the three other valves (pulmonary, aortic,
and tricuspid valves have three leaflets). replagmitral valve with a biological valve; and C)
mitral valve replacement with a mechanical heatesaand D) (top) mitral valve replacement

with a biological heart valve (retrieved from wwwvayoclinic.org)
Each ventricle has two valves to assure a unidieak flow through the cardiac system and
prevent backflowFigure 2-1A shows the superior view of all four valves of tiheman heatrt.
Heart valves can be faced with problems mainly beea@f congenital abnormalities or infection,
and if it is not repairable, it has to be replacHuere are two types of heart valves: mechanical
heart valves and biological heart valves (whichueaally removed from pig hearts).
Figure 2-1C andFigure 2-1D show the replacement of the mitral valve with haatdcal and
biological heart valves, respectively. In a few d&rdeoxygenated blood enters the right side of
the heart (right ventricle and atrium) and goeth®lungs. And then the left side of the heart (lef

ventricle and atrium) receives the oxygenated bfomah the lungs and sends it to the body

(Figure 2-2A).
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Figure 2-2 Human heart physiology: A) cardiac cycle. Thedglthareas demonstrate diastole
and systole (LA = left atrium, MV = mitral valve .= left ventricle, AV = aortic valve, RA =
right atrium, TV = tricuspid valve, RV = right vaidle, and PV = pulmonic valve). B) Wiggers
diagram: cardiac physiology (AP = aortic pressuké? = left ventricular pressure, LAP = left
atrium pressure, LVEDV = left ventricular end-d@&t volume, LVESV = left ventricular end-
systolic volume, and SV = stroke volume).
In one cardiac cycle, the left ventricle (LV) exigeices two phases: a) diastole or filling phase in
which the oxygenated blood injects from left ataahe left ventricle through mitral valve; and b)
systole or ejection phase in which the oxygenateddoejects the left ventricle to the aorta

through the aortic valve (the shaded regiorSigure 2-2A).

The filling phase (diastole) consists of four suitapes, as numberedhrigure 2-2B: 1)
isovolumetric ventricular relaxation phase, in whatl four valves are closed. The pressure
inside the left ventricle (LV) will drop while theolume of the LV remains unchanged. The
amount blood volume in the LV at this step is chied-systolic volume (ESV), and it is the
minimum volume of the LV, which is typically ~50 nnl healthy adult hearts; 2) rapid filling or
early diastole filling (E-wave), which is the masticial part of filling. The blood flow pumps

from the left atria to the LV in this step. The iy portion of total incoming blood into the LV
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is injected in this stage. The ventricles are stilller relaxation, and consequently, the
intraventricular pressure still drops briefly; 3astasis, which mitral valve remains open, and the
blood continues flowing into the LV with the neadgnstant flow rate. By the end of this phase,
the LV fills almost 90%. The intraventricular prasstends to rise slightly, and the aortic
pressure continues to fall during this phase; 4)the last stage in diastole is an atrial
contraction, which LAP increases and causes lg#t abntraction, which leads to rapid blood
flow injection into the LV and generates the sectiod wave (A-wave). About 10% of LV

occurs at this phase for a resting heart at noheait rate. This portion may increase up to 40%
at high heart rates. The LV volume reaches thedsighalue and is called end-diastolic volume
(EDV), which typically is ~120 ml in healthy adiiearts. The difference between EDV and ESV
is called stroke volume (SV) and usually is ~70nrhealthy adult hearts. The total amount of
pumped blood by heart in one minute is called eardutput (CO) and can be defined as the
multiplication of heart rate (HR) by SV (CO = HRxEW normal HR at rest is ~70 bpm.

Therefore an ordinary CO is ~5 L/min (6).

The ejection phase or systole consists of thregphalses as numberedrigure 2-2b: 5)
isovolumetric contraction in which myocardium camtis while all four valves are closed.
Therefore, the LV volume remains unchanged, andhtin@ventricular pressure increases rapidly
(since all valves are closed) until it reachesaépiessure, which is typically ~80 mm-Hg. The
rate of pressure increase (dp/dt) in this phaaecisicial factor in determining the strength of
muscle fiber contractions. 6) rapid ejection in ethihe aortic valve opens and lets the blood

flow ejects rapidly into the aorta from LV, and thertic pressure reaches ~120 mm-Hg.
Therefore, the normal aortic pressure in systo&9i420 mm-Hg, which doctors refer to and
known as "blood pressure.” 7), and the last phasgstole that ends one cardiac cycle is reduced
ejection. In this phase, the aortic pressure ameviantricular pressure fall, and consequently, the

rate of ejection decreases, and the LV cavity resithe minimum volume (ESV).
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This study is focused on the filling phase (dissfahase) of the LV. The amount of ejected blood
from the left ventricle, which is called (SV), dild by the maximum volume of the left

ventricle, which is called end-diastolic volume (Eduring each cardiac cycle, defines as
ejection fraction. Ejection fraction is a standalidical metric for measuring heart pumping
efficiency and can determine cardiac health. Ttadthg percentage of left ventricle EF is higher
than 55% (7); however, in patients with heart fa&lwith normal ejection fraction (HFNEF), the
percentage of EF is higher than 50%, which makeslitease diagnose difficult for physicians.
HFNEF is mostly associated with heart failure vdtastolic dysfunction. The following

elaborates common heart diseases related to th®ldigphase of the LV.

2.2. Left ventricular disease

Heart failure with normal ejection fraction (HFNEB)a clinical syndrome that occurs in 50% of
HF patients (8-10). Several studies show that petieith diastolic dysfunction and/or
hypertrophy, have normal EF (11). However, recardiss claim that systolic function is not
entirely normal in patients with HFNEF (12). In nyameart failures, the diastole part (LV filling
dynamics) impairs (13, 14)and known as cardiac $gmp despite normal systole cardiac
function (15-17). Moreover, the functionality ofstglic ventricular can be impaired due to
diastolic dysfunction (17). HFNEF is characteribsgdclinical symptoms of heart failure, such as
dyspnea, fluid retention, and fatigue. Multiplettas contribute to HFNEF, including diastolic
dysfunction (DDF), left ventricular systolic dysfttion (10, 18), systemic hypertension, vascular
stiffening, left atrial (LA) size and dysfunctionght ventricular dysfunction, pulmonary
hypertension, aging, diabetes, obesity, and chikditey disease (1, 2). The common causes of

left ventricular dysfunction are explained as fallo
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2.2.1.Left ventricular diastolic dysfunction (LVDD)

In patients with diastolic heart failure and ledinéricular diastolic dysfunction (LVDD), the
dynamics of LV filling is mainly malfunctioned, wtti is affected by 27% of the population (21).
There is a significant clinical need to develop ioyed diagnostic measures and treatments to
reduce mortality rates (22) among the growing nunatbélFNEF patients. The heterogeneous
pathophysiology of HFNEF challenges both the diaggand treatment of the syndrome (23, 24)
because diastolic dysfunction (DD) can be causedl fieyv coexistent causes such as impaired

LV wall compliance or relaxation and also hypertens

2.2.2.cardiomyopathy

The disease of heart muscles is known as cardioatlygpn which the heart loses its efficiency
to pump the blood flow. In cardiomyopathy, the h@auscles become more rigid, thick, or
enlarged. Abnormal thickening of left ventricle roles is called hypertrophic cardiomyopathy
(HCM) and causes shrinking the left ventricle casgize Figure 2-3b). Dilated cardiomyopathy
is another type of cardiomyopathy, in which thé \entricular chamber becomes enlarged and
becomes unable to pump sufficient bloBtg(re 2-3c). In another type of cardiomyopathy, the
left ventricle muscles become stiffer, and the hiesstuces the pumping efficiency, which is

classified as hypertrophic cardiomyopathy.
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Figure 2-3. Types of cardiomyopathy. A) normal left ventrichdl four chambers are visible in
this figure B) Hypertrophic cardiomyopathy (HCMinall left ventricular cavity and thick heart
muscle are noticeable in the figure, and C) Dilatadliomyopathy: large left ventricle cavity
size and consequently lower pumping efficiencyrigeed from www.mayoclinic.org)
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The following explains all types of cardiomyopaihydetail.

2.2.2.1. Hypertrophic cardiomyopathy (HCM)

Hypertrophy of left ventricle (LV) is called Hypeophic cardiomyopathy or HCM, and it occurs
in 0.2% of the general population (25-27). Thisdie is caused by gene mutations or family
history and results in LV hypertrophy, which hasaagmmetrical pattern most of the time. Aging
changes the hypertrophy severity of left ventricut@wever, the presence of HCM may identify
even in very young children and is not documenteithéir medical history (28). On the other
hand, the increase in LV wall thickness frequeh#ppens throughout the teenage years and
increases rapidly until their 20s. As a resulis ikssential to evaluate the LV functionality by a
non-invasive approach. From the fluid mechanicsiwgoint, the intraventricular flow properties
can be examined by different modalities such as &Rl echocardiogram. Therefore, using the

blood flow data along with a clinical metric to ass the LV functionality will be very valuable.

The intraventricular pressure drops rapidly atstaet of diastole to let the blood flow injected

into the LV; however, in HFNEF patients diastolitirig impairs. One of the probable causes is

14



LV wall stiffening, which is reported by a few stad under invasive measurements (29-31).
Even though the EF preserved in HENEF patientscdingiac output reduces, especially under
exercise conditions. Left ventricular stiffeningclassified as hypertrophic cardiomyopathy, and

it is not a type of cardiomyopathy on its own (32).

2.2.2.2. Dilated cardiomyopathy (DCM)

A common cause of heart failure and sudden cadbath is left ventricular dilation, which is
called Dilated cardiomyopathy (DCM). In this diseathe LV wall muscles stretch and become
enlarged (EDV in this type of disease can readhigtsas 250 ml) and weaker (26, 33, 34). As a
result, the heart muscles lose the ability to piopd flow like a healthy heart, and DCM is
linked with systolic dysfunction. The ejection ftimn drops significantly (EF as low as 20%) in
DCM patients (35, 36). This disease is commonlidted from the LV and may affect other

chambers over time (33).

2.3. Transmitral inflow in different grades of diastolic dysfunction

A traditional approach to assess LV diastolic dgsfion is the evaluation of mitral inflow using
echocardiogram. The pressure gradient betweertheelntricle and left atrium causes
transmitral velocity, which we can monitor by spaktDoppler. Characterizing the transmitral
inflow patterns can deliver the diastolic functitityeof the left ventricle. A normal pattern of

transmitral flow is shown ifigure 2-4.
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Normal Transmitral Flow

E/A ratio > 1
E DT <220ms

Figure 2-4. Normal transmitral Doppler flow (DT = deceleratitme) (37).
In the normal transmitral flow, the E/A ratio iggher than one (E/A ~1-1.5), and the early filling
deceleration is in the range of 150-220 ms. Theakewduration does not exceed 20% typically,
and the E-Wave peak velocity is ~ 0.65-0.8 m/s 8B541). Any changes in the parameters above
(E/A ratio, E-wave deceleration time, and E-wavakpeelocity) can be classified as diastolic
dysfunction. The transmitral pressure gradient betwthe left ventricle and left atrium (LA)
accelerates inflow into the LV through the mitralwe. As a result, increasing the LA pressure
increases the peak E-wave. E-wave decelerationisitneersely related compliance of LV.
Therefore, during the aging process the LV becaostiffier (less compliance), and consequently
deceleration time becomes higher. There is algoitation in using mitral inflow patterns to
assess diastolic dysfunction because the LA presiaorease can be linked with both

deceleration time and peak value of E-Wave decr&age

2.3.1.Grade I: Delayed relaxation

Prolonged E-wave deceleration time (DT > 200 msJ, @lso E/A ratio less than 1 are two
noticeable characteristics in the Doppler pattdriastolic dysfunction with impaired relaxation

as shown irFigure 2-5.
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Figure 2-5. 2-D Doppler Echocardiogram of a patient with imn@d relaxation pattern (16)
This pattern is typical in older people (more tié@nyears), in which the LV becomes stiffer, or
the LV relaxation becomes impaired, and eventudllgannot supply enough pressure gradient
during early filling (E-wave) to flow blood into ¢hLV. Therefore, the E-wave peak velocity
decreases and also decelerates slower. To compéhsdilood flow shortage in E-wave, the left
atrium contracts more than usual (atrial kick) toyide enough blood in a cardiac cycle.
However, in younger people the impaired relaxagiatiern is a sign for early stages of diastolic

dysfunction as it is defined as Grade I.

2.3.2.Grade Il: Pseudonormal inflow

Progression in impaired relaxation pattern, thedafum pressure elevates to provide more
pressure gradient between LV and LA and reestadishnormal pressure gradient. Therefore,
the mitral inflow can give the impression of havemgormal diastolic function (E/A>1, and
DT<180 ms). As a result, the relaxation still rensaimpaired; moreover, the LV and LA filling
pressures are elevated. This stage is titled di@stgsfunction under pseudonormal mitral

inflow, and it is defined as Grade Il. Thereforsing Doppler to measure mitral inflow cannot be
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sufficient to characterize diastolic dysfunctiorttds stage, and another modality should be used

beside Doppler.

2.3.3.Grade llI: Restrictive pattern

Increasing LA pressure more and more will causbdrigelocity early filling with abrupt
deceleration time (DT < 150 ms, peak E-wave veyoei0.8 m/s, and E/A ratio >2). Therefore,
LV filling becomes restrictive. At this stage ofgtolic dysfunction, the A-wave becomes
shorter, and also atrial systolic dysfunction igally observed. This pattern is titled as Grade lll
if it was reversible, and if it was not reversilitanakes as Grade IV. In the progression of
diastolic dysfunction, Grade IV is known as the tramvanced heart failure with diastolic

dysfunction.

2.4. Left ventricular fluid dynamics

Left ventricular fluid dynamics is associated wsthoke volume and correspondingly cardiac
output (stroke volume x heart rate). Thereforejng intraventricular fluid flow from fluid
mechanics’ viewpoint can give us a better undeditanof left ventricular functionality. There
are different types of modalities for cardiac flstudies, such as MRI and echocardiography.
However, there are limitations in flow quantificatitechnics, i.e. temporal and spatial
resolutions. As a result, in-vitro studies withHrigesolution equipment can help a better
understanding of cardiac fluid flow. The primarypose of this study is studying the diastole
phase of the left ventricle, in which the LV fillgth blood flow. The inflow jet enters the LV
through the mitral valve. It has been reported #habrtex ring is formed inside the LV when the
blood flow jet passes the mitral valves and rollumginto the LV. The properties of this formed
vortex ring provide us valuable information abd functionality of left ventricle during the
filling phase (diastole) (1, 42-44). Therefore, ersfanding of vortex ring mechanism in such

confined domains is essential.
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2.5. Vortex ring formation

A vortex ring is a donut-shaped vortex that formduids. In this region, the fluid swirls about

an imaginary circular axis and generates a closedlar tube. Vortex rings mostly form in
turbulent flows; however, most of the publishecesrshes are in laminar vortex rings (45-47).
The vortex ring formation has been a topic of stiaha few decades and has an essential role in

fluid dynamics. In the evolution of vortex ring, &fb et al. (46) introduced an important non-

dimensional parameter, which is called formatiombar and is defined %s= Tpt , where L

and D are the piston stroke length and diametspaaively, in a piston-cylinder arrangement.

U, is averaged piston velocity, and t is the totaktlon of ejection. This time scale corresponds
to the moment that the circulation strength ofwhdex ring reaches the maximum and,
consequently, the onset of vortex ring pinch-affai They claimed that it is a universal metric
(48), and it has an essential role in fluid tramtdmns (44). Gharib et al. (48) used a piston-
cylinder arrangement to investigate vortex ringpgries in a semi-infinite domain and utilized a
range of piston stroke to piston diameter rati®{L/They concluded that higher ratios of L/D
form a vortex ring are attached to a trailing feg(re 2-6C). However, the vortices of the vortex
ring were not connected to the trailing jet. Fa kbwer stroke to diameter ratios, the vortex ring
was detached completely from the tip of the vogereratorFigure 2-6A), which is also called
an isolated vortex ring (49). They discovered thegition for the appearance of trailing edge
happens at L/D = 4, which they call it formatiormmher. This formation number also recalls as
the onset of vortex ring pinch-off in which the i@x ring reaches the maximum circulation value

and cannot become stronger anymore.
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Figure 2-6. Vortex ring visualization for different ratio pfston stroke to piston diameter: a) L/D
=2,b) L/D =3.8,and c) L/D = 14.5 (48)

Moreover, numerical studies investigated the ttajgcand formation of vortex rings generated
by a cylinder-piston arrangement (45). In naturegrdex ring can be produced in various regions
from open and semi-infinite regions such as forwaiex rings in the downstream of swimming

jellyfish (50) to confined domains such as aortius and left ventricle (51, 52).

2.5.1.Slug flow model

A simple representation of vortex generation camtreduced by slug model in which uniform

flow with constant velocityl,, discharges from a constant diamebgy;, orifice at a finite short
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time interval,T,. The slug length will b&, = U,T,. However, we can modify the slug flow

model and use for time-variant velocity profilelas: foTu(t) dt, where u(t) is piston velocity at

time t, which is assumed to be uniform over théia@iarea. Then the modified slug length will

beLo = fT

, u(@®dt= UT.

A velocity program factor is introduced by Glezeak (53), which was accounted for variation

, _
of piston velocity a® = fol%d G) = ;—2 The values of P for different waveforms were

calculated by Diddens &sguare wave = 1, Pramp wave = 4/3, @ndPsine wave = 3/2 (53).

By utilizing the boundary-layer approximation, wenadefine the peak slug circulation as

J— 2 0
Tslugpeak = %uz T= p% = p%. The peak circulation can be non-dimensionalizedibiding

by kinematic viscosity as shown below (53):

UL Eq. 2-1

2.5.2.Semi-infinite domains

Many studies investigate the vortex formation arapprties within semi-infinite domains
because the formation of vortex rings usually osdarsemi-infinite domains. A vortex ring can
be generated in two ways at laboratories: usindpa br an orifice opening by arranging a
cylinder-piston setup. The vortex ring diametajectories, and circulation are examined for
both cases (45, 54). The examples of vortex ringemi-infinite domains are numerous. Fishes,
jellyfishes, salps, squids, and many other seanisges produce a vortex ring and an essential
mechanism for their propulsion (50, 55, 56). Daéiral. (50) studied and analyzed the generated
flow pattern by swimming jellyfish. During the pralgive cycle of swimming jellyfish, vortex

rings form in the wake region of the animal. Theyeistigated the coupling between locomotor
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and feeding vortex ring by dye visualizatidtigure 2-7A andFigure 2-7B). They concluded
vortex ring interaction following one after anottalps the jellyfish propulsioirigure 2-7C
shows that sunfishes generate optimal vortex fimgjseir wake and consequently produce

maximum thrust force for propulsion underwater (55)

A Jellyfish

)

Injecting
fluorescent dye

Jellyfish

Chain of linked
vortex rings

: N

©L

Vortex ring

Figure 2-7. Swimming jellyfish and sunfish are an exampleaftex ring formation within a
semi-infinite domain a) schematic of swimming jéi that generates vortex rings in the wake
region. b) fluorescent dye injection to visualizake flow and formed a vortex ring of swimming
jellyfish (50). c) front and top view of vortex walof swimming sunfish that helps the fish for
propulsion (55).
In another study, Anderson et al. studied thelget Structure of swimming squid (56) utilizing
particle image velocimetry (PIV) on an adult squitiey also arranged a piston-cylinder setup to
mimic the squid jets under the steady conditionstndied vortex rings formation and break
down by having a wide range of L/D from 5.5 to §IvBere L and D are piston stroke length and

piston diameter, respectively. They observed adealler vortex rings combined and makes a

more prominent ring that helps the animal for pisioun.

2.5.3.Confined domains

Vortex rings sometimes generate in confined domsuied as left ventricle walls while it fills
with blood during diastole. There are some vorteg studies on interaction with free surfaces
(57), solid walls (46, 58), parallel walls (59)¢limed walls (60), and also radially confined
domains (61-63). Stewart et al. (62) examined théex ring formation inside radially confined

domains. They changed the severity of confinermemi D/D, = 1.25 to 3, where D is the
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confinement diameter, and, 3 the constant orifice diameter. They claimed thay found a
parameter that can predict the circulation decaydonfined domain based on confinement
severity. In another study, they looked at theeasoring decay in a radially confined domain by
changing the piston stroke to diameter ratio froiDl= 1 to 7 (61). They concluded the
formation number and maximum circulation value remed unchanged by changing /D
Studying vortex rings interaction with confined dains is also essential in studying of swirling

flows, which has applications in turbomachinery-6&).

To the best of our knowledge, both radial and acaaifined domains have not been studied
systematically, yet. Moreover, all of the previmastex ring studies are in interaction with rigid
walls. Therefore, systematic research on flexibtially-axially confined domain seems

essential.

2.5.4.Intraventricular vortex rings

The left ventricle filling efficiency and cardiaariction can be studied from the fluid mechanics’
point of view. During diastole phase, a rapid bldaftbw jet enters the left ventricle cavity
through the mitral valve and generates a stronggxaing because of rolling up the shear layers,
which helps better blood flow circulation insidethV and also assists the mitral valve closure
(3, 5, 44). Many previous studies addressed thadtion of vortex ring during early filling (E-

wave) of the left ventricle (2, 44, 51, 67).
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A Diastole Systole

Figure 2-8 Schematic of vortex ring formation inside a healeft ventricle. A) diastole phase:
blood flow enters into the LV cavity through thetral valve. White arrows on the two sides of
the mitral valve leaflet show the velocity diffecen which causes the shear layer moving into the
LV and rolls up into a vortex ring B) systole phatbe rotating flow guides to the aortic valve by
contracting the LV myocardium (5).
Vortex ring formations are not limited to LV, artchas been observed in other parts of the
cardiovascular system. For instance, the first askedged vortex ring in the cardiovascular
system is generating in the aortic sinus duringadg<3). The strength of cardiac vortices has a
critical role in blood rotating in contact with es@hrdium and correspondingly myocardial tissue
health. As a result, any dysfunction in intraventtar vortex interaction with myocardium can
lead to left ventricular remodeling towards heailuire. Therefore, quantification of cardiac flow

after cardiac therapy or heart surgery in patieritis heart failure can evaluate the procedure and

help cardiologists and surgeons in terms of adveeset remodeling.

2.6. In vivo and in vitro experiments

Previous in-vivo studies on the formed vortex ringjde the left ventricle were mainly compared
with a vortex ring in semi-infinite domains. Theawed, it is relevant to study the formation and
properties of vortex rings inside an in-vitro LV de with wall interactions. Previous in-vivo

studies claimed that the formation number in L\sttide is in the range of 3.5 to 5.5, which can
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be calculated based on mean E-wave velocity, durati E-wave, and mitral valve diameter
using Doppler images (44) to assess intraventrnadkocity filed (two or three dimensional), and
consequently, vortex rings researches use PCMRIX3%8, 69). In-vivo studies indicate that
there is a correlation between vortex ring strengjthin the left ventricle and LV functionality.
Most of the in-vitro studies used PIV to visualilmv patterns and also vortex formation in
interested domains. Hatoum et al. studied thrderdifit aortic flow (early-peak, mid-peak, and
late-peak) past through the aorta in a left heantilsitor (70). They concluded that early-peak
condition is observed in healthy people, and e efficient in terms of energy dissipation and

aortic valve functionality.
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CHAPTER Ill

3. VORTEX RING DECAY IN FLEXIBLE-WALLED SPHEROIDAL CONFINED

DOMAINS

Abstract: Recent studies investigated the decay of voitegsrin radially confined domains;
however, they overlooked the effects of confinenilexibility and also axially confinement. A
biological example of both radially and axiallyXikele confined domain is the formation of
vortex rings in the left ventricle (LV) as bloo@¥# passes through the mitral valve into the LV
cavity. We hypothesized that the rate of circulatiecay increases in more axially confined
domains. To investigate our hypothesis, we arramgeydinder-piston setup to generate laminar
vortex rings. The method we used to create and/amalortex rings was verified with previously
published data on radially confined domains. 20etiresolved PIV was used to quantify the flow
fields within three different aspect ratios of sygheal silicon models (0.8, 1, and 1.25) under
different filling duration (T = 110 ms and 211 mRgynolds number (Re = 1400, 1700, and
2600), and piston velocity profile (sharp ramp-sipewave, and sharp ramp-down waveforms).
Velocity vector filed, vorticity contours, and cidation values were measured and calculated for
all cases. The formation number and peak circulatadue remained unaffected by changing the
shape of silicon models. However, for the casel thi¢ same filling duration, the vortex ring

pinched-off earlier for cases with shorter accéleretime (sharp ramp-up waveform). Increasing
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the Reynolds number led to increasing in vorteg gize and eventually caused earlier decay
since the bigger vortex ring was more affected bjlsvWe quantified the rate of circulation
decay for all cases and we noticed an increaseaydate by changing the model from semi-
prolate (less axially confined) to semi-oblate (enaxkially confined). Moreover, vortex ring
circulation decayed faster by increasing Reynoldslver. The results can enhance our

understanding of vortex behavior in restricted spidal domains, such as left ventricle.

Keywords: Laminar vortex rings, particle image velocimefitgxible confinement, circulation

decay, pinch-off time.

3.1. Introduction

Vortex rings can be identified as an essentialfeadf flow in wide ranges of phenomena from
jellyfish and squid propulsion to blood flow disecbas into the aortic sinus (during systole) and
the left ventricular cavity (during diastole). THaid mechanics of the vortex ring has been
investigated in numerous experimental, analytiat] numerical studies. Fundamental studies on
vortex ring size, trajectories, evolution, and giation reveal a valuable understanding of vortex
ring nature (1-4). Gharib et al. set up a cylindiston arrangement to generate vortex rings in the
laboratory, and they showed that the core regiatioity of vortex ring has a Gaussian

distribution (5). After that, they investigated tiolution and formation of the laminar vortex
ring, fundamentally in semi-infinite domains (5hély introduced a universal time scale
(formation number), which was defined as L/D, wheiie the piston stroke (the column of
ejected fluid from a cylinder with a diameter of, @hd D is piston diameter. They showed the
vortex ring peak circulation occurs at the timdavfnation number. The circulation cannot grow
after the formation number and the vortex ring de¢g from the trailing jet (pinch-off time),

which is valuable information. The energy maximiaattheory has also predicted vortex pinch-

off (6). The maximum achievable formation numbeapproximately four, and after that, the
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vortex ring cannot hold additional vorticity anditing jet formed behind it (7). The constraint on
the growth of the vortex ring brings up a questbout the existence of an "optimal vortex ring,"
which is whether we can produce the most potertexaing with minimum energy. Surprisingly,
recent studies showed that some kinds of jellydist also juvenile squids take advantage of an
optimal vortex ring in their propulsion (8, 9). Maver, the formation number of a formed vortex
ring in the left ventricle during diastole is clasefour for a healthy LV, and this value can be
used as an index of cardiac health (10-13). Sompererental and computational studies verified

the universality of the formation number (14-16).

Several experimental and numerical studies hauebbat vortex ring interaction with rigid objects
such as a wall which is vertical or inclined to thieection of flow (17, 18), and also within two
parallel walls (19). Walker et al. experimentalkaeined the vortex ring interaction with the flow
adjacent to the wall using dye to visualize flowniater, and they studied the developed boundary
layer on the wall (17). They concluded secondaryisities with the opposite direction of rotation
are formed on the wall because of unsteady sepaiatthe boundary layer. This process continued
until a secondary vortex ring is fully ejected frdime boundary layer and interacts with the primary
vortex (18). Lim et al. experimentally examined thieraction of inclined ejected vortex ring with

a wall and also with another vortex ring (18). Tredspwed that the formation of the secondary
vortex (with the opposite direction of the primayrtex ring) is due to the no-slip condition at the
wall (18). In another study, Chang et al. studiedex ring interaction within two parallel plates
numerically and validated their results by expentaé approach (19). They investigated the
vorticity layer formation at the wall. They conckdithat during the attaching of the secondary
vortex ring to the primary one, the secondary vogetches and generates helical axial waves
and pushes the fluid away from the wall, and gdesriavo helical flows from the wall to the vortex
ring, which eventually causes the vortex ring bdeatn (19). Most of the studies on vortex ring

interaction with walls focused on secondary formedical structures during vortex interactions
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with walls. These studies revealed valuable andduorental information for understanding the
vortex rings interaction with more complex geonesyisuch as the left ventricular cavity. There
are few recent experimental (20, 21) and numef22) studies on vortex ring interaction with

radially rigid confined domains. Stewart et al. miaed the effects of the radial confinement on
vortex propagation under 1) different confinemextitas and 2) different piston-stroke-to-diameter
ratios. They concluded vortex circulation peak lmder values and also decayed earlier in more
confined domains. However, the vortex ring pinchveds not influenced by changing confinement
ratio. Also, they developed a model to predictdineulation decay for a specific radial confinement

(21).

To the best of our awareness, there has not beemdamental study on vortex ring formation
within both radial and axial confinement with flble walls. The current study examined the
dynamics of vortex rings within spheroidal confirdmmains with different aspect ratios under

different test conditions, i.e. Reynolds numbestqa velocity profile, and filling time.

3.2. Material and methods

3.2.1.Experimental setup

A cylinder-piston arrangement was designed ingtusly to generate vortex rings inside flexible
confined domains, and properties of vortex ringsanexamined. A programmable piston pump
(programmable piston pump PPP, Vivitro Systems Mictoria, Canada) was used to drive fluid
flow into semi-spheroidal silicon models, which eeéransparent and flexible (40A shore
hardness). Pump outflow was measured instantanebysin ultrasonic flowmeter (Transonic
Systems Inc., Ithaca, NY). A PVC pipe with a consiaside diameter d), = 12.7 mm was

used as an orifice in upstream of the silicon moaied the region of interest started just after the

end of the orifice, as shown kigure 3-1A.
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Figure 3-1. Experimental arrangement used in this study. ApEFand top views of vortex
generator and PIV setup. Flexible-walled siliconoels were filled into a clear acrylic chamber
that was filled with water and open to the atmosph€he flow rate was measured by a clamp-on
ultrasonic flowmeter attached to a 200 mm long tiifferent pipes were used in the flow
circuit, with length of a = 110 mm (ID = 15mm), 85 mm (ID = 13mm), and ¢ = 185 mm (ID =
12.7mm). B) Flexible-walled semi-spheroidal corfidomain. 2D PIV measurements were
acquired at three parallel planes that were eaahiihated with a laser sheet. The orifice

. . _ . . x\2 y 2 z\2 _
diameter is D= 12.7 mm. The shape of the bag is deflneé;?)s + (b—o) + (b—o) =1
(O<x<a, -bo<y<by, -bo<z<hy) , where aand Iy are defined in the figure and z is normal to the

plane based on the right-handed coordinates. R@¢en of interest, ID = inside diameter, CW
= clockwise, and CCW = counterclockwise.
The silicon model was secured in an acrylic charrdeal both inside and outside of the silicon
model were filled with water at room temperature:gktex ring was generated by sudden flow
discharge from the orifice and traveled throughehd of the silicon model, which is
demonstrated iffigure 3-1B with the corresponding coordinate system. ToHetsilicon model
expand spontaneously without any external resistame connected the chamber to the
atmosphere through a vertical column. We should tiwit the flexible walls moved passively
since the flow was directly injected into the silicmodel (unlike the intraventricular flow in the

left ventricle, which is caused by muscle relaxatid he mathematical equation of semi-

spheroidal models is as follows:
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B () ) -
where —a< x < &, -lh<y < ly, -lo< z < by. Three different flexible-walled semi-spheroidal
models with aspect ratios af /b, = 0.8, 1.0, and 1.25 were examined for this stadyshown in
Figure 3-2A. The inflow rate (or velocity) had two phasesamp up or acceleration and a ramp
down or deceleration, and the associated time théke two phases were called acceleration time
(AT) and deceleration time (DT), respectiveiqure 3-2B). We examined the influence of
AT/DT ratio on vortex mechanics in flexible-wallednfined domains for three conditions of
rapid acceleration (AT/DT<1), mild acceleration-diecation (AT/DT~1), and rapid deceleration
(AT/DT>1). Figure 3-2C shows normalized piston displacement prescribede@rogrammable
piston pump for three different AT/DT ratio. Thensmation of AT and DT determined the filling
time, T = AT+DT. We examined two different fillingmes (T = 110 ms and 211 ms) for this
study.Figure 3-2D shows normalized piston displacement prescribethfoprogrammable

piston pump according to two different filling time
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Figure 3-2.Test conditions examined in this study. A) Thriegible-walled semi-spheroidal
models with different aspect ratio (d) of: 0.8 (semi-oblate), 1.0 (hemisphere), and 1s2%n-
prolate). B) Definition of acceleration time (A1) teceleration time (DT) ratio (AT/DT) for a
sample flow rate. C) Normalized piston displacenpescribed for three different AT/DT ratios:
AT/DT<1, AT/DT~1, AT/DT>1, where filling time (T)d 211 ms. Exact values for different test
conditions of AT/DT are provided ifable 3-1 D) Normalized piston displacement prescribed
forthree T: T =110 ms, T = 211 ms, and T = 366 wisere AT/DT~1. Increasing the pump gain
in c and d will result in an increased flow ratérde different Reynolds numbers (Re) of 1400,
1700, and 2600 were considered for this study.

The prescribed piston displacement&igure 3-2candFigure 3-2dwere normalized
waveforms. As a resylpump gain determined the piston velocity magnitaide consequently,

inflow and Reynolds number (Re). Three different=RE400, 1700, and 2600 were examined for
this study, as shown Figure 3-3. Reynolds nhumber was definedRes= @, whereU, e

was the average piston velociby, was the orifice diameter, andvas the kinematic viscosity of
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water at room temperatureigure 3-3shows the average values of 10 consecutive mahsure
inflow waveforms in all different physical modeEach plot provides three AT/DT ratios for
three Re at a specific filling time. The Reynoldéues are displayed only Figure 3-3ato avoid
redundancy. Exact values of DT and AT/DT ratiosdibfilling times (T) and all of the silicon

models are provided ihable 3-1
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Figure 3-3. Averaged values of 10 inlet flow rate cycles ftipaysical models (semi-oblate,
hemisphere, and semi-prolate), Re (1400, 17002&606), and AT/DT ratios examined in this
study. A) T = 110+2 ms, nad B) T = 211+8 ms, AT/OTdotted line; AT/DT~1: dashed line;
and AT/DT>1: dash-dotted line.
All the DT, and AT/DT values iffable 3-1were according to the averages and standard
deviations of ten consecutiegcles of measured inflow under three different fiégs numbers
(Re = 1400, 1700, and 2600) at each physical madtel values of DT and AT/DT did not alter
by changing Re for each case, as we expectedt endlservable ifrigure 3-3. The second

column represents the expected AT/DT ratios acogrth the prescribed piston displacement

waveforms.
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Table 3-1: Measured DT and AT/DT ratios for all test condigo Three filling times (T = 110
ms, 211 ms, and 366 ms) under three different ATi&ibs. Each value in the table was
measured from the average of ten consecutive cyEhesexpected AT/DT was based on the
piston displacement waveforms.

Expected Semi-oblate Hemisphere Semi-prolate
AT/IDT | DT[ms] | AT/DT | DT[ms] | AT/DT |DT[ms] | AT/DT
AT/DT<1 64+1 0.75+0.04 66+2 0.68+0.04 62+1 0.74+0.04
T=11046 ms | AT/DT~1 53+1 1.05£0.0 56%1 1.02+0.06 55+1 1.02+0.06
AT/DT>1 42+1 1.62+0.120 44+1 1.45+0.11 40+1 1.57+0.13
AT/DT<1 | 141+2 | 0.43+0.03 150+2 | 0.36+0.02 141+2 | 0.44+0.03
4

4

Filling time

T=211+8 ms | AT/DT~1 102+2 1.03+0.04 106+2 0.91+0.04 108+2 0.96+0.C
AT/DT>1 69+2 2.19+0.13 602 2.51+0.15 6712 2.27+0.1
AT/DT<1 298+2 0.21+0.01 311+2 0.18+0.01 294+2 0.21+0.01
T =366+11 ms| AT/DT~1 180+2 1.04+0.03 184+2 0.98+0.03 1772 1.07+0.Q3
AT/DT>1 46+2 7.17+0.50 49+2 7.29+0.5] 4742 7.01+0.48

3.2.2.Vortex ring formation under active filling

The direct pumping inflow into the silicon modelsad the vortex generation, as we described in
Figure 3-1 In this case, the elastic walls of the modelrao¥ed passively as we name it passive-
filling. However, in some other applications, tlweice of the flow is wall movement, as we title

it as active-filling. Transmitral inflow during Eave (in which the left ventricle (LV) wall
relaxation is the cause of blood flow jet entraimte the LV) is an example of active-filling (23).

In contrast, transmitral inflow during A-wave (irhieh the contraction of left atrium pushes the
blood flow into the LV) is an example of passividifg (24). Therefore, it is valuable to compare

vortex properties in active-filling and passiveifi).

A very similar setup with small modification wasedsto generate vortex rings inside a flexible
semi-spheroidal silicon model under active-fillifidhe piston pump drove water into a sealed
acrylic chamber, was filled with water and held sileeon model. The water inside the silicon
model was connected to the atmosphere through agOwith an inside diameter obB 12.7
mm and a tube with ID = 13 mm. The pump was in acnivith outside of the silicon model, and

the piston movement caused the silicon wall movenaem it eventually led to run a fluid flow
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inside the silicon model. An adjustable resistamae used at the end of the tube to stabilize flow
and absorb systematic fluctuations. A clamps-orasitinic flowmeter (Transonic Systems Inc.,
Ithaca, NY) was used to monitor the flow inside $ilizon model. A vortex ring was generated
by sudden discharge from an orifice with a constiieriheter of [ (Figure 3-4b). It is important

to note that the silicon walls were moved actively.

A B
Open to the atmosphere \ Vortex ring
Programmable Resi Acti Il moti
piston pump esistance ~ ctive wall motion Fixed wall
ROI R
] =] _
PR : P = L
a :-ﬂ— . »le—> 4—>| y
Front view S del ¢ d d ID, = 0.4 : ]
ilicone mode Y/iDg = 0. T
\ ) ! _/X Inlet flow
Laser sheet y/Dy =0 ! < I * D,
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Figure 3-4. Experimental setup. a) Front and top views ofarogenerator and PIV setup. A
flexible-walled silicon model of semi-spheroidabgeetry was mounted on a clear acrylic
chamber and open to the atmosphere. The flow rasemeasured by a clamp-on ultrasonic

flowmeter attached to a 200 mm long tube. Differgpes were used in the flow circuit, with

length of ¢ = 185 mm (ID = 12.7mm) and d = 85 mB € 13mm). b) Flexible-walled semi-
spheroidal confined domain. 2D PIV measurement&wequired at 3 parallel planes that were
each illuminated with a laser sheet. The orifianuiter is @= 12.7 mm. The shape of the bag is
defined as ¥ay + y?/bo +7%/bp = 1 (0<x<a, -bo<y<by, -bo<z<hy) , where aand Iy are defined in
the figure and z is normal to the plane. ID = iesiiameter, CW = clockwise, and CCW =
counterclockwise.

We studied three different velocity profiles by obang the ratio of acceleration time (AT) to
deceleration time (DT) as AT/DT<1, AT/DT~1, and AI7>1, which is demonstrated in
Figure 3-5a. All three velocity profiles were examined untteir different Reynolds numbers

(Re =800, 1350, 2400, and 3350) by changing pistiarke length in a specified time. All test
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conditions are shown iRigure 3-5b. The Re was defined based on averaged velocRy &s

UD
—2 whereU = 2TD. f Q(t) dt and Q(t) was the instantaneous flow rate.

A B AT/DT~1

1 o038 Sy e AT/DT<1 ATI/IDT>1 Re = 3350
€ ot R [ S Ny K T el ST P
< t s / L PN " m
[ / — 6 « " A n
O | / . < o [ ]
s , / £ A A Re = 2400
@ . E F----2: 00y - Rrp-——~mga -~
s | / / = 4F b is = n
C
Lol ,/ . % L ° N ; " 'AAA o Re=1350
2 | e e ¢ o V'"{Z’i""'"_"'
= fop S e”.é.&gg:gu L1 5 e

o L]
% L / /e AT/DT<1 ;:.Zﬁzéh ZQQZAA-}\
. / : (] &N
% - J/ - = AT/DT~1 o“ - -2 Q_ .g!:[g
z, Ls s — . AT/DT>1
TN T T T T T Y O O T T T T
0 60 120 180 240 300 0 80 160 240 320
Time [ms] Time [ms]

Figure 3-5. Test conditions examined in this study. a) Norpeal piston displacement prescribed
for three different At/DT ratios: AT/DT<1, AT/DT~RT/DT>1, where filling time (T) is 270
ms. b) Averaged values of 10 inlet flow rate cyaedifferent Re (800, 1350, 2400, and 3350),

and different AT/DT ratios. Increasing the pumpngagsulted in an increased flow rate and
correspondingly the Reynolds number.

3.2.3.Validation

To validate our experimental setup, we first arezhg radially-confined domain setup similar to
previous studies, and we compared the resultspuitiished data (25). The fluid was discharged
from a cylindrical orifice (= 12.7 mm) and generated a vortex ring insidegically

transparent cylindrical confined domain (D = 22.2)nThe ratio of the piston stroke to diameter

(L/Do) was equal to 1.2, which was corresponded to lanflow with Re = 1700Re = @).

The field of view began exactly from the tip of ifice to ten orifice-diameter in downstream.

3.2.4.Particle image velocimetry (PIV)

Fluid flow was visualized by utilizing 2D time-rdsed particle image velocimetry (2D TR-PIV)

(Figure 3-1a). The fluid in the circuit was seeded with polyhy methacrylate (PMMA)
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fluorescent particles with a diameter of 1-20 w82 &m excitation, and 584 nm emission
(LaVision GmbH, Géttingen, Germany). For illumimagithe plane of interest in silicon models,
a high-speed Nd: YLF laser with a single cavitydfimics Industries International, Inc., NY,
USA) was used at 20 mJ/pulse and three differgudtition rates based on flow velocity: 1 kHz,
1.25 kHz, and 1.66 kH#&(gure 3-1). The laser beam was focused by using a pair ofeging-
diverging lenses and transformed into a laser d¢heptacing a cylindrical lens with 10 mm focal
length. A high-speed 1 MP CMOS camera (Phantom W@, Vision Research Inc., Wayne, NJ,
USA) with a resolution of 1280x800 pixels (the smlatesolution was 113 um) was used for
recording images. Ten cycles were acquired fronb#ggnning of vortex ring formation to break
down. A 550 nm long-pass filter lens was attached 60 mm constant focal length lens (Nikon
Micro Nikkor, Nikon Corporation, Tokyo, Japan) dretcamera for observing the illuminated
particles (wavelength > 550 nm). The camera frasbewas set in 1000, 1250, and 1660 frames
per second based on flow velocity to match witkedlaspetition rates. The camera and laser were
triggered precisely at the starting time of fillirfgfty cycles ran before acquiring PIV data for
satisfying the repeatability. Besides the centlah@, two other parallel planes on both sides of
the central plane with equal distances were obdgpy, = +0.4, where @ was the diameter

of the orifice). To ensure the distances of offteesd planes from the central plane were exactly
symmetric on both sides, we mounted the housingiaahamber on a traverse with the
resolution of 20 revolutions to 1 inch. Therefore, moved the acrylic chamber (and
consequently the physical model), and kept the caued laser sheet stationary in order to have

different y-positions.

We processed the PIV data in DaVis 8.3.0 softwiaa&/ision GmbH, Goéttingen, Germany).
Multi-pass cross-correlation with the initial integation window size of 64x64 pixels (2 passes)
to a final window size of 32x32 pixels with 50% dep was used. In pre-processing, the

background was subtracted with a scale lengthpixé&ls. In post-processing, empty vectors were
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replaced by the velocity vectors with a peak rafitess than 0.1 m/s. After post-processing, all
six cycles for each experiment were exported as Bl&$ for analyzing using Tecplot 360
(Tecplot, Inc., Bellevue, WA) or custom-written ipts in MATLAB (The Mathworks, Inc.,
Natick, MA). Vorticity contours were plotted in Tglot after averaging six cycles, but the rest of
the results, e.g., circulation, were analyzed basesingle cycle analyzing and after that

averaging was executed to achieve mean and stadeaiation of analyzed data.
3.2.5.Definitions of calculated quantities

3.2.5.1. Formation time and Formation number.

Laminar vortex rings have been investigated foidewange of applications, and Garib et al. (7)

introduced formation time as a non-dimensional etar, which is defined as follows:

Ut Eq. 3-2

where D) is orifice diameter, and is averaged velocity during a filling time and veagculated
asU = ﬁf: Q(t) dt, where T is the total duration of filing time, andtQs instantaneous
0

inflow. Gharib et al. also showed that the cirdolatvalue of a vortex ring cannot grow more
than a specific number and will pinch off aftertttime point. They claimed that the onset of

vortex ring pinch-off is a universal number, whistcalled formation number and is defined as

FN=—= % , Where L is piston stroke length and kiBalso called stroke ratio.
0

3.2.5.2.  Vorticity.

In this study, the vorticity dynamics were calcathto investigate vortex development in the

silicon models for different inflow patterns. Phyadly, the tendency of a fluid flow to rotate

describes as vorticity and mathematically, it irob as the curl of a velocity field, The out-
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of-plane z-vorticity field ¢,) with units of s was calculated from PIV-based 2D velocity vector

field (Vy, Vy) and it was calculated using the following equatio

dv, dy, Eq. 3-3

where \, and , refer to the x- and y-component of the velocitgtee field. The normalized

vorticity field was displayed in this study, andv&s defined as follows:

o = w;Dy Eq. 34

Umax

3.2.5.3. Vortex identification and circulation.

The filling vortex ring was a three-dimensionahdbshaped flow structure. In the case
of 2D visualization of the flow (as in the curretidy), only a cross-section of the 3D flow
structure can be observed, and it appears in thedbtwo counter-rotating vortices. However,
two off-center planes on both sides of the cemtdl plane y/D, = +0.4) were observed for
evaluating the symmetricity of vortex rings. Bothakwise (CW) and counterclockwise(CCW)
vortex cores were identified from the processed Y4 using the swirling strength criterion
(26), which is defined as the imaginary part of tbenplex eigenvalue of the velocity gradient

tensor:

) 1 du dwv\? du dv Eqg. 3-5
A¢i = Im[eig(Vu)] = 3 Im \/(&_d_y> + 4d_y& a

The iso-surfaces dfci were normalized by 2.6% of the maximum valueceg®mmended in
previous studies (27). After identifying both CWda@BCW vortex cores, we automatically

tracked each vortex core at a time for the entrgog of vortex ring appearance to breakdown.
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Circulation,I" (in units of cmMs?) was calculated to quantify the strength of anfijlvortex, by

integrating the out-of-plane z-vorticity,, over the surface area enclosed by the vortexsA, a

= ff w,dA = ) (w,dxdy) Eq. 3-6
) on=2

We used negative and positive signs for CW and Q@dlations, respectively. Circulation
provides a large-scale estimate of the rotatiomahgth of a vortex. Previous studies of vortex
rings have examined this quantity using 2D PIV liygcal models (20, 28), and semi-infinite

domains (10, 29).

3.2.5.4.  Slug flow model

A simple representation of vortex generation cambeduced by slug model in which uniform
flow with constant velocitylJ,,, discharges from a constant diamebgy;, orifice at a finite short

time interval,T,. The slug length will b&, = U,T,. However, we can modify the slug flow

model and use for time-variant velocity profilelas: fOTu(t) dt, where u(t) is piston velocity at

time t, which is assumed to be uniform over théaaiarea. Then the modified slug length will

beL, = [ u(t)dt = UT.

A velocity program factor is introduced by Glezegak (4), which was accounted for variation of

2 2
piston velocity a® = fol%d (%) = % The values of P for different waveforms were cklted

by Diddens a®square wave = 15 Pramp wave = 4/3, @andPsine wave = 3/2 (4). In this study, the
calculated velocity program factor for the velogityfiles with AT/DT<1 and AT/DT>1 was in
the range of 1.35 to 1.42, which was correspondeglue for a ramp wave of 4/3, and for the
velocity profiles with AT/DT~1 was in the range b#9 to 1.59, which was corresponded to

value for a sine wave of 3/2.
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The peak slug circulation is defined by boundagefeapproximation akyg peak = %F T=

p? = p%. The peak circulation can be non-dimensionalizedibiding by kinematic

viscosity as shown below:

UL Eq. 3-7

Re; =p—
© pZU

3.2.5.5. Pressure calculation.

We obtained the velocity filed (u, v) from 2D-PIVeasurements, and we used a MATLAB script
to estimate the pressure filed corresponding tavéhecity vector field (30). The MATLAB script

calculates pressure gradient from the Navier—Stekeation:

D 3
Vp = _p(D—?— UVZu) Eq. 3-8

By path integration through the pressure gradibetpressure field can be calculated:
X2

P2 —P1 = f Vpdx

X1

Eg. 3-9

3.2.6.Defining the vortex ring pinch-off time (formation time)

The vortex ring can obtain a specific amount ofuiation strength and after that, the isolated
vortex ring detaches from the trailing jet. By aéfon, this time is known as the pinch-off time,
in which the maximum circulation occurs. We usegl¢thange point method to calculate this
point statistically. In this method, we calculated cumulative-sum of the difference between
mean circulation and actual circulation in the wityi of the pinch of time. We assumed the

vicinity of the pinch-off time within the first tiepoint in which the circulation reaches 60% of
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the peak value and the first time pint in which ¢iveulation drops to 90% of the peak value. The

maximum value of the cumulative sum was labelethasormation time.
3.3. Results and discussion

3.3.1.Experimental setup Validation

We validated our experimental setup with the presieortex ring study on radially confined
domains (21). Two different conditions of a) senfinite domain and b) radially a domain with
normalized confinement ratio 8f/D, = 1.75 were considered, where D abg were the

diameter of cylindrical confinement and orificespectively as shown irigure 3-6. We used

piston displacement as an input for our programmabmp in this study. As a result, we
integrated the reported piston velocity (21) indito achieve the piston displacement waveform.
Instantaneous velocity was calculated by measuoedrite, Q, divided by the cross-sectional
area of the orifice as,ision = 4Q/D,?. Figure 3-6B shows a comparison between the used
piston velocity in this study for validation andetbne from published data (21). 2D PIV was used
to visualize the axial center-plane of the cyliodticonfined domain to characterize the generated

vortex ring properties. Normalized circulation vedwersus non-dimensional time (formation

time, T* = %, whereU,,. was time-averaged piston velocity) were plotteddm different

0

cases of semi-infinite and confined domains, asdlte were compared with published data

(21)).
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Figure 3-6. Experimental setup and results for validation etmods used in this study by
conditions with Stewart et al. (Experiments in BRb3 (1), 2012). A) Schematic of cylindrical
confined domain with a ratio @ /D, = 1.75, whereD andD, were the diameter of confinement
and the orifice, respectively. B) Comparison ofgisvelocity profile used for validation study
and published data. C) Comparison of normalizezltation for semi-infinite domain, and D)

confined domainl§/D, = 1.75). The standard deviations of the average of 1@esyfor both
negative and positive circulation were 7% and 9%He semi-infinite and confined domain,

. Ugvet . - . . . . .
respectivelyT* = % indicates non-dimensional time, whélg,. was time average of piston

0

velocity.
The values from published data were very companatitethe results from this study for similar
conditions (semi-infinite and radially confined daimwithD/D, = 1.75); however, there was a
slight discrepancy between two results for the ic@af domain case in the decay portion. The
possible reason could be associated with the egtramfined condition{/D, < 2), in which
circulation decay became very sensitive to chantiegonfinement ratio. As reported in
previous studies (25) the onset of circulation glegas varied significantly by changimyD,
ratio from 2 to 1.5 as opposed to the cases Wi, > 3. Therefore, the slight divergence in the
circulation decay between this study and publisted inFigure 3-6Bis entirely acceptable.

The ratio of the piston to diameter in this validatstudy wad./D, = 1.2, which was in good
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agreement with circulation pinch-off tim&*(= 1.21 + 0.03) for both semi-infinite and radially

confinement in this study.

After validation of our methodology in this stud], the behavior of vortex rings in flexible-
walled semi-spheroidal confined domains was exathimsler different conditions to explore the
variation in vortex ring properties, i.e. vortexrfwtion, circulation decay rate, and vorticity
patterns. The test conditions were considered ertfiects of confinement shape (semi-oblate,
hemisphere, and semi-prolate); effects of pistdacity profile (AT/DT<1, AT/DT~1, and
AT/DT>1); effects of filling time (T = 110 ms and3 211 ms); and effects of filling Reynolds
number (Re = 1400, Re = 1700, and Re = 2600) aah flloww and vortex ring properties.
Therefore, the overall of 54 test conditions wetaneined in this study. The detailed results for

each condition are presented in the following sciises.

3.3.2. Effects of semi-spheroidal confinement aspect ration vortex ring properties

Vortex ring properties and behaviors were examatdtree different physical models with
aspect ratios of, /b, = 0.8, 1, and 1.25 in this study. In this sectibwe, vorticity contours,
vortex circulation, and vortex core positions wpresented for the case with= 211 ms,

AT/DT ~1, andRe = 1700 at centered PIV plang (D, = 0) and two off-center PIV planes
(y/Do = £0.4). We assumed the vortex ring propagated symmietgonfined domains since
the axis of the orifice was aligned perfectly wiitle axial axis of rotation of semi-spheroidal
physical models. To quantify the probable non-sytnim@ropagation of vortex ring and also in
properties in this study, two off-center cross-#ee of vortex ringsy(/D, = +0.4) were

examined and compared with each other, which lsoetded.
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3.3.2.1.  Vorticity contours

wzDg

The normalized out-of-plane vorticity fieldh{ = ) demonstrated as contours with different

Umax

levels for the case with = 211 ms, AT/DT ~1, andRe = 1700 at centered PIV plang (D, =

0) in Figure 3-7 and one of the off-center PIV planggD, = 0.4) in Figure 3-8 In both

figures, the first, second, and third rows wergesgponded to semi-oblate, hemisphere, and semi-
prolate confinements, respectively. Positive (CGAM) negative (CW) vorticities are displayed
as solid and dashed lines, respectively. Seveardift levels with equal increments of 14% were
considered from 10% to 94% of maximum vorticitytloé entire cycle. Five different time points
were chosen to display. The flow is from left tght at every single plot. In general, a set of
counter-rotating vortex cores are visible, whicavgifrom the leftmost column and broke down
at the rightmost column. In the first column (aarfid k), the vortex ring reached half of the
maximum circulation strength, whePgl, ~0.5. At this point, the vortex ring was attached te th
orifice (base of the models) regardless of the sltdgonfinement. In the second column (b, g,
and 1), the circulation strength reached the marimalue("/T, ~1) and it cannot grow more. At
this point, the vortex ring pinched-off from thaiting jet and traveled by its own. The properties
of vortex rings, i.e., circulation, vortex ring sjzand propagation speed, were not affected by
confinement shapes at this point. According to &tewal. (25), a vortex ring did not get affected
by a confined domain with/D, > 3, where D and, were the diameter of confinement and
orifice, respectively. At this stage (b, g, anth® position vortex ring was was corresponded to
D/D, > 4. As a result, we did not see any difference infthmation of vortex rings at this stage
across different physical models. After this pothg vortex ring traveled with constant
circulation strength until the onset of decay. Wewd note that from the second column
afterward, the bag shape did not change since W&seno more inflow from the orifice, and the

vortex ring travels by its momentum. The third eofucorresponds to halfway between pinch-off
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time and the start of circulation decay. At thesgst, a set of vorticies with opposite signs were

generated at the walls nearby to the vortex cores.

T N N T | T T N R | T T N N | T T N N B | I N I T B
0 2 4 2 4 2 4 2 4 2 4
x/Dq x/Dy x/Dq x/Dq x/Dq

Figure 3-7.Normalized out-of-plane z-vorticity contours ag¢ ttentral planey(/D, = 0) at
different time points for each silicone modefat 211 ms, AT/DT ~1, andRe = 1700. a-e)
Semi-oblate, f-J) Hemisphere, and k-0) Semi-profatelels. Based on circulation values, five

different time points are shown for each modelaAf, and k, the vortex ring reaches half of the
peak circulationI{/T, ~0.5). At b, g, and |, the vortex ring pinches off frahe trailing jet. At d,
i, and n, the vortex ring circulation starts to @gcTime points in ¢, h, and m occur in between
pinch-off and onset of circulation decay, wheredieulation has reached a constant peak. The
vortex ring breaks down at e, j, and 0. Dashedsatid lines represent negative and positive

vorticity, respectively. The minimum contour levell0% of|w;,,,| = 7.25, wherew™* = ©2Do

max

and the maximum level is 94% |of;,,.|. Seven levels are shown with equal 14% increments
for both negative and positive vorticities.
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As we can see, the formed vorticies at the wallewaore significant for semi-oblate shape,
which means the vortex ring would decay fastetliermore axial confined model. However, the
value of vortex ring decay should be quantifiechhyin-depth analysis of vortex ring for different
cases. In the fourth column (d, I, and n), theasoring started to decay, and the circulation

strength was absorbed by the formed vortex rirtheatvalls.

Normalized vorticity contours at the off-centraapé ¢/D, = 0.4) are displayed ifrigure 3-8.

The same conditions and exact time pointBigare 3-7 were chosen to demonstrate the trend of
the vortex ring from the formation (leftmost coluna breakdown (rightmost column). Similar
patterns were noticed dSigure 3-7; however, there were some differences betweeudthex
cores corresponded to the center and off-centdiéglBne. First, the two vortex cores in

Figure 3-8 were more oval-shaped, and also the distance batthe two was shorter compared
to the vortex cores iRigure 3-7. Plus, there was no trailing jet captured in tffecentered plane,

which means the trailing jet mostly existed in tie@ter of the vortex ring.
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Figure 3-8.Normalized out-of-plane z-vorticity contours at tfé.central planey(/D, = 0.4) at
different time points for each silicone modeflat 211 ms, AT/DT ~1, andRe = 1700. a-e)
Semi-oblate, f-J) Hemisphere, and k-0) Semi-profatelels. Based on circulation values, five

different time points are shown for each modelaAf, and k, the vortex ring reaches half of the

peak circulationI{/T; ~0.5). At b, g, and |, the vortex ring pinches off frahe trailing jet. At d,

i, and n, the vortex ring circulation starts to @gcTime points in ¢, h, and m occur in between
pinch-off and onset of circulation decay, wheredeulation has reached a constant peak. The
vortex ring breaks down at e, j, and 0. Dashedsatid lines represent negative and positive

vorticity, respectively. The minimum contour levell0% of|wy,q,| = 7.25, and the maximum
level is 94% ofwn,..|- Seven levels are shown with equal 14% increnfentsoth negative and
positive vorticities.
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3.3.2.2. Vortex Circulation

The vortex ring circulation strengths for all thidiferent shapes (circle, triangle, and square
represent semi-oblate, hemisphere, and semi-progpectively.) with filling time of’ =

211 ms, AT/DT ~1, andRe = 1700 were plotted versus time for the centered PIV @lan
y/Dy = 0 (filled markers), and two off-centered PIV plandéy /D, = 0.4 (gray colored

markers), ang/D, = —0.4 (hollow markers) irFigure 3-9a
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Figure 3-9.Vortex ring circulation foff = 211 ms, AT/DT ~1, andRe = 1700. A)
Dimensional circulation versus time. Filled markeosrespond to the centered PIV plane
(y/Do = 0). Gray-colored and hollow markers correspond faehter PIV planes at/D, =
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0.4 andy/D, = —0.4, respectively. B) Normalized circulation versus+sthmensional time T =
Uavet

DO ’
The circulation was normalized by peak circulatiy),and plotted versus non-dimensional

timescale (formation time),* = % , and displays ifrigure 3-9b. Positive and negative values
0

of circulation in both figures is corresponded ©©W and CW vortex cores, respectively.

All the circulation plots irFigure 3-9 had the same trend of the increasing, plateauttesrd
decreasing. The overall circulation values corrased to off-center planes were lower than the
centered PIV plane because the off-centered pldidesot cut through the vortex ring
orthogonally, and as a result, the actual circoltatitrength value could not be achieved.
However, the trend of circulation strength variatiwas similar between the values corresponded
to the off-center plane and the center plane. TWeeagied difference of circulation values
between two off-centered planes was less than 42fi0Bmalizing circulation by, the plots
corresponded to different planes of PIV were mamagarable. The normalized circulation grew
until attained the maximum value BfT, ~1 atT*~2.5 regardless of the shape of confined
domains. After that, the vortex rings were pincloéidrom the jet, and the vortex rin could not
gain more strength. Shortly after the pinch-offdifdepending on piston velocities this time was
varied betweeAT" = 0.1 — 1.2), the piston was stopped form moving and the fedpanded
silicon models had not inflated anymore since tlveggie no more feeding flow rate injected from
the orifice into the silicon models. At this poitite circulation strength had constant values of
I'/T, ~1 until the vortex ring became close to the enchefdonfinement and began to decay until
it broke down. The onset of decay Vil&'s-3.5, 3.8, and 4.5 for semi-oblate, hemisphere, and
semi-prolate confinements, respectively. We shoolg that at all different conditions in this
study, the silicon models were already expandedrbdhe vortex ring affected by physical

model walls and starting to decay.
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3.3.2.3.  Characteristics of Filling Jets

Both CW and CCW vortex cores were tracked autoralyiin time from the time of appearance
to the time of breakdown. The X and Y position€®¥ and CCW vortex cores are displayed in
Figure 3-10 The difference between y positions tells us thex ring size, which can be
normalized with orifice diameteb(r/Dg). As shown irFigure 3-10A, the initial size of the
vortex rings was not affected by the shape of camfient and had a value§gr /D, =1 +

0.15 for the vortex rings correspond to the centerad@ane (filled markers). The vortex ring
size did not remain constant in this study. TheialfDygr /D, grew irrespective to the shape of
confinement until the onset of dec@y& /D, ~1.52). After vortex ring decay started, the more
axial confined shaped showed a higher rate of dramiyy/D,. The curvature of physical
models played a critical role in vortex ring sizelalso decay rate. It is observable from

Figure 3-10Athat the overall size of the vortex ring was bigagthe centered PIV plane
compare to off-centered planes; however, the Ytposirends between different planes of PIV
was similar. We also looked at the X-positions oftex cores and the difference between CW
and CCW core positions, as showrFigure 3-10B The slope of X-position versus time tells us
the vortex ring propagation speed. As we can sadl the models, the slope of the X-position
increased from zero to a constant value and theredsed to zero, again. Therefore, two time-
points were interesting: first, the onset of X-piosi slope became constant (pinch-off time) and
second, the onset of X-position slope started toadese (start of decay time). These two points
examined for all cases and were perfectly matchédtive corresponding circulation plots in
Figure 3-9B. The vortex ring seems to have higher propagati@ed in the semi-prolate model
compare to the hemisphere and semi-prolate mdelels, the vortex ring higher penetration into
the semi-prolate model due to having a lower walature in comparison with the hemisphere

and semi-prolate models. Comparing the X and Ytjposi of vortex cores between two off-
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centered planes, we can claim the vortex ring pyafes symmetrically within the physical

models in this study.
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Figure 3-10 Non-dimensional position of CW and CCW vortexaA) Y-position (non-
dimensionalized by model base radibg), and nondimensional vortex ring diamef@yg /D,. B)
X-position of CW vortex core (non-dimensionalizedrbodel major axial lengtha,). The

difference between the non-dimensional x-positib@wW and CCW vortex cores is shown.
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We observed that circulation decayed earlier ferrttore confined domain. Also, the non-
dimensional x had a higher slope in the semi-oldase. Therefore, there should be a relation
between the geometry of the confinement and thallation plot. We introduced a modified time

scale as a formation time based on the geometrgrdinement as below:

Eq. 3-10

" A Hemisphere
B Semi-prolate

a
Dy 2

Figure 3-11 Modified vortex formation time based on confinernseverity. A) confinement

geometry; B) Normalized circulation versus non-digienal time,T* = M, at three different
0

confinements for the case with= 211 ms, AT/DT ~1, andRe = 1400. C) Normalized
circulation versus modified non-dimensional tirié,= Yavel £4r the same condition as B.

As we can see iRigure 3-11C,all the circulation plots are decaying at the séime. Therefore,

the effects of geometry are embedded in the tirakesavhich is a valuable result since that can

provide us the decay time regardless of confinersleape.

3.3.3.Effects of AT/DT on vortex ring properties

The normalized out-of-plane vorticity contours walifferent levels for the case with=

211 ms, AT/DT > 1, andRe = 1700 at centered PIV plang (D, = 0) is shown in
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Figure 3-12 The only condition difference frigure 3-12compare td-igure 3-7 was the piston
velocity profile in which we increased tA& /DT ratio. Similar time points asigure 3-7 was

chosen for this figure.

T*=26 ]|

0 2 4 2 4 2 4 2 4 2 4
x/Dq x/Dy x/Dq x/Dy x/Dq

Figure 3-12.Normalized out-of-plane z-vorticity contours a¢ ttentral planey(/D, = 0) at
different time points for each silicone modeTat 211 ms, AT/DT > 1, andRe = 1700. a-e)

Semi-oblate, f-J) Hemisphere, and k-0) Semi-profatelels. Based on circulation values, five
different time points are shown for each modelaAf, and k, the vortex ring reaches half of the
peak circulationI{/T;, ~0.5). At b, g, and |, the vortex ring pinches off frahe trailing jet. At d,

i, and n, the vortex ring circulation starts to @gcTime points in ¢, h, and m occur in between
pinch-off and onset of circulation decay, wheredieulation has reached a constant peak. The

vortex ring breaks down at e, j, and 0. Dashedsatid lines represent negative and positive

vorticity, respectively. The minimum contour levell0% of|wy,q,| = 7.25, and the maximum
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level is 94% ofwn,..|- Seven levels are shown with equal 14% increnfentsoth negative and
positive vorticities.

The most significant effect of changing the pistetocity profile was associated with vortex

pinch-off time and vortex decay time. The peakwdation values were not affected by changing

AT/DT ratio.
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Figure 3-13.Vortex ring circulation and non-dimensional pasitiof CW and CCW vortex cores

for T = 211 ms andRe = 1700 at centered PIV plang(D, = 0). A) Normalized circulation
versus non-dimensional time. Filled, gray-colorad hollow markers correspondAd@’ /DT ~1,
AT/DT < 1, andAT/DT > 1, respectively. B) X-position of CW vortex core (ro
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dimensionalized by model major axial length). The difference between non-dimensional x-
position of CW and CCW vortex cores is shown.

3.3.4.Effects of filling time on vortex ring properties

The normalized out-of-plane vorticity contours walifferent levels for the case with=

110 ms, AT/DT ~1, andRe = 1700 at centered PIV plang (D, = 0) is shown inFigure 3-14

0 2 4 2 4 2 4 2 4 2 4
x/Dq x/Dy x/Dq x/Dq x/Dy

Figure 3-14.Normalized out-of-plane z-vorticity contours a¢ ttentral planey(/D, = 0) at
different time points for each silicone modeTat 110 ms, AT/DT ~1, andRe = 1700. a-e)
Semi-oblate, f-j) Hemisphere, and k-0) Semi-protatalels. Based on circulation values, five

different time points are shown for each modelaAt and k, the vortex ring reaches peak
circulation (onset of pinch-off). At d, i, and hetvortex ring circulation starts to decay. Time
points in b, g, I, ¢, h, and m occur in betweercpioff and onset of circulation decay, where the
circulation has reached a constant peak. The vorigXreaks down at e, j, and o. Dashed and
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solid lines represent negative and positive vdytjicespectively. The minimum contour level is

10% of|wmqx| = 6.69, and the maximum level is 94%|af;,,.|. Seven levels are shown with
equal 14% increments for both negative and positirécities.

The only condition difference iRigure 3-14compare td-igure 3-7 was the filling time in which
we shortened the filling time to T = 110 ms. Sittoe vortex pinched off very early, we
associated the first column as the pinch-off tiared the second and third columns were divided
equally between the pinch-off time (first colummdadecay time (fourth column). And the last

column was associated with the onset of the vattexbreakdown.

Unlike vortex cores ifrigure 3-7, we did not see a noticeable trailing jeFigure 3-14, and all
different levels of vorticies were concentratedhie vortex cores since the filling time was
shorter in this case and the primary vortex riageted by its own, which is in agreement with
previous studies (7, 29, 31). As a result, theesodannot carry more particles with itself
compare to the case with longer filling time. Theak vorticity magnitude was lower, and vortex

ring pinched off earlier compared to longer fillitigme (T = 211 ms).

The vortex ring circulation strengths for all thidiferent shapes with filling time dte = 1700,
and piston velocity profile AAT/DT ~1 at the centered PIV plane were plotted for twedint
filling times of T = 110 ms (hollow markers), andI' = 211 ms (filled markers). For changing
the filling time and keeping Reynolds number themsawe have to change the stroke length to
diameter ration in a cylinder-piston arrangemeheréfore, decreasing thgD, (filling time)
resulted in a decrease in the pinch-off time asaresee ifrigure 3-6. We quantified the vortex
ring diameter from tracking vortex cores and weaeatDyg /Dy ~1.36,and 1.52 for the cases
with Re = 1700 andAT/DT ~1 underT = 110 ms andT = 211 ms, respectively. By looking at
circulation decay portions, we note that the rdtdezay was higher in shorter filling time

compare to longer filling time (decay rates weramified inFigure 3-21).
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Figure 3-15.Vortex ring circulation and non-dimensional pasitiof CW and CCW vortex cores
for AT/DT ~1 andRe = 1700 at centered PIV plang (D, = 0). A) Normalized circulation
versus non-dimensional time. Filled and gray-calarerkers correspond = 211 ms and
T = 110 ms, respectively. B) X-position of CW vortex core Mdimensionalized by model

major axial lengtha,). The difference between the non-dimensional »tprsof CW and CCW

vortex cores are shown.
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3.3.5.Effects of Re on vortex ring properties

The normalized out-of-plane vorticity contouss’;,, with different levels for the case with=

211 ms, AT/DT ~1, andRe = 2600 at centered PIV plang (D, = 0) is shown irFigure 3-16

(I T I T | I N I T | T S I T T | I N I T T | I N I T |

0 2 4 2 4 2 4 2 4 2 4
x/D, x/Dg x/D, x/ID, x/Dg

Figure 3-16.Normalized out-of-plane z-vorticity contours a¢ ttentral planey(/D, = 0) at
different time points for each silicone modeTat 211 ms, AT/DT ~1, andRe = 2600. a-e)
Semi-oblate, f-j) Hemisphere, and k-0) Semi-protatalels. Based on circulation values, five

different time points are shown for each modelaAf, and k, the vortex ring reaches half of the
peak circulationI{/T, ~0.5). At b, g, and |, the vortex ring pinches off frahe trailing jet. At d,
i, and n, the vortex ring circulation starts to agcTime points in ¢, h, and m occur in between
pinch-off and onset of circulation decay, wheredieulation has reached a constant peak. The
vortex ring breaks down at e, j, and o. Dashedsatid lines represent negative and positive

vorticity, respectively. The minimum contour levell0% of|wy,q.| = 7.64, and the maximum
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level is 94% ofwn,..|- Seven levels are shown with equal 14% increnfentsoth negative and
positive vorticities.

The only condition difference iRigure 3-16compare td-igure 3-7 was the averaged inflow,
which was higher and led to having higher Reynaldaisibers. Similar time points &sgure 3-7

was chosen for this figure.

The pattern of vorticities in time was similar teetones irFigure 3-7. However, few differences
were recognized. First, the trailing jet was mdomgated and dragged along with the primary
vortex ring because of having more inflow. Therefdhe vortex ring had a few following rings
with lower strength, which is more visible in tleufth and fifth columns. Second, vortex rings
were biggeDygr/Dy ~1.65 and consequently decayed faster since it had mtaeaction with
walls. As opposed tBigure 3-7, the secondary vortex at the walls was formedergdecond
column at the time of pinch-off), which means thhegess of decaying started earlier. Third, the

pinch-of time had a higher val& = 4.1 since the stroke length to diameter ratio waséndh).

The vortex ring circulation strengths for all thidiferent shapes with filling time &f =

211 ms, and piston velocity profile AT/DT ~1 at the centered PIV plane were plotted for three
different Reynolds numbers Bt = 1400 (gray-colored markersRe = 1700 (filled markers),
andRe = 1700 (hollow markers). One of the ways to increaserReylinder-piston

arrangements is increasing the stroke length agtiized in this study. Therefore, increasing the
L/D, (increasing Re) resulted in increasing the pinithime as we can see Figure 3-17. We
quantified the vortex ring diameter from trackirytex cores and we noticed

Dyr/Dg ~1.41,1.52, and 1.65 for the cases witli = 211 ms, AT/DT ~1 under ofRe =

1400, 1700, and 2600, respectively. Also, Auerbach estimated vortexg dimmeter as a function
of L/D, (for arange ol < L/D, < 3.3) as Dyr/D, = 1.18(L/D,)*/5 (3), which was in good
agreement with our results. Therefore, the higlawes of vortex ring diameter resulted in earlier

circulation decay as shown Figure 3-17.
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Figure 3-17.Vortex ring circulation and non-dimensional pasitiof CW and CCW vortex cores
for AT/DT ~1 andT = 211 ms at centered PIV plang (D, = 0). A) Normalized circulation
versus non-dimensional time. Gray-colored, filledd hollow markers correspondRe =
1400, Re = 1700, andRe = 2600, respectively. B) X-position of CW vortex core (ro
dimensionalized by model major axial length). The difference between the non-dimensional

x-position of CW and CCW vortex cores is shown.
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3.3.6.Peak circulation and pinch-off time

The dimensional values for peak circulation veiRasat different filling times are shown in
Figure 3-18A(T = 110 ms) andigure 3-18B(T = 211 ms). Increasing Re resulted in increasing
peak circulation; however, the piston velocity geéffected the trend. At the same Re, the
circulation value for a vortex ring correspondegbigton velocity profile with smaller

deceleration portion (AT/DT>1) became larger rathan those with bigger deceleration portion
(AT/DT<1). This difference is more noticeableHigure 3-18Bat Re = 2600. By having a
gradual acceleration and sudden deceleration tdrpiglocity profile (AT/DT>1), the vortex

ring attained more momentum, and correspondingjiidr peak circulation compare to

AT/DT<1 piston velocity profile.
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Figure 3-18.Peak circulation vers&e for different AT/DT for the semi-prolate model
(ay/be = 1.25) at different filling times. Al = 110 ms and B)T = 211 ms.

Non-dimensional peak circulatioRdr = I,/v, wherev is kinematic viscosity of water at room
temperature) versus modified Reynolds number uthgeassumption of slug floR¢; =
P%) was plotted and is shown ligure 3-19 The data from this study were compared with

published data from Glezer’s study (solid lind-igure 3-19 (4).
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Figure 3-19 Non-dimensional peak circulatiof,{v) versus modified Re, based on peak

circulation in slug flow Re; = PU;‘SL) for different physical models; A) semi-prolate, B

hemisphere, and C) semi-prolate. The solid line exdisacted from the best-fit trend line of
Glezer’s study (1988). Filled and hollow markersrespond to T = 110 ms, and T = 211 ms,
respectively.

The trend line fit by Glezer was plotted for daiévRe; < 10000. The data points corresponded
to T =110 ms (Re = 1400, 1700, and 2600) andals®11 ms (Re = 1400 and 1700) nearly
followed Glezer’s trend line; however, the highatues ofly /v corresponded T = 211 ms with
Re = 2600 (the rightmost three data points) dedifitam the reported linear fit. We also noticed
that thel, /v values versuBe; was not affected noticeably by changing the tygfenfinement

as we can see kigure 3-19

By analyzing non-dimensional circulation versugration time, we assessed the vortex ring
pinch-off time and plotted versus theoretical fotimranumber (L/3), shown inFigure 3-20Q It

has been reported that pinch-off time grows withréasind./D, until L/D, ~4, and after that,

the vortex ring cannot gain more circulation, amel test of the vorticities will detach from the
ring into the trailing jet (5, 7, 10, 20, 29). g study the maximum observed formation number
(pinch-off time) was'™* = 4.1, as shown ifrigure 3-20 which was in agreement with previous

studies.

69



— 6 —

- Increasing Re L En (AT L

5 B ) 5 B theorotical — AT + DT D,
Z - _ L = B N
L | FNtheorotical = — I |
N— D
- 4 - D -~ 4 b=
5 =
s L 3 B
E [ A e [
z3 - 2 3
c [ c N
S [ S B OAT/DT<1
T o |- g [
e2 [ o g2F AAT/DT-1
e F s [ DAT/DT>1
i L, L I

o b b b b a bl ol b b b b a bl

0 1 2 3 4 5 6 0 1 2 3 4 5 6

L AT L
Do AT + DT/ D,

Figure 3-20.Comparison of the calculated formation number {dionensional pinch-off time)
with theoretical values estimated followiRy = L/D, Gharib et al. (1997). A) Formation
number versus theoretical formation number. B) Sdata with the presence of the correction

factor of(ATiTDT) in the abscissa. Filled and hollow markers cowasgpd tdl' = 110 ms, and

T = 211 ms, respectively.
Based on our analysis in this study, the pinchiofé was affected by the piston velocity profile
as data points corresponded to AT/DT>1 case shtwgber agreement with theoretical
formation number as opposed to data points corregabto AT/DT<1 piston velocity profile.

We introduced a modified formation number basetherpercentage of acceleration time in the

piston velocity profile a€ ATiTDT) Di. Therefore, in theory for the piston velocity ples with a
0

AT

sharp deceleratiod\T > DT), we will have(AT+DT

) ~1 in which the theoretical formation
number (7)I.,/D,) will be valid.Figure 3-20bshows the same data frafigure 3-20awith
introducing a correction factor, which describec(?é\:)—T), and multiplied in the abscissa. As

we can see, all data points were fallen on thegfive-degree solid line.
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3.3.7.Circulation decay

The decay process of a vortex ring occurs at tisetoof vortex ring circulation decay until the

vortex ring breaks down.
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Figure 3-21.Circulation decay rate as a function of Re. Theaglgate was obtained from linear
regression of plots dh(I'/T,) versusT* so that"/I; = e™™T", where n is the best-fit linear

slope.% (I'/I}) is the time rate of decay of normalized circulatémd this is proportional to n.
For the entire test condition®934 < R? < 0.997 and1.14 X 107 '® < p — value < 2.32 X
10~7. a and b) CCW and CW circulation decay rat€ at 110 ms. ¢ and d) CCW and CW

circulation decay rate a&t= 211 ms. AT/DT<1: dotted line; AT/DT~1: dashed line; and
AT/DT>1: dash-dotted line.

We plotted the decay portion for all different teshditions and we noticed the decay rate of

normalized circulation /T, may relate the formation tim&; exponentially a§r— = e nT"
0
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Therefore, we fitted the best-fit linear slopehe semi-log form of the equation to find the n

r

- ) = —ne "T", Figure 3-21displays the rate of decay for all test conditions
0

d
value as—(
dT*

The P-values were very low (P-value << 0.05), RAd> 0.93 for all test conditions in this study,
which means we can reject the null hypothesis amthad an acceptable correlation in our curve

fitting.

The values of decay rates show a significant déffee between shapes for the case with T = 110
ms (a and b) rather than T =211 ms (c and d) Isectne vortex ring was isolated from the
trailing jet for shorter filling time (T = 110 msand we can conclude the effects of axial
confinement better. On the other hand, a longiémditime (T = 211 ms) helps the vortex ring to

decay slower by feeding more momentum to the lgpgimary vortex ring.

Now, here is the question that why the circulatiecays faster in the more axial-confined
domain. We investigated this question by lookinthatgenerated vorticities near the wall and
also the pressure field at three different axiaifceement. The vortex very close to the wall, but
before decay (T= 0.5 before the onset of decay) is plotted focafifinements ifrigure 3-22

As we can see iRigure 3-22A-C, the formed secondary vorticies near the wallstm@nger in

the more confined domain.
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Figure 3-22 Vorticity and pressure fields for different cardment a' = 211 ms, AT/DT ~1,

andRe = 1700 at the formation time equal to the onset of dee@y5. From A, B, C,and D, E, F
corresponds to semi-oblate, hemisphere, and setatprespectively.

The secondary vorticity near the wall has an ogpasgn of the primary vortex cores and as a
result, by getting the vortex ring closer to thdlwtae circulation of the vortex ring will absorb.
Therefore, the higher values of vorticity on thdlsvbed to faster vortex ring decay. The
tangential pressure gradient sources the formafisecondary vorticies on the wall. On the other
hand, the relative volume change in the semi-oli¢atégher than the semi-prolate. As a result,
the pressure gradient might be higher in the mondimed domain, which led to stronger
secondary vorticities and finally, a higher rateo€ulation decay. Another possibility is the
more negative pressure in the vortex cores ateimé-eblate model compared to the semi-prolate,

as we can see Figure 3-22D-F As a result, higher vortex core pressure ledhmber strain of

the vortex lines, which forms the vortex ring, asda result, a higher rate of decay.
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3.3.8.Vortex circulation and circulation decay for activefilling

The normalized vortex ring circulation in semi-@i@ silicon model for all three different AT/DT

ratios (AT/DT<1, AT/DT~1, and AT/DT>1) were plottegrsus non-dimensional timescale

(formation time),T* = %, at specific Reynolds numbdfigure 3-23. Positive and negative
0

values of circulation in both figures is correspeddo CCW and CW vortex cores, respectively.

@ AT/DT <1
A ATIDT ~1
B AT/DT>1 CCW vortex core

Figure 3-23 Normalized circulation versus non-dimensiona&tif = % for different

0
AT/DT, and specific Reynolds number. A) Re = 800, BFR&S50, C) Re = 2400, and D) Re =
3350.

The trend of normalized circulation shows a diffexe between the lowest Re (Re = 800) and the
rest of the Reynolds numbers. For the cases with &0 Figure 3-23A), the normalized
circulation gains the maximum value at the onsegtilnéh-off, and after that, it decays slowly,

and it did not remain constant until the time ofale A possible reason is the vortex ring is

weaker in lower Re, and as a result the vortexlosgs its energy and, consequently, circulation
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strength by traveling in a viscose media. Also,dbeay rate for the lowest Re case was very
gradual compared to the rest of Reynolds numbesscggyure 3-24). As a general trend, the

pinch-off time was increased by increasing AT/D@ afso Reynolds number.

The circulation decays were quantified for all cag&T/DTs and Re) for both CW and CCW

vortex cores and are shownRigure 3-24

A B

1.0 - i i i -: 10F i | g

F u é F o i :

08F | g é : o8f ® :

n | A | | n L [ ] | |

B 1 1 1 - 1 1 1

o6F i :. @AT/DT<1 i 06F | % i i

. ! AATDT~1 | ! [ : : :

1 1 1 1

04F & ! mATDT>1 | ! 04 n ! ! !

- A : : : | | |

0.2L ‘ ! ! ; 02l é : : :
800 1350 2400 3350 800 1350 2400 3350

Re Re

Figure 3-24 Circulation decay rate as a function of Re fdfedent AT/DT ratios. The decay rate
was obtained from linear regression of ploténgf"/I;) versusT* so that" /Iy = e T, where n

is the best-fit linear slopg% (I'/I;) is the time rate of decay of normalized circulatémd this

is proportional to n. For the entire test condigigdh956 < R? < 0.996 and5.41 x 107 1% < p —
value < 7.21 x 107°. A, B) CCW and CW circulation decay rates, respebt.

Similar to the study on passive-filling, a simiteend for the decay rate was noticed in active-
filling. Increasing the AT/DT ratio and also Reydsinumber resulted in a higher rate of decay.
Also the trend of circulation was not differentdween active-filling and passive-filling. As we
know, the primary source of running flow into thikcen model was different between active-
filling and passive-filling. Therefore, we needitvestigate the flow structure more in-depth by
calculating and plotting pressure contours for ddloig type (active or passive) at different time

steps.
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3.3.9.Pressure field for active and passive filling

The active and passive filling were compared betwie® similar conditions (at Re =
2500£100), as it is shown Figure 3-25 The centerline velocity and pressure were plottest

time of vortex ring traveling.
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Figure 3-25 The centerline velocity and Pressure values geime for active and passive
filling. A and C) velocity and pressure values atterline for an active-filling condition
corresponds to the case with Re = 2400, and AT/DB~dnd D) velocity and pressure values at
centerline for a passive-filling condition corresgs to the case with Re = 2600, and AT/DT~1,
FT =211, and semi-prolate shape.

As we can see iRigure 3-25 the pattern of velocity and pressure at centerlas very similar
between active and passive fillings; however, thiees are different because of a slight
difference in filling time and Reynolds number beém the two conditions. We were suspicious
about any difference in pressure near the wall bebithe active and passive filling in the

beginning (at t < 50 ms); but, the pressure vatuebalso the pattern near the wall (at x ~ 45 mm)

was not showing a significant difference betweenttto types of filling.
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3.4. Conclusion

This study investigated the properties of the vorbeg within semi-spheroidal confinements.
The effects of axial confinement and also flow @attand Reynolds number on formation and
decay of the produced vortex ring were examindtiswwork. We found that the formation
number (pinch-off time) of a vortex ring within arsi-spheroidal domain was nearly unaffected
by changing axial confinement. However, by incregshe axial confinement we found: 1) the
peak circulation was decreased by up to 10%. Shreeeame amount of fluid was injected into
three different confinement, the pressure insigentiost axial-confined domain (semi-prolate)
was higher compared to the semi-prolate and hemisplAs a result, the vortex ring was formed
under a higher pressure field, and it gained legsslation strength. 2) The vortex ring reached
the end of axial confinement earlier. Therefore,tbrtex ring began to decayed more prior in
semi-oblate compared to semi-prolate and hemispBg&ince the pressure field is higher in the
semi-oblate model, the vortex core had more neggtigssure. 4) The vortex ring decay rate was
increased. As the vortex ring gets closer to thikswsecondary vorticies are formed in the wall
with opposite signs to absorb the strength of tiagry vortex ring. The source of the secondary
vorticies formation is the tangential pressure gmaidon the walls. For the same amount of
inflow, the relative change in volume and also poes magnitude in the more axial-confined
domain was higher. Therefore, we can concludedimadd vorticies in the wall were stronger in
the semi-oblate case. Another possibility is thghbr pressure in the vortex core could lead to a

higher strain of the vortex lines. As a result, ¥bhetex ring can break-down faster.

We examined the effects of flow deceleration ratiosortex ring properties by changing the flow
pattern from slow deceleration (AT/DT < 1) to shdgezeleration (AT/DT > 1). The vortex ring

was pinched off earlier in AT/DT < 1. As a reswoltir experimental data on pinch-off time

deviated from the theoretical formation numbﬁ]éf).(Therefore we introduced a modified
0
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formation number based on acceleration rati<)—q;AsT—)L and it was correlated with our
AT+DT/ D,
experimental data. This modified formation timelJdg similar to Gharib’s et al. for the sharp
: . AT . : :
deceleration flow pattern singe—- ~ 1if AT >> DT. The peak circulation and the rafe

decay were higher for AT/DT > 1 compared to AT/DT.dncreasing the filling time and also
Reynolds number led to increasing the pinch-ofetsince both of them were tied to increasing
L/D. Increasing in Reynolds number led to incregdhre rate of decay; however, the rate of

decay was nearly unaffected across all confinenaritggge filling time.

This study is the first to examine the vortex rprgperties systematically within the semi-
spheroidal domain under different flow patternse phevious work on vortex ring interaction
within a confined domain was in radial confinemt). This work looked at 2D cross-section
of the vortex ring at three parallel planes. Howetefurther understanding the vortex ring

behavior it is better to conduct a 3D PIV to bettederstanding the vortex ring properties.
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CHAPTER IV

4. DIASTOLIC VORTEX ALTERATION WITH REDUCING LEFT VENRICULAR

VOLUME: AN IN VITRO STUDY

Abstract: Despite the large number of studies of intravealzicfilling dynamics for potential
clinical applications, little is known as to howetHiastolic vortex ring properties are altered with
reduction in internal volume of the cardiac lefhtricle (LV). The latter is of particular relevance
in LV diastolic dysfunction (LVDD), where patholagil remodeling can lead to diminished LV
internal volume (concentric LV hypertrophy). Conggalhdiseases such as hypertrophic
cardiomyopathy (HCM) can also decrease LV intemsédme. We hypothesized that peak
circulation and the rate of decay of circulatiortled diastolic vortex would be altered with
reducing end diastolic volume (EDV) due to incragsionfinement. We tested this hypothesis
on physical models of normal LV and HCM geometrigg]er identical prescribed inflow
profiles and for multiple EDVs, using time-resolvealticle image velocimetry measurements on
a left heart simulator. Formation and pinch-oftled vortex ring were nearly unaffected with
changes to geometry and EDV. Pinch-off occurred bafbre the end of early filling in all test
conditions. Peak circulation of the vortex corerrtba LV septal wall increased with lowering
EDV in both models. The rate of decay of normalizgedulation @) in dimensionless formation

time (T*) increased with decreasing EDVwas found to scale nearly identically across 8IVE
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in the normal LV model, when using a modified vensof T* that included average LV cross-
sectional area and EDV. Collectively, our resutisvs that LV shape and internal volume play a

critical role in diastolic vortex ring dynamics.

Keywords: left heart simulator, intraventricular flow, diaktovortex, end diastolic volume,

hypertrophic cardiomyopathy

4.1. Introduction

A large number of studies have examined the flyiglaghics of filling (diastole) in the human
cardiac left ventricle (LV) (1-17). Vortex ring foation is observed as blood enters the LV from
the left atrium via the mitral valve. Diastolicliiilg vortex properties have been observed to
change between normal cardiac function and impairedping (LV systolic dysfunction) (2,4,9),
as well as in impaired filling or LV diastolic dysfction (LVDD) (5,7,18-20). Pathological
remodeling of the LV can occur in LVDD on accouhpeessure overload. The LV wall
subsequently thickens with simultaneous reductidcM internal volume, leading to concentric
LV hypertrophy (LVH) (21). In addition to factorsich as hypertension and coronary artery
disease, congenital diseases such as hypertragftiomyopathy (HCM) can also result in
LVDD with reduction in LV internal volume (22). Rect evidence shows that healthy hearts
show strong coupling between the volumes of thiadilvortex ring and the LV (15), suggesting
an elevated importance of LV shape. However, a am@stic understanding of how diastolic
vortex properties are altered with reduction ieintl volume of the LV (as in concentric LVH)
remains unavailable. As multiple pathological cdiodis resulting in LVDD are typically
accompanied by reduced internal volume of the lWw¢hsa fundamental understanding can help
in determining whether changes in diastolic vopieperties can be potentially useful in

monitoring progression of LVDD.
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The vortex formation time (VFT) is the most commpoelaluated index (23-25) based on the
diastolic vortex. VFT signifies the dimensionlessd instant when a vortex ring stops growing,
reaching both maximum volume and strength (cireutdt and pinches-off from the inflow jet.
VFT was originally formulated by considering th@pagation of a vortex ring in an unconfined
(semi-infinite) surrounding domain (26). The entiltgation of early filling (E-wave) portion of
diastole is typically used in cardiac VFT calcuati(2). However, a recent study employing
clinical data (27) showed that vortex ring pinch-@fcurs wellbeforethe completion of E-wave,
guestioning the appropriateness of VFT definitibimis study (27) also observed that VFT, when
re-calculated by only accounting for pinch-off tised not the entire E-wave, wast affected

by diastolic impairment. The main reason for th&etepancy was noted to be the assumption of
an unconfined domain in VFT formulation (27,28) LMDD, reduction in LV internal volume
(due to LVH and/or impaired LV relaxation) wouldlier increase the confinement imposed by
the LV cavity on the filling vortex. A previous sty (29) showed that confined vortex rings
experience an increased rate of decay of circulatioen compared to vortex rings that propagate
in an unconfined domain. Collectively, these firglirsuggest that confinement from the LV
cavity needs to be considered when examining diliortex dynamics in LVDD. Excluding
dilated cardiomyopathy where systolic dysfunctiathweccentridVH are observed (increased
LV internal volume) (9), no study has systematicakamined how decreasing LV internal

volume impacts circulation of the diastolic vortex.

The purpose of this study was to comparativelyreéra how diastolic vortex properties are
altered with reduction in LV internal volume. Wegoghesized that increasing confinement
imposed on the diastolic vortex ring, by decreasivdgnternal volume, would alter peak
circulation and increase the rate of circulationayefollowing pinch-off. We used an in vitro
approach and examined diastolic vortex dynamickiw flexible-walled anatomical LV

physical model (denoted hereaftemasmal L\) that was incorporated into a left heart simulator
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with a pulsatile flow circuit. As a representataxample of asymmetric LV wall thickening, we
also examined filling vortex dynamics within a HGiMysical model fitted into our left heart
simulator. End diastolic volume (EDV) was changedatively between tests by adjusting the
initial volume of each model, which in turn alterbe time-variation of LV volume during the
cardiac cycle. All flow circuit variables, includirmost importantly the inflow rate profile, were
maintained constant while varying the physical mgd@emetry and EDV. Our results showed
that vortex ring formation and pinch-off processevanaffected by changes in the EDV and
physical model geometry. In the normal LV mod#igulation of the vortex core closer to the LV
outflow tract (LVOT) increased with reducing EDVedk circulation of the filling vortex core
proximal to LVOT was lower in the HCM model. Finglthe rate of decay of circulation
decreased with increasing EDV in both geometribes€ findings highlight the need to consider
LV internal volume when evaluating diastolic vorggroperties in LVDD with LV wall

thickening.

4.2. Experimental Methods

4.2.1.Physical modeling

Two different physical model geometries were coasd in this study: 1) anatomical normal LV
model that has been used in previous studiiggi(e 4-1A) (30-32); and 2) obstructive HCM

geometry Figure 4-1B).
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Figure 4-1.Physical models and left heart simulator used in this stldyible-walled, optically
clear physical models of: (A) normal LV and (B) HCM geonestrivere individually tested in a
pulsatile flow circuit at different EDVs specified Trable 4-1 LVSI of each model geometry was
calculated using equatidfrror! Reference source not foundEq. 4-1 based on dimensions
illustrated in (C). Schematic diagrams of: (D) left heart &taon and flow circuit; and (E)
experimental setup for quantitative flow visualization ugBgTR-PIV. TR-PIV data were acquired
at the following two parallel x-y planes: z=0 mm (central axismodel) and z=10 mm. LVSI=left
ventricle sphericity index; BMHV=bi-leaflet mechanical heart valve.

The HCM geometry was based on previously publistad obtained from HCM patients with
septal wall thickening (33,34). For geometric clatggzation of model shape, LV sphericity

index (LVSI) was calculated using the relation:

a+ b) Je Eq. 4-1
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wherea, b andc are the model dimensions along axes running feaptal wall to lateral wall,
anterior to inferior wall, and apex to base of k¥spectively Error! Reference source not

found.C). LVSI of normal LV and HCM models were 0.42 &nd8, respectivelyTable 4-1).

Table 4-1.Mechanical and geometric characteristics of physimalels and test conditions
examined in this study. Passive wall stiffness phgsical model was measured experimentally
as follows: each model was filled with a known vakiof water and the static pressure inside the
model was measured using an absolute pressurelti@ers Linear regression of pressure-volume
data was performed, and wall stiffness was caledl&iom the slope of the line of best-fit

(R%=0.99 in both models). The acrylic chamber surrinmthe model was filled with water and
open to atmosphere during stiffness measureme¥tsphericity index (LVSI) was calculated
using equation Error! Reference source not foupased on the dimensions illustrated in
Figure 4-1 Both normal LV and HCM models had the same wuadlkness (1.59 mm) and were
case from the same type of silicone (shore hardd€#g. Finally, physiologically relevant range
of EDVs are indicated for each test condition.

Physical model Test conditions EDV range [ml]
Normal LV (LVSI = 0.42) Normal LV LowEpv 100-120
Stiffness = 2.2 mm Hg/ml

Normal LV normal Ebv 120-130

Normal LV High v 160-180

HCM (LVSI = 0.28) HCM Low EpV (35) 105-130
Stiffness = 2.9 mm Hg/ml

HCM nNormal EDV (35) 130-155

Cast urethane process was used to fabricate mbtte normal LV and HCM geometries.
Elastomeric silicone was injected in the moldsradpice flexible-walled castings. Silicone was
selected for obtaining optical clarity in the cagt, necessary for flow visualization. Wall
thickness (1.59 mm) and silicone shore hardness)@ere maintained approximately the same
between the normal LV and HCM physical models. @M model had to be anchored at its
apex using a strip of additional materigigure 4-1B), as otherwise the HCM model moved

upward-downward unlike the normal LV model (due@symmetric stiffness from the
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hypertrophied portion). Anchoring of the HCM modesulted in identical wall motion as the

normal LV model that was unanchored at its apex.

Though the shore hardness of the silicone usedsting the normal LV and HCM models was
identical (40A), the finished physical models werpected to be non-identical in stiffness. The
passive stiffness of each physical model was detedhfrom experimental pressure and volume
recordings. Each model was fitted inside an actydic that was filled with water and open to the
atmosphere. The model was internally filled witkn@wn volume of water. An absolute pressure
transducer (Utah Medical Products Inc., Midvale, UBA) was used to measure pressure inside
the model. LV pressure was recorded for successilane increments of 10 ml. Linear
regression of the pressure-volume data was pertband passive wall stiffness was obtained as
the slope of the line of best-fit. The HCM modelswWaund to be marginally stiffer than the

normal LV model Table 4-1), likely on account of the obstructive portion lwihicker wall.

4.2.2.Left heart simulator

A left heart simulator with a recirculating flowdp was used to prescribe physiologically
relevant inflow within each physical modéligure 4-1D). Each physical model was placed in a
clear acrylic chamber that was filled with 35% lmfume of glycerin solution in water. This
solution was used to mimic the kinematic viscositplood at 37 °C (3.5 cSt) and closely
matched the refractive index of acrylic. A prograaine piston pump (ViVitro Systems Inc.,
Victoria, Canada) was used to generate physicakemadll motion by imparting pressure
fluctuations in the fluid between interior of thergic chamber and the external wall of the
model. Deformation of the wall generated flow iatwd out of the physical model. Two bi-leaflet
mechanical heart valves (BMHV), with diameters Bfr8Bm (inflow) and 25 mm (outflow), were
used to ensure unidirectional flow through the nhoBgstemic compliance and resistance

elements were used in the flow loop to obtain phlggical mitral inflow profile and mean aortic
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pressure of approximately 100 mm Hg between dldesditions (3 EDVs for normal LV and 2
EDVs for HCM). The outflow BMHV was mounted at thertic annulus. The inflow BMHV was
placed upstream of the mitral annulus to not déffitially impact leaflet motion between test
conditions. Three pressure transducers (Utah MeBicalucts Inc., Midvale, UT) were used to
measure the pressures at multiple points in thwe libmp (chamber, aortic, and LV pressures).
Two ultrasonic flowmeters (Transonic Systems ltthaca, NY) were used to measure

instantaneous outflow and inflow rates.

4.2.3.Experimental protocols

The input voltage versus time waveform to the pigiomp, systemic resistance and compliance
were tuned with the normal LV model to obtain pbiagically relevant: EDV, inflow rate
variation in time, and mean aortic pressure. Th& Eas indirectly adjusted by changing the
initial volume of the physical model before turniting pump on. Hemodynamic measurements
(pressure and flow rates) and flow visualizatiomeneonducted for normal EDV. The initial
volume of the normal LV model was then varied ttaob2 different EDVs (1 lesser than and 1
greater than normal EDV), and identical set of héymamics and flow visualization
measurements were conducted. The same sequertep®ivas then repeated for the HCM
physical model. Systemic compliance and resistateraents were not differentially adjusted
across all the test conditions. Physiologicallgveht ranges of EDVs for each geometry is

provided inTable 4-1(EDV range for HCM models were obtained from alishied study (35)).

To facilitate comparison of the diastolic vortexass model geometry and EDV, we maintained
inflow profile to be nearly identical across akkteonditions Eigure 4-2). Variation of EDV,
achieved by changing initial volume of a physicald®l, did not alter time-varying inflow rate.

In addition to resistance and compliance levelsréservoir head, piston pump parameters
(voltage waveform, stroke amplitude, stroke freqy@nand difference between static pressures

of fluid within the chamber and within the modet{Rse— Prode) at rest were unchanged
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between all test conditions. To characterize tflewn the Reynolds number was defined using

the relation:
Re = 7_?in,max Eq 4-2
ZV DMV
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Figure 4-2.Flow rates and internal volumes of normal LV and\H@hysical models at different
EDVs. (A) Time-variation of mitral inflow ratek,,) in diastole. Peak flow rates during early
filling (E-wave) and late filling (A-wave) were 15+ 0.1 L.mint and 12.5 + 0.1 L.mi#
respectively. Time-variation of internal volumeezfch modell() calculated from equation
Error! Reference source not found.is shown in (B), while normalized internal volume
(V /Vimax) IS shown in (C). Shaded error bars are showedch part figure, to indicatel
standard deviation (S.D) of the quantity across@isecutive cardiac cycles.

wherev, Dy, andQi, max, denote kinematic viscosity of the fluid mediung(8St), diameter of
the mitral annulus (32 mm), and the peak mitrdbinfrate, respectively. Reynolds number of

approximately 3,000 was maintained across alldesditions.
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4.2.1.2D Time-resolved particle image velocimetry (TR-PIY

2D TR-PIV measurements were acquired for quantéatisualization of the intraventricular

flow across varying model geometry and EDRfgure 4-1E). A single-cavity high-speed Nd:

YLF laser capable of providing 30 mJ/pulse at 1 kefzetition rate (Photonics Industries
International, Inc., NY, USA), in combination witiheet optics, was used to generate a 3-4 mm
thick vertical laser sheet to illuminate two cregstions of each model along 2 planes located at
z=0 mm and z=10 mni{gure 4-1E). The sheet optics consisted of: a diverging ke
converging lens for beam focusing; a 90-degree-hédflectivity mirror to deflect/change

direction of the laser beam; and a plano-concaledrjcal lens (effective focal length=-10 mm)
to convert the beam into a laser sheet. Polymatieghacrylate (PMMA) fluorescent particles of
diameters ranging between 1-20 um were used a fpacticles and homogenously mixed
before the start of each experiment. These pastigbre doped with Rhodamine-B dye and
suspended in an aqueous solution, with absorptarelength of approximately 532 nm and
emission wavelength near 584 nm. A high-speed lapiggl CMOS camera (Phantom Miro

110, Vision Research Inc., Wayne, NJ, USA) waseqalguerpendicular to the laser sheet plane
and used to acquire raw images of particles ingideanodel. The camera was outfitted with a 60
mm constant focal length lens (Nikon Micro Nikkdlikon Corporation, Tokyo, Japan) set to a
maximum aperture of 2.8, and used to focus theithated particles. A 550 nm long-pass optical
filter was attached to the lens. The camera fraateewas maintained constant at 1000 frames per
second at full resolution (1024 pixels x 1024 myeWe used a slightly magnified field of view
(FOV) to resolve the flow field inside each moded,a result of which flow adjacent to the wall

(and wall movement) was not captured.

For acquisition, both the high-speed camera aret lasre simultaneously triggered at the
starting time of diastole (start of piston retran). 20 cardiac cycles of TR-PIV data were

recorded for the entire diastole duration. TR-P&fadacquisition was started after running the
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flow loop for 200 consecutive cardiac cycles tousadlow characteristics reached a periodic
steady state. For every test condition, TR-PIV meaments were acquired in 2 parallel long-axis
planes separated by 10 mRigure 4-1E). DaVis 8.3.0 software (LaVision GmbH, Géttingen,
Germany) was used for cross-correlation based psowug of raw TR-PIV images. Multi-pass
cross-correlation was used with initial interrogativindow size 64x64 pixels (2 passes) and a
smaller final interrogation window size of 32x3Xgls (2 passes), each with 50% overlap. For
postprocessing, velocity vectors with a peak rafiess than 1.2 were rejected and empty vectors
were replaced by interpolation. Phase-averagirgofelocity components was performed

across 20 cycles in DaVis software. Out-of-plandieity and circulation were calculated using

custom scripts written in MATLAB (The Mathworks,dn Natick, MA).
4.2.2.Definitions of calculated quantities

4.2.2.1. Hemodynamic characteristics

Time-variation of the internal volume of the moglé) throughout the cardiac cycle was
determined from the measured inflow rate (mit@gl) and outflow rate (aorti@,,:) using the

relation:

Ve = f (Qout(®) — Qin(®)) dt Eqg. 4-3
0

Stroke volume (SV), in units of ml/beat, was calculated aditfexrence of EDV and end systolic

volume (ESV), both obtained from the curve/gt) versust:

SV = EDV — ESV Eq. 4-4

Cardiac output (CO), in units of L/min, was cal¢athfromSV using the following equation:
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CO = (SV x 1073 ) HR Eq. 45

whereHR is the heart rate (beats/min).

4.2.2.2. Vortex formation time (VFT)

VFT is a non-dimensional time scale that has beed to characterize vortex rings formed
during intraventricular filling (17,23-25). For tipairpose of this study, VFT was calculated using

the relation:

Ug Tg Eq. 4-6

whereUg andT are the time-averaged inflow velocity during edilling (E-wave) and the E-
wave time duration, respectively. Using the coritinaquation for incompressible flow, we can
express time-varying inflow velocityg (t)) in terms of the measured time-varying inflow rate

during E-wave Qg (1)) as:

t
U () = 22 Eq. 4-7
Z “Mv

Time-averaging equatidgrror! Reference source not found4-7 across E-wave duratioty],

we obtain:

1 7 .
—_T Leedt 47y Eq. 4-8
E = =
(% DI\Z,[V) 7 Dty T

wherel is the time-averaged volume of fluid filled insithee model during E-wave. Substituting

equation 4-8 in equation 4-6, we obtain the follogvequation for VFT:
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Eg. 4-9

4.2.2.3. Vorticity

Vorticity (w) is a measure of the angular velocity of fluidat@n and is mathematically defined

as the curl of the velocity vector fieIEf)(. The out-of-plane component of vorticity in zeflition

(w,) was calculated using the following equation:

- O0v OJu Eq. 4-10
wZ—VXV—&—a—y

whereu andv are velocity vector components along the horidqideand vertical ) directions,

respectively, obtained from TR-PIV measurements.

4.2.2.4. Vortex identification and circulation

The intraventricular filling vortex ring is a thregmensional donut-shaped flow structure. In the
case of 2D flow visualization (as in this study)lyoa cross-section of the 3D flow structure can
be observed, appearing in the form of two cournttéating vortices. Each vortex core was
identified from the TR-PIV based velocity vectagléls using the swirling strength,() criterion
(36), used in previous 2D PIV studies (29,32). Hoesurfaces ol.; were normalized by 2.6%

of the maximum value for identification of vorteares, as recommended in previous studies
(29,32). Within the TR-PIV FOV, the counter-cloclkesi(CCW) vortex core was closer to the
LVOT and propagated near what would be considesatieaseptal wall of the LV. The
clockwise (CW) vortex core propagated near whatldibe considered as the lateral wall of the

LV.
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To quantify the strength of the intraventriculdlirfy vortex, circulationl (in units of cm.s?)
was calculated by integrating the out-of-plane #igity (w,) within the surface area enclosed by

the vortex A):

F=fwadA=Zdexdy Eq. 4-11
A A

Circulation provides a spatial estimate of thetiotel strength of a vortex. Previous studies of
intraventricular filling have examined this quaytitsing 2D PIV in physical models (3,32), and

using echocardiographic-PIV (5,17) and phase-cent@diac MRI data (7) in human subjects.

We calculated circulation within an initial rectamgr window measuring 3 mm x 2 mm (x-
distance x y-distance) that was drawn centeredna@rawortex core, where the latter was
identified usingl.; criterion. The window size was iteratively incredslong both axes and
circulation was calculated. This process continuetil the circulation from a window matched
that of the immediately previous/smaller windowisTiterative window sizing process was
automated within a custom MATLAB script. The ceidrof the final rectangular window used

in calculating vortex core circulation was calcathto examine time variation of vortex core
trajectory. We only tracked the diastolic vortepagation during the E-wave, as breakdown of
the vortex into smaller-scale flow structures ocediin diastasis. We did not track secondary

vortices formed during A-wave.

We examined how normalized circulation of vortexgrcores (relative to peak values) varied as
a function of a non-dimensiontrmation time(T*), originally defined by Gharib et al. (26) to
characterize vortex ring formation in an unconfigemain.T* is representative of the length to

diameter of the ejected jet (aspect ratio), andeaésulated from the relation:
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Ut Eq. 4-12
DMV

wheret is time in diastole, andl is time-average of inflow velocity calculated ugithe

equation:

_ 4 T Eq. 4-13
U=———— () dt
ﬂDMvafo Qin(®

whereT denotes diastolic duration.
4.3. Results

4.3.1.Hemodynamics

Hemodynamic characteristics remained relativelyhanged when changing models and EDVs
(Table 4-2. SV, CO and mean aortic pressure obtained in tsstlrondition were within normal
physiological range at a constant heart rate diedis/minute. The relative standard deviation
(ratio of standard deviation/mean) of hemodynarhi&racteristics of different cases was < 1.3%.
VFT was calculated using equatid.Error! Reference source not found.and was found to be
4.4+0.9 across all test conditions, which is witthie range for normal cardiac function (2). The
low level of variation in hemodynamic charactedstivas expected, as the piston pump operating
characteristics (input voltage versus time wavef@imoke amplitude and frequency) were not

changed when testing different physical modelsEDY's.
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Table 4-2 Hemodynamic characteristics obtained from expenital measurements of normal
LV and HCM models under different EDVs. The folloygiwere maintained constant across all
tests: 1) heart ratélR)=70 beats/min; 2) diastole duration=66% of thelizar cycle; 3)
deceleration time (DT)=140 ms; and 4) diastasisitilom=65 ms. SV = stroke volume; AP =
aortic pressurelin max= Peak (mitral) inflow rateQ,,« max= Peak (aortic) outflow rate; VFT =
vortex formation time. SV and VFT were calculatsihg equatio-4 and equatiod-9,
respectively. AP values denote minimum value irstdile/maximum value in systole. CO
calculated from equatiof-5 was roughly 5.1 L/min across all test conditiadean and standard
deviations of SV, APQi, max aNdQout max Were obtained from measurements across 25
consecutive cardiac cycles. VFT was calculatedgusgquatiord-9.

MOSS:\;:iir:ESt [mIIE/IkD)(\e/at] [mI/St:/eat] AP [mm Ho] ?m:]( Qoutmax [L/min] |- VFT
NormalLV toweov | 110 | 73:05 | 79/121:0.7 | 16.8+0.1 24.7+0.3 4.49
Normal LV nomareov | 129 | 73+0.4 | 79/121:05 | 16.3+0.1 23.9+0.2 4.45
Normal LV rigneoy | 178 | 7305 | 79/121+0.6 | 16.8:0.1 24.140.2 4.32
HCM Low Epv 107 | 7304 | 79/121:07 | 16.7:0.1 24.0+0.2 4.38
HCM normal 0v 126 | 7304 | 79/121:07 | 16.30.1 24.0+0.2 431

The time-varying inflow (mitral flow) rate profilfollowed the physiologically observed bi-
phasic patternHigure 4-2A), with 2 distinct peaks during early filling (E-we) and late filling
(A-wave) separated by an intermediate period ofiltflew (diastasis). Deceleration time (DT)
duration measured from the peak of E-wave to erfwhve, and the ratio of peak flow rates in
E-wave to A-wave (E/A), were both in the range &teé for normal diastolic function (37).
Internal volume of each modetifure 4-2B), calculated from equatiof+4, showed the same
trend in time variation for both physical modelaBtEDVs. Normalized internal volume
profiles, calculated relative to peak volume oftetast condition, collapse on each other with
minor deviation [Figure 4-2C). For a particular model geometry, changing EDSUled in an

increase or decrease in internal volume througtimutycle by a fixed offset volume.
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4.3.2.Intraventricular flow field

Vortex ring formation is observed in the centrd¥ Plane within the normal LV modeE¢ror!
Reference source not found-Error! Reference source not foundC), in the form of a
counter-rotating vortex pair (with oppositely signeorticity), during peak E-wave in diastole
(Error! Reference source not foundA). Vortex ring pinch-off from the inflow jet occsitbefore
the mid-deceleration of E-wave, and both CW and Ce&Wés are enlarged in siZer{or!
Reference source not foundd). Counter-signed wall vorticity regions are obhser adjacent to
each vortex core, near the base of the normal Ldahd he vortex cores start to converge with
increasing filling time, leading to their interamti followed by break down into secondary flow
structures by end of diastasisrfor! Reference source not foundC). Overall, the observed

filling vortex propagation in the normal LV modelrapares well with previous studies (3,11,31).

With decreasing initial volume and EDV of the notin®l model (Figure 4-3D-F), the following
three differences can be observed compared todtmah EDV caseKigure 4-3A-C): 1)
increased width of inflow jet; 2) increased axiahptration of the inflow jet into the LV; and 3)
larger sized vortex cores. Diffuse vorticity reggomith weaker magnitude are also observed in
the low EDV case at the end of diastasis. IncrgaBDV (Figure 4-3G-H) reduces the size of
the vortex cores when compared to both normal EBY¥law EDV. However, the vorticity
magnitude is more diffuse in the case of high ED&htthe other EDVs. The inflow jet in peak
E-wave is widest in high EDV casEigure 4-3G). At the end of diastasis, both vortex cores do
not breakdown in high EDVHgure 4-3I) unlike the other two EDVSs, albeit with lower vioity
values as compared to normal EDV at the same toim (-igure 4-3C). Also, flow close to the

apex of the normal LV model is weakest in high E€age.
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Figure 4-3.Velocity vector fields overlaid with z-vorticity contours,) at 3 different time instances
in diastole, showing intraventricular flow fields of n@ainhV and HCM models. The following time
points are shown along vertical columns from left to riglek E-wavetE170 ms), mid deceleration
(t=290 ms), and end diastasts870 ms). The first three horizontal rows (top to botthraction)
correspond to the normal LV model, at normal EDV (partS)Alow EDV (parts D-F), and high EDV
(parts G-I). The next two horizontal rows (top to bottinection) correspond to HCM model with
normal EDV (parts J-L) and low EDV (parts M-@j, was calculated from processed TR-PIV
velocity vector fields using equati@nl0. Filling vortex strength and jet propagation are both
diminished when changing from normal LV to HCM geome#gditionally, the vortex ring cores
persists longer in time within a larger internal cavity. &mmple, vortex ring cores at end diastasis in
the normal LV modedre clearly observed in high EDV (part ), whereas the corée aaime time
instance are either mostly dissipated in low EDV (part Biminished in intensity for normal EDV
(part C).
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The HCM model at normal EDV shows smaller sizedesocores in peak E-wave
(Figure 4-3J-K) compared to the normal LV model. These vortexesdireak down before the
end of diastasidqgure 4-3L). The primary vortex cores break down during de@ion phase
in the HCM model at low EDVKigure 4-3N), forming a secondary vortex pair that trails the
primary pair. The inflow jet during E-wave is ngnsmetric about the apical-basal centerline axis
(as in the normal LV model), and tends to be sketoerd the septal wall with CCW vorticity.
Across both normal and low EDVs, both the width arl penetration of the inflow jet are

diminished compared to the normal LV model.

4.3.3 Diastolic vortex characteristics

Vortex identification and tracking were performadtbe TR-PIV based velocity vector fields to
guantify differences in diastolic vortex propagatitn the normal LV model, time-varying
locations of the counter-rotating vortex cores fa@d of each vortex core) are nearly identical in
both normal EDV and low EDVHfror! Reference source not foundA). The radial distance
between the cores of the counter-signed pair deesaaith increasing longitudinal/axial distance
into the LV, suggesting that the core positionsiafleenced by the gross shape of the normal LV
model. The high EDV case departs from this trajgcémd shows a nearly centerline symmetric
propagation, with nearly constant vortex ring ditenéin the central PIV plane). Lower radial
confinement of the vortex ring can be expectedhinttigh EDV case with the largest internal
volume Figure 4-2B), which allows for the cores to remain fartherrapalike the lower EDV
cases. Both normal and low EDV conditions in theMH@odel show decreasing separation
between the counter-rotating vortex pair with iagiag time (equivalent to increasing x-distance
in Figure 4-4B), similar to what was observed in the normal LVd®lofor these EDVs. The
longitudinal propagation of the CCW core is restritin the HCM model (either EDV), due to

the core being proximal to the hypertrophied paorfiothe septal wall.
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Figure 4-4.Vortex core trajectories for (A) normal LV and (B) HCM ploagdimodels. Error bars in
x- and y- axes indicateé1 S.D of core location across 5 cycles.

Across all test conditions, normalized circulatairthe diastolic vortex ring
(Figure 4-5A) reaches its peak value at a non-dimensionalitistant (also known as formation
time (26)) of approximately 1.6 (CCW core) and ICore). This instant (also known as pinch-
off time) corresponds to the non-dimensional tintewthe vortex ring pinches off from the
inflow jet (26,28). As compared to the CCW coret {hiapagates farther away from the nearest
confining wall (septal wall of the LV), earlier mh-off occurs in the CW core that propagates
closely along the lateral wall of the LV. The piechoff vortex ring maintains peak circulation
(i.e.,I'/T,=1) for a short non-dimensional time duration befdecaying in strength. Across both
HCM and normal LV models, the vortex ring formatimmocess (i.e., time before pinch-off)
remains essentially unaffected. The time perioteen pinch-off to the onset of decay, where
peak circulation essentially remains constantgases with increase in the EDV for either model
geometry Figure 4-5A). Increasing EDV from normal to high value in natrhV model results
in lowering the slope of the decay region. All leétabove observations are unchanged also for

normalized circulation in the off-center plane aL@ mm Eigure 4-5B).
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Figure 4-5.Variation of normalized vortex core circulatidry(}), defined relative to peak
circulation (), as a function of dimensionless formation ti#é). Circulation (") andT* were
calculated using equatigh11Error! Reference source not found. and equatid2, respectively.
(A) Central PIV plane (z=0 mm), and (B) off-cen@ielV plane (z=10 mm). CCW=
counterclockwise; CW=clockwise. Error bars indicateS.D of circulation across 5 cycles.

Peak circulationI() values and ratio of peak circulation relativette peak circulation value of
normal LV under normal EDVI{ normal Lv and EDV) @re provided imable 4-3 where circulation
was determined from TR-PIV data at the central@ka¥0 mm). In both the normal LV and
HCM models, increasing EDV decreased peak cirandati the CCW vortex. Across both
models, the CW vortex did not show significanteliéince (over 1 standard deviation) in peak
circulation with change in EDV. We did not antidipanajor differences in the CW vortex core
of the normal LV model when changing EDV, as tlisecpropagates close to the lateral wall of
the LV. Dissipative interactions with the lateralixcould lower the vorticity in the CW vortex
core and diminish the extent of its propagatiomn.dgiven EDV (low or normal), peak

circulation of the CCW vortex propagating near skptal wall was lowest for the HCM model as

compared to the normal model.
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Table 4-3. . Peak circulationIf) and dimensionless peak circulation defined nedatib [, of
normal LV model at normal EDM{ /Ty Normal Lv and EDV)- CCW=counter-clockwise;
CW=clockwise. CirculationI{) of CW and CCW vortex cores were calculated frauation4-
11, at multiple time points along the E-wave for 5diac cycles of TR-PIV data acquired at the
central plane (z=0 mm).

. I [em?.s] I'o/ToNormal LV and EDV
Physical | Vortex core
model rotation
LowEDV [Normal EDV| HighEDV | LowEDV [Normal EDV| High EDV
CCwW 260 £ 10 242 +8 215+18 |1.07 £0.07 1.00 0.88 £0.09
Normal LV
CW 189 +12 196 +12 211+15 (0.97£0.11 1.00 1.08 £0.13
CCwW 193 +12 170 £ 13 0.79 £0.07 |0.70 £ 0.07
HCM
CW 223+8 214 +8 - 1.14£0.10[1.09 £0.11

In contrast to the CCW vortex, peak circulatiorthef CW vortex was largest in the HCM model
for a given EDV. This is also in contrast with fheak circulation of the CW vortex in the normal
LV model, which was lower than that of the CCW weatrtlt is important to note that the CW
vortex in the HCM model (as visualized in either RV plane) propagates close to the lateral
wall opposite the LVOT. It is possible that the Gdftex in the HCM model entrains some of
the kinetic energy of the CCW vortex, due to theelabeing restricted in propagation by the
region with septal wall thickening. This asymmeigtween the strengths of the two vortices in
the diastolic vortex pair is visually supportedthg vorticity field (compar&igure 4-3B and

Figure 4-3K, both at mid-deceleration).

To examine the potential reason as to why thedesBned domain (low EDV) showed a larger
value for peak circulation (CCW core), we chardetat the shape of the normal LV model from
digital planimetry measurements after static pnezation to a pre-determined EDV. The normal

LV model was fitted into the enclosing acrylic cHaan Figure 4-1D), and both the internal
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volume of the model as well as the chamber weletfivith water. The chamber was open to
atmosphere. The internal volume was filled to ma&tabth of the different EDVs examined for
normal LV model Table 4-2. The TR-PIV camera was used to acquire imagéiseo$tatic

model along the y-z plane (short-axis) at 7 x-ynpkalong the long-axis (S1-S7 in

Figure 4-6A). Image of a custom calibration grid with knowmypical distances was also
acquired at each plane. Cross-sectional surfacestvaeked from the short-axis images using
SolidWorks software (Dassault Systemes SE, Vélidiatbublay, France). Dimensions of the
major axis ;) and minor axisd,) were measured from the tracked surfaces following
calibration Figure 4-6B). The non-dimensional major axis dimension, defirdative to mitral
annulus diameteDy,y), decreased with increasing distance from mitnaludus (moving toward
apex) for all EDVs. The low EDV case resulted ie trgest,, while the normal and high
EDVs showed marginal difference relative to eadteofrigure 4-6C). It is important to note
thatd, was defined in the same plane of observationesdhtral plane TR-PIV data (z=0 mm).
As the low EDV case had the largdst larger spatial region could have been availateCiCW
vortex core to expand at the central PIV plane (zwd) compared to the normal and high EDVs,
particularly at smaller x/c locations near the aliannulus. The aspect ratio of the static model,
defined as the ratio of major to minor axis dimeng, /d,), showed that the high EDV case
resulted in a nearly spherical geometry compargdegdow and normal EDVd-{gure 4-6C).

The low EDV case had the highest variation of asp® when moving from base (x/c=0) to
apex (x/c=1), suggesting that the larger spheriithhe model could have also played a role in

decreasing peak circulation of the CCW vortex core.

104



D
3 L
25r ° : [ ° °
L * - o
[ ¢ ° 25F ) o
2 F & [ °
0 2 2F o °© o
N s
¥l S g 8 8 2 o
3 - S15F
je] 8 8 *
tE 1F o . a & a &
) Normal LVLowEDV [w]
[ @ Normal LV nomal EDv
05 Normal LV High EDV A4 05F
o Lo v v v v v 0y v o L v v v
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
x/c xlc

Figure 4-6. Dimensions of the static/non-moving normal LV pical model when filled to low,
normal, and high EDV values. (A) 7 parallel x-ypés along the long-axis (S1-S7) were selected
for digital planimetry measurements, with equat@meents oAx=12.7 mm. An image of the
static, normal LV physical model along the y-z @amas acquired for each x-y plane location
indicated in (A). Cross-sectional shape of thetabrmal LV model along each y-z plane was
tracked using SolidWorks software. Tracked crossiseal surfaces are shown in (B), overlaid
on raw images of S1-S7. Major axis dimensiah¥&nd minor axes dimensiofts) of the static,
normal LV model were obtained from image trackib¢ha 7 selected x-y planes (S1-S7). Only
planar images (i.e., along y-z plane) were acquaad isometric projections are shown in (B) for
display purposes. (C) Non-dimensional major axmsatision ¢:) at z=0 mm, defined relative to
mitral annulus diametddyy, is shown as a function of normalized long-ax&atice (x/c) of the
X-y planes (S1-S7) where cross-sections were img@9dRatio ofd; to dz plotted as a function
of normalized long-axis distance (x/c). Filled dralow markers in (D) correspond to the central
PIV plane (z=0 mm) and off-center PIV plane (z=1@)respectively. The high EDV case
results in a nearly circular cross-section (dg/d. nearly equal to 1).

To examine how EDV impacts the longevity of thegargating diastolic vortex, we fit an
exponential curve to the decay portion of normalizieculation ('/T,) versus formation time

(T™) at the central PIV plané&igure 4-5A). Linear regression was performed on the decay
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portion of the data on a semi-log plotIbfT, (natural logarithm scale) versis. The slope of
the line of best fitf) thus represents the rate of decay of circulafien, d/dT*(T'/I})). The
normal LV model at low EDV showed the highest @dteecay, followed by the HCM model at

low EDV (Figure 4-7A).
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Figure 4-7.Normalized circulation decay and modified dimentdsa time at the central PIV
plane (z=0 mm). We fitted an exponential curvether decay portion of normalized vortex core
circulation (/I,) versus dimensionless formation tinf€), as shown irrigure 4-5 in the form:
/T, = e T". Variation ofn with EDV for the normal LV and HCM models is shoimn(A),
wheren represents the rate of decay of normalized citicriaFilled and hollow markers in (A)
correspond to the CW and CCW vortex cores, resgyti(B) Normalized circulation of the
normal LV model (all 3 EDVSs) is plotted as a functiof modified dimensionless tim&'}

calculated using equati@hl4 d; andd, denote the major axis and minor axis dimensiorthef
static normal LV model when filled to a specific ZDnormal/low/high), respectively, spatially
averaged across the long axis of the model (iverages ofl; andd, values obtained in 7 planes
defined inFigure 4-6A).
As expected, the CW vortex core in the normal L\Mielat low EDV had the highest decay rate,
due to its proximity to the lateral wall of the LWcreasing EDV in either model resulted in
lowering rate of decay of circulation of both vortores. The CCW vortex core of the HCM
model at low EDV showed higher rate of decay comgao CW vortex core, suggesting that the
interaction of CCW vortex core with the hypertrogdhregion reduced its vorticity at a faster rate.
The faster decay of CCW vortex core was also oleskeat normal EDV in the HCM model.

Collectively, these results suggest that increaBiDY results in lowering peak circulation of the

CCW vortex core while slowing down its decay.
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To examine how normalized circulation scaled acERY's, we used the major and minor axes

dimensions of the normal LV model to define a miedifdimensionless time scale:

!

_4U (EDV)'/3 ¢ Eq. 4-14
nd; dy
whered, andd, are major axis and minor axis dimensions of taécshormal LV model,

respectively, spatially averaged across the loig @x¢he model (x/c from 0 to 1, see

Figure 4-6A). The time-averaged inflow velocity is defined by equatio#-8). The formulation
of T' was obtained by using averaged cross-sectionaldadrhe normal LV model in place of
Dy in equatiord-14). The cubic root of EDV was included in the nunteraf equatiord-14) to
obtain the correct non-dimensional fofthand also explicitly account for EDV. Normalized
circulation of all the 3 EDV cases collapsed clpsehen plotted againgt’, within a maximum

difference of 10%Kigure 4-7B).

4.4, Discussion

Intraventricular filling dynamics has been exteer$nstudied using medical imaging on human
subjects, physical and computational modeling (;23,27,30-32). These studies generally posit
that alterations to the diastolic vortex can badudse clinical diagnosis of cardiac dysfunction.(2)
However, there is a gap in our understanding &stothe diastolic vortex is affected when the
internal volume of the LV is reduced without changgthe LV geometry. Besides subject-specific
variability, such an understanding can be valuable/DD where concentric LVH results in
reduced LV internal volume (20). Further, congdrdtaeases such as HCM (22) can also lower
the LV internal volume in addition to changing Liagpe. This study sought to examine
alterations to the diastolic vortex when internalluvne was reduced within a physical model of
an anatomical/normal LV as well as a representdi@® physical model. We hypothesized that

increasing confinement via lowering EDV and/or afiag the LV geometry would alter peak

107



circulation and increase the rate of circulationagefollowing pinch-off. The mechanistic
rationale for our hypothesis was based on a stithnanar vortex ring propagation within a tube
by Stewart et al. (29), where increasing confinenmareased the rate of decay of circulation.
Our results showed that increasing confinementdtovg EDV) increases both the peak
circulation of the CCW vortex core closer to the@Y and the rate of decay of circulation.
Increasing confinement via asymmetric wall thickenin the HCM model also resulted in the

same outcomes.

The vortex formation time (VFT), indicative of tdeénensionless time when a vortex ring
pinches off from its trailing jet (limit of largegbssible circulation), has been widely examined
for its capability to discriminate normal subjefitsm those with cardiac dysfunction (23-25).
VFT is appealing from a clinical standpoint, ascitgnputation only requires basic hemodynamic
(transmitral flow) and structural information (tira@eraged mitral valve diameter) (2). However,
VFT formulation is based on vortex ring propagaiioan unconfined domain, and this
assumption has raised questions with respect &pfication in a highly confined LV (28). A
recent study by Stewart et al. (27) showed that &0t affected by diastolic impairment when
considering the actual pinch-off time for VFT cd#tion (as opposed to E-wave duration as in
the definition). Further, cardiac VFT formulatiossames E- and A-waves to be distinct (2),
which can be challenged in the face of overlapfgingnd A-waves that are observed in exercise
conditions (38). To the best of the authors’ knalgle, the question of how increasing
confinement imposed by the LV cavity impacts thestblic vortex has not been examined from a
fluid dynamic perspective. Though our VFT valuegenia the normal range of 4-5 (2), pinch-off
(formation time where normalized circulation equatity) occurred well before the end of E-
wave in all our test conditions. The occurrencpinth-off before the end of E-wave was also
reported by Stewart et al. (27) from data on humabsjects in both normal and LVDD

conditions.
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In both the normal LV and HCM models, peak cirdolatof the CCW vortex core was subject to
a larger level of change with lowering EDV as comapieto CW vortex core. Peak circulation of
the CCW vortex core decreased with increasing EBiNce the stroke volume was maintained
nearly constant across all EDVs in both physicatiets, increased internal pressure can be
expected when lowering EDV. Vorticity generatiortlie fluid domain is known to be controlled
by tangential pressure gradients (39), which cpolentially be the driving reason behind the
increase in peak CCW circulation at lower EDV. H@&M model showed lower peak CCW
circulation compared to the normal LV. Interestinghe CW vortex core was stronger than the
CCW vortex core in the HCM model, in contrast te ttormal LV where the CCW vortex had a
larger peak circulation than the CW vortex. A liketason for this disparity in CW and CCW
vortex circulation of HCM model is due to the asyatrit wall thickening near the CCW vortex,
which restricts propagation of CCW vortex. The C@vtgx can increase in strength by entraining
vorticity from the CCW vortex in the HCM model dtgecloser spatial proximity (lower EDV in
HCM compared to normal LV model). The proximitytbé CW vortex to the lateral wall
resulted in earlier onset of its decay as comptréde CCW vortex (in both models), as wall-
vortex interactions have been previously noteateel circulation via cross-diffusive

annihilation of vorticity (39,29).

Identical to the findings of Stewart et al. (29g wbserved that the formation process was nearly
unaffected by confinement, as the pinch-off timeswaarly the same across all EDVs and
models. However, we observed a marked differentieeimate of decay of circulation. Similar to
the findings on radially confined vortex rings (2@creasing confinement via decreasing EDV
resulted in increasing the rate of decay of cirtboiha Across all test conditions examined in this
study, the high EDV case showed the lowest ratkeofly of circulation. The static shape of the
normal LV physical model was observed to be moreegpal at high EDV, resulting in a lower

level of confinement. Previous studies of dilataddtomyopathy, where the LV is more
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spherical, have reported the filling vortex to jerkonger in diastole (9). This was also observed

in our experimental findings.

The cardiac VFT (equatiof+9)) does not factor the specific geometry of the(bther than

EDV), as the formation time (equatidrl2Error! Reference source not found) that it was
originally obtained from was based on a study ofesoring propagation in a semi-infinite
domain. The formation time provides a reasonabtyiste representation of the initial growth
and pinch-off process of the vortex ring, and weseatially insensitive to the domain geometry
in our study. However, the decay of the vortex kgongld not be scaled between EDVs using the
formation time. We incorporated the average LV s¥sactional area and EDV into the formation
time to arrive at a modified dimensionless tiffie(equatiord-14)). The decay of normalized
circulation across all EDV conditions in the norrh#! model were nearly unchanged usifg

suggesting that the model shape plays a critidalinocontrolling decay of the diastolic vortex.

As is the case with most modeling studies of carfiavs, our findings must be weighed with
consideration to the limitations of our approachspite the anatomical geometry of our models,
the stiffness and material characteristics werghgsiological. This is an inherent limitation of
the silicones used in casting the physical modelatomical complexities within the LV cavity,
including trabeculae and papillary muscles (16ye~t considered in the physical models. The
HCM geometry, though obtained from previous stu3s34), should be considered only as a
representative example as there are well-documentephological variations of this disease
(37). We positioned the mitral valve in a non-pbyajical location (upstream of the LV), as we
did not want to introduce any artifacts in vortexmation due to differential leaflet kinematics.
The flow within the LV is highly three-dimensionalt we were only able to resolve 2D velocity
components from 2D TR-PIV measurements. This sfiogtion is not expected to impact
normalized circulation of the normal LV model a¢ tiivo PIV planes, as circulation by definition

is computed within a closed curve. However, we caoonfidently declare whether the central
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plane is the plane of maximum circulation, parielyl in the asymmetrically-shaped HCM
model. Despite this simplification, we expect ttiahds of normalized circulation decay across

models to be unaffected.

4.5. Conclusion

We experimentally examined diastolic vortex projgsrtn normal LV and HCM physical models
within a left heart simulator, across varying EDAf&l under identical prescribed mitral inflow
rates. Formation and pinch-off of the diastolictegring were nearly unaffected with change in
model geometry and EDV. VFT was also found to slgeinchanged with EDV and model
geometry, and was in the reported range of noraraliac function (~4-5). However, pinch-off
occurred before the end of E-wave in all test coonls. Both peak circulation and rate of decay
of circulation (after pinch-off) were altered withange in EDV. Increasing confinement of the
internal cavity of the LV, by either decreasing EDWvia asymmetric wall thickening (HCM),
increased the rate of decay of circulation. Thesdirigs can be potentially helpful in improving

our understanding of filling vortex dynamics in LY2D
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CHAPTER V

5. EFFECTS OF VARYING TRANSMITRAL INFLOW PROFILE ON ELING VORTEX

PROPERTIES

Abstract. Diastolic dysfunction (DD) can cause heart falewen under normal ejection fraction,
which is called diastolic heart failure. By advargdiastolic dysfunction, the transmitral flow
alters and causes an alteration in the flow patiteside the left ventricle. We hypothesized that
blood mixing, blood flow pattern, vortex ring stggh, and transport flow characteristics would
be optimal in normal transmitral flow compare te thflow patterns correspond to diastolic
dysfunction. We carefully chose six different traniisal flow from echocardiography of DD
patients (2 for normal, 2 for Grade I, 1 for grdidend 1 for Grade Ill) under three different
physiological range of EDVs. A left heart simulateais used to run these six different inflows
into the silicon model of the left ventricle. FIldw was quantified by two-dimensional time-
resolved particle image velocimetry (2D TR-PIV).rizontal and vertical momentum fluxes,
vorticity field, flow transport, and vortex ringrculation were calculated using the velocity
vector field. Results showed that compared to treesponding DD inflows, the normal
transmitral inflow had the most robust vortex rihging diastole, the highest value of
momentum flux, and also more flow transport by gltion the Finite-Time Lyapunov Exponent

(FTLE). Grade | showed that fluid flow during E-veawas not energetic enough to circulate the
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blood inside the LV and even a high-flow-rate irwave with could not compensate for the role
of E-wave in terms of propagation and circulatiGnade Il and Grade Ill had similar flow
patterns of the normal transmitral flow, but lespact. Understanding of flow behavior inside
the LV under different transmitral inflow can help to appreciate the properties of a vortex ring

in diastolic dysfunction better.

Keywords: Diastolic dysfunction; left ventricle phantomtriaventricular filling vortex; vortex

ring; momentum flux; Finite-Time Lyapunov ExponéRTLE)

5.1. Introduction

Heart failure with diastolic left ventricular (L\gysfunction with the presence of normal or
slightly abnormal systolic function refers to hefaiture with normal ejection fraction (HFNEF)
(1,2). In HENEF, the left ventricular ejection ftan (LVEF) is more than 50%, and up to 50%
of heart failure patients are diagnosed with HFNB¥-The pathological characterization of
diastolic dysfunction (DD) is LV stiffening (4), Widh is mostly because of aging, hypertension,
obesity, and diabetes. As a result, the LV presatlf®e increased to compensate for the
inability of the LV functionality in untwisting dimg early diastole (E-wave). Therefore, the LV
stiffening alters the hemodynamic (blood pressuefiow) of the LV. The diastole phase
consists of two stages in which the LV relaxes amigvists and sucks the blood flow into the LV
from the left atrium (active filling). This stagefers to early filling (E-wave). In normal LV, 70%
to 80% of the LV filling occurs in this stage. Ttest of blood (20% to 30%) enters the LV by
atrial contraction (A-wave). In the early stagesliafstolic dysfunction, the LV reduces its ability
to untwist in the early filling, and as a resuk fhortion of E-wave diminishes, and the A-wave
compensates the blood flow shortage (atrial kitk)s stage refers to Grade | diastolic
dysfunction or impaired relaxation. By progressditigstolic dysfunction, the high pressure in left

atrium (LA) causes the blood flow pushes into theldy LA rather than suction by negative
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pressure in the LV. In this stage, the proportib&-evave and A-wave becomes normal again;
however, the systemic pressure is elevated. Thgestf diastolic dysfunction is called Grade Il
or pseudonormal left ventricular filling. Furthecrease in LA pressure will result in an abrupt
discharge of blood flow into the LV, which refecsa restrictive filling pattern. This stage is
reversible (known as Grade lll) with the Valsalvarmauver; however, it can become irreversible

(Grade IV) by progressing the disease, which istbesen stage of diastolic dysfunction.

There have been studies that investigated flovepadtinside the LV bin vivo approaches such
as MRI or echocardiography (5-12), experimentalhoés$ asn vitro studies (13, 14), and
numerical simulations (15-18). The great advantige vitro studies compare ia vivois the
high time and space resolution of experiments,hickvthe details of fluid mechanics can be
investigated. To the best of our knowledge, tha® ot been an vitro or computational study

to investigate the flow pattern inside the LV dfatient grades of diastolic dysfunction.

This study aims to characterize the vortex ringpprtes within the left ventricle under different
transmitral inflow corresponds to all different des of diastolic dysfunction and compare to the
normal LV inflow. The hemodynamic values of diffetgrades of DD were extracted from
echocardiography of real patients (1, 19-24) andikited in ann vitro left heart simulator.

Three different LV end-diastolic volume (EDV) wasnsidered to cover the entire range of LV
EDV corresponds to diastolic dysfunction. Two-disiemal particle image velocimetry (2D-
PIV) was used to quantify the fluid flow in eachaebd The velocity, vorticity, and finite-time
Lyapunov exponent (FTLE) fields, momentum flux, amdtex circulation strength were
examined for all different inflows. More knowledgg&fluid flow properties within the LV in
different grades of diastolic dysfunction can hedto a better understanding of the blood flow

pattern and behavior inside the LV in terms of mixand flow transport during diastole.
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5.2. Experimental method

We designed a set of experiments to investigateffieets of changing transmitral inflow on
vortex ring properties in a left ventricular simwlaunder different stages of diastolic

dysfunction.

5.2.1.In vitro left heart simulator and PIV setup

An in-vitro model of a left heart simulator was ééped to investigate fluid flow in a silicon LV
model Figure 5-1). The LV model was cast and molded (VenAir, TeseaBarcelona, Spain)
based on CMR data of healthy volunteers’ LVs (2p&¥it is shown ifrigure 5-1A. The
thickness and shore hardness of the silicon mddbaked.V was 1.59 mm and 40A, respectively.
The transparency of silicon lets us see through.thduring PIV. Before using the LV model in
the loop, the passive stiffness of the LV was ot@diby measuring the LV pressure change
causing by increasing LV volume with incrementd@fmL. Three trials were conducted within
the volume range of 105 to 150 mL and correspongiegsure range of 0to 100 mm Hg using a
pressure transducer (Utah Medical Products Inadyile, UT; with a resolution of + 0.1 mm

Hg). At LV volume of 105 mL, the pressure differerfeetween inside and outside of the LV was
zero, which means LV volume = 105 mL correspondti¢olV dead volume, in which the LV
was not under any tension or compression. LV pressiange was plotted versus LV volume
change, and linear regressiort (R0.99) was fitted to the data points to achidweeltV stiffness.
To mimic the blood properties at body temperature 8.5 cSt, ang = 1080 kg/r), we u sed
water-glycerin (35% by volume of glycerin). A pragnmable pulsatile piston pump (PPP;
Vivitro Systems Inc., Victoria, Canada) was useg@ush the flow into a sealed acrylic chamber.
The LV silicon model was held in the chamber, aedause of the piston movement, the flexible
LV walls were moved actively and caused flow rugnimside the loop. Two bi-leaflet
mechanical heart valves were positioned at mitnelaortic annulus to ensure a unidirectional
flow during the cardiac cycle. Windkessel elemdntsnpliance element and resistance) were
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used in the loop to obtain physiological hemodyrami he instantaneous inflow (Mitral flow
rate) and outflow (Aortic flow rate) of the LV wemgeasures by two ultrasonic flowmeters
(Transonic Systems Inc., Ithaca, NY). Also, threespure transducers were used to measure the

chamber pressure, aortic pressure, LV pressuraniasteously.

Compliance

/ chamber

Resistance

V]
Flowmeters

LV chamber

DX
LV model
b y Programmable
2 | X piston pump
‘°
C LV model =
n
Off-centered PIV planes & °
A
X § 2= Dmm BMHV
2 2=10 mm Water-glycerin mixture
< ROI

Central PIV plane Laser sheet

Figure 5-1 Left heart simulator experimental setup: A) kntricle physical model, which was
made from silicon; B) schematic of in vitro flowr@iit of left heart simulator, and arrangement
of PIV laser plane; the high-speed camera was pdipéar to this view and capturing the ROI;
C) flow filed at three parallel PIV planes at zZE9+mm, z = 0 mm, and z = 10 mm were
investigated (ROI = region of interest; BMHV = leiflet mechanical heart valve).

5.2.2.Test conditions

We examined intraventricular flow corresponds féedent grades of diastolic dysfunction (DD)
along with a healthy diastolic function in the Ib&art simulator. Transmitral inflows correspond
to healthy, and DD patients were chosen from edldomgram datasets (1, 19-24, 28-31) and
were replicated in the left heart simulatéigure 5-2 shows all the flow curves and
corresponding LV volumes. In this study, we invgastéd the flow field in three different initial
volume of the bag to cover the possible ranged®f i DD patients. We ended up with three
different sets of EDVs (EDV = 110 mL, 145 mL, arRDImL). From now on, we refer EDV =

110 mL as Low EDV, 145 mL as Normal EDV, and 180 as.High EDV.
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Figure 5-2 Hemodynamic curves for different grades of diésuysfunction. A, B, and C)
Mitral and Aortic flow in a cardiac cycle for norinéow, and high EDVs, respectively. Each
flow rate curve was an average of 15 cycles (SC2<.fmin); D, E, and F) LV volume during a
cardiac cycle for normal, low, and high EDVs, redjppely. Time is the total cardiac cycle.

The detailed hemodynamic parameters of test camditare tabulated ifiable 5-1

Table 5-1 Recorded hemodynamics for all test conditions ¢Ddeceleration time and AT =
acceleration time). For all cases: heart rate b, cardiac output = 4.68+0.05 L/min, stroke
volume = 67+0.5 mL/stroke, aortic pressure = 80£12Inm Hg, peak aortic flow = 26.5+1

L/min
Transmitral flow | Peak E-wave [L/min] DT [ms] AT/DT E/A ratio VFT
Normal 17.8+0.1 150 +3 1.03 141 4.32
Normal 17.8+0.1 200+ 4 0.76 1.40 4.24
Grade | 11.9+0.1 2203 0.45 0.66 2.65
Grade | 10.8+0.1 300+4 0.37 0.67 2.68
Grade I 19.3+0.1 130+3 0.92 1.38 3.50
Grade Il 20.7+0.1 120 +3 0.98 2.24 3.54
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The systolic phase and cardiac output were keatively unchanged for all six cases of different
transmitral inflow. During experiments, we keptthk loop parameters constant across different
sets of experiments, including resistance magnjtool@pliance level, reservoir head, PPP
amplitude, and frequency. The only parameter wagba across different sets of experiments
the transmitral inflow by changing pump input waorefi. We conducted our experiments on
there different LV EDVs (low, normal, and high EDM)he vortex formation time (VFT) or
formation number was also calculated based on Ggiestudy (32) as below to characterize

vortex ring flow structures formed during intravecilar filling.

4 Vg Eq. 5-1
D3y

VFT =

Where £ is fluid volume, which is associated with early fiMng (E-wave) during the diastole

phase. We did not consider the diastasis portidgheinflow for calculating the VFT values.

The Reynolds number was calculated based on peedd flow as below:

Re = F Qmaxmv Eq. 52

mu DMV
wherev, Duv, and Quayx, mv are the kinematic viscosity of the fluid, the deter of the mitral
annulus, and the peak mitral inflow rate (whichlddwe based on E-wave or A-wave depending
on Grade of DD), respectively. The range of Re %30 — 3000 across all different types of

inflow.

5.2.3.Two-dimensional particle image velocimetry (2D PIV)

2D time-resolved particle image velocimetry (2D PR£) was used to study the intraventricular
flow (Figure 5-1B). A single cavity high-speed Nd: YLF laser (30/pulse at 1 kHz repetition

rate; Photonics Industries International, Inc., NNSA) was used to illuminate the central plane
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of the LV longitudinally. A pair of converging-divging lenses focused the laser beam, and a 90-
degree right-angle mirror was used for having ardeke direction of the laser beam. A
cylindrical lens (f = 10 mm) was used to transfahm beam into a laser sheet. The nature of the
generated vortex ring inside the LV during diasislthree dimensional. Therefore, three parallel
planes (one central plane at z = 0 mm and two @ftral planes at z = + 10 mm) were chosen for
flow visualization, as it is shown figure 5-1C. The fluid inside the LV was seeded by
polymethyl methacrylate (PMMA) fluorescent partgleith a diameter of 1-20 um and 532 nm
excitation, and 584 nm emission. A high-speed 1BMOS camera (Phantom Miro 110, Vision
Research Inc., Wayne, NJ, USA) was placed perpeladito the laser plane. A 60 mm constant
focal length lens (Nikon Micro Nikkor, Nikon Corgadron, Tokyo, Japan) with a maximum
aperture of 2.8 was used to focus on the illumihaiaticles. A 550 nm long-pass filter was
attached to the lens to cut-off the unwanted wangtteof the particle illumination. The camera
frame rate was set on 1800 frames per second wébadution of 896x656 pixels. The pixel size
was 134 microns. The camera and laser were triggeexisely at the starting time of diastole,
and ten cardiac cycles were recorded for the edi#rgtole duration. Two hundred cardiac cycles
were run before the PIV acquisition. DaVis 8.3.0ware (LaVision GmbH, Gdéttingen,

Germany) was used to process raw PIV data. The ithside the LV model was seeded with
fluorescent particles, and the number of countr dfumination was in the range of 110-420.
The outside fluid was not seeded; however, fewigastwere visible in the outside of the LV
with a number of counts less than 30. An algorithmask was used to process the fluid flow
inside the LV model and not consider the outsidaflsuch that the particles less than 40 counts
were ignored. Multi-pass cross-correlation was wered with initial 64x64 pixels (2 passes)
interrogation window to a final window size of 32xixels with a 50% overlap. Also, the
velocity vectors with a peak ratio of less thanete rejected in post-processing, and empty
vectors were replaced instead. The averaged veloaihponents of 10 cycles were obtained in
DaVis post-processing, and other parameters suebrtisity, circulation, and energy dissipation
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were post-processed using custom scripts writtddAfLAB (The Mathworks, Inc., Natick,

MA).
5.2.4. Definitions of calculated quantities

5.2.4.1. Hemodynamic characteristics

Average cardiac output (CO) in units of L/min wadcalated using the following equation:

CO = SV x HR X 103 Eq. 53

Where SV is the stroke volume (in units of mL/beat)d HR is the heart rate (in units of
beats/min).
5.2.4.2. Formation time

Laminar vortex rings have been investigated folidewange of applications, and Garib et al.

(33) introduced formation time as a non-dimensiqgraahmeter, which is defined as follows:

—_ Ut Eq. 5-4
Dmv

where t is time during diastole v is Mitral annulus diameter, antlis averaged velocity during

diastole and is calculated as below:

Eg. 55

CZI

-f Q(t) dt

T[TDMV

where T is the total duration of diastole and @ijpstantaneous Mitral flow during diastole.

5.2.4.3. Vorticity
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Physical description of vorticity is the tendendyadluid to rotate and it is mathematically

defined as the curl of a velocity field

The out-of-plane z-vorticity fielddf,) was calculated from PIV-based 2D velocity vedieid (u,
v) and it was calculated in Tecplot 360 (Tecplot.] Belleview, WA, USA) using the following
equation:

dv  0u Eq. 5-6

_yxyo_fu
Wz ox dy

The x and y components of the velocity field arreel as u and v.

5.2.4.4. Vortex identification and circulation

The intraventricular filling vortex ring is a thregmensional donut-shaped flow structure. In the
case of 2D visualization of the flow (as in therent study), only a cross-section of the 3D flow
structure can be observed, and it appears in the ddtwo counter-rotating vortices. The
counterclockwise vortex proximal to the aorta waemniified from the processed PIV data using
the swirling strength criterion (34), which is defi as the imaginary part of the complex

eigenvalue of the velocity gradient tensor:

du dv

1 2
Aei = Im[eig(Vu)] = 3 Im \/(& - d_y> +4

du dv Eq. 5-7
dy "dx

The iso-surfaces dfci were normalized by 2.6% of the maximum valueceg®mmended in

previous studies (35).

To quantify the strength of the intraventriculdliffg vortex, circulation” (in units of m2/s) was
calculated by integrating the out-of-plane z-vatyicowz, over the surface area enclosed by the

vortex A, as:
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F=ﬂ W, dA=2(mZ dx dy) Eq. 5-8
A

A

Circulation provides a large-scale estimate ofrtliational strength of a vortex. Previous studies
of intraventricular filling have examined this qtigdnusing 2D PIV in physical models (26, 36),

echocardiographic-P1V (37), and phase-contrast Gii&ying (35).

The automated algorithm to calculate circulatiorrggth for a specific case at a specific time

point was as follows:
a) identify the center of the maximum vorticity (tex ring core) based dwi criteria.
b) calculate circulation strength,, within a square with a size of axa (a = 3 mmrhis study).

c) calculate circulation strengthi, within a square with a size of (a+b)x(a+b) (b m@ in this

study).

d) compard i andI. If I'1 =T, we store the value. Otherwidg,was calculated within a bigger
square with a size of (a+b/2)x(a+b/2) dhdvas calculated within a bigger square with a size

(a+3b/2)x( a+3b/2) and compdreandl>again untill’>zbecome equal tb;.

5.2.4.5. Momentum flux

To quantify the momentum flux during diastole witlsin LV, we calculated cycle-averaged
momentum fluxes per unit width. We used the belquations to calculate horizontal (parallel to
the inflow jet) and vertical (normal to the flowréction) momentum fluxes as HMF and VMF,

respectively.
HMF = p [ 1363,y I(U. R)dy c. 59
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and

VMF = p [[70,y)| (0. R)dx, Eg. 540
whereU = ui + vj andi is the unit normal vector. Therefofes i for HMF andf = j for VMF.
The HMF demonstrates the horizontal componentnué-faveraged momentum flux at x-
positions across the corresponding vertical lig@silarly, VMF shows the vertical component

of time-averaged momentum flux at y-positions astb& corresponding horizontal lines.

5.2.4.6. Finite-Time Lyapunov Exponent (FTLE)

The amount of elongation over a time interval al@otrajectory of a point can be characterized as
finite-time Lyapunov exponent, FTLE. Therefore, s a scaler, which is a function of time
and space. It is important to note that FTLE isamotnstantaneous value and it is calculated by
integration over a time interval. The FTLE shows tfansport behavior since it is driven by flow
particle trajectories and demonstrates the integraffect of the fluid flow. The outcome of

FTLE plots in time and space is similar to dye al&ation (38, 39). We used a MATLAB script

to calculate and plot the FTLE values in time apace from phase-averaged velocity fields (38).

5.3. Results and Discussions

5.3.1.Velocity validation

The measured blood velocity by Doppler echocardiplyy is based on blood velocity inside the
left ventricle. Therefore, it is essential to valiel the velocity inside the LV (from PIV) with the
measured velocity in the mitral annulus (by flowteng The maximum value of the horizontal
velocity component at x = 4 mm was plottedrigure 5-3for all different grades of diastolic

dysfunction (dashed lines), which were extractedifvelocity fields from PIV processed data
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and compared to the corresponding velocities, whiete already measured in mitral annulus by
the flow meter (solid lines). The velocity in thétral annulus, VW, was calculated based on

mitral diameter (lav = 25.4 mm) and mitral instantaneous flow ratq, s below:

_ 4Qu Eq. 5-11
Vi = — o
D}y
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Figure 5-3. The maximum horizontal velocity component at & mm from PIV processed data.
A) the location of extracted velocity profiles. Alle extracted transmitral flows (dashed lines)
were compared with measured velocity by the flovilemgsolid lines). B) DT = 150 ms
(Normal); C) DT = 200 ms (Normal); D) DT = 220 n@&réde I); E) DT = 300 ms (Grade I); F)
DT =130 ms (Grade Il); G) DT = 120 ms (Grade lII).
The extracted velocities from the PIV were simiathose measured by flow meter. The
difference between the two approaches was not wuteqh, and the source of error could be the

inadequate spatial resolution and PIV uncertainty.

5.3.2.Velocity vectors and vorticity contours

Velocity fields (u(x,y,t) and v(x,y,t)) were calaied by processing raw PIV images in DaVis.
The vorticity contours were also calculated in Tetpsing velocity fields. Velocity vector fields

overlayed on the out-of-plane z-vorticity contoarsl were plotted ifigure 5-4 andFigure 5-5
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for E-wave and A-wave, respectively, for normal-EDOWe boundary of the LV geometry was

moving during diastole, and it is shownRigure 5-4 andFigure 5-5.

Normal Grade | Grade Grade |l

0 20 40 60 80 0 20
x [mm]

w; [s7]

-
B | e 50 fomis]

-180-120 -60 0 60 120 180

Figure 5-4. Velocity vector fields overlayed on out-of-plavarticity contours during E-wave for
normal-EDV. The first column represents the nortremismitral inflow, whereas the second,
third, and fourth columns show different gradesliaktolic dysfunction as Grade |, Grade Il, and
Grade lll, respectively. Each row corresponds specific time point. A-D) peak E-wave; E-H)

halfway of the deceleration time during E-wave;)ldnd of E-wave.
As a general trend, a vortex ring was generatdédertie LV during diastole. Depending on the
transmitral inflow, this vortex ring was energaticweak. The normal transmitral flow shows a
strong vortex ring, which was created at peak Eeyand it was elongated through the center of
the LV (Figure 5-4E). At the end of the E-wave, a relatively stabletew ring has still existed
(Figure 5-41). The first grade of DD (impaired relaxation, Geddldid not show a sturdy vortex

ring during E-wave since the E-wave mitral inflomsMess energetic compared to the normal

inflow. At the end of the E-wave, there was existembntinuous inflowKigure 5-4J) and a
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weak and stretched vortex ring, which was becatikmg deceleration time (DT) in Grade |
diastolic dysfunction. It seems higher DT helpsubgex ring to decay slower; however, it needs
to be investigated and quantified by calculatind plotting the circulation strength of vortex

rings. Grade Il and Grade Il show relatively sraalfortex cores compare to the normal case.

Normal Grade | Grade |l Grade Il

0 20 40 60 80 0 20 40 60 80 0 20
x [mm] x [mm]

wy [s7]

T | (T i
50 [cm/s]

-180-120 -60 0 60 120 180

Figure 5-5. Velocity vector fields overlayed on out-of-plavarticity contours during A-wave.
The first column represents the normal transmitfédw, whereas the second, third, and fourth
columns show different grades of diastolic dysfigrcas Grade |, Grade Il, and Grade llI,
respectively. Each row corresponds to a specifie fpoint. A) halfway of diastasis; B) halfway
of the acceleration time during A-wave; C, D) halfnof diastasis; E-H) peak A-wave.

Normal, Grade Il, and Grade Il transmitral flonechsomewhat similar flow fields during A-
wave; however, the normal case shows a dominaatisotl flow at peak A-wavd={gure 5-5E)
compare to Grade Il and Grade lll. Grade Il hassarndjuishable vortex ring because of A-wave
flow (Figure 5-5G) since the diastasis was longer in Grade Il mftoal compare to the normal
case. The vortex ring in Grade | was still stablearly A-wave [Figure 5-5B), and continuous
flow is noticeable; however, the vortex ring wasalieAt peak A-wave, a strong vortex ring was

entered into the LV in Grade Figure 5-5F), however, it could not help to circulate fluicside

the LV since it happened almost at the end of thstole and less than 100 ms after that the fluid
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flow was pumped from the LV. The fluid transpontatiplots (FTLE) can help to better

understanding.

5.3.3.Momentum fluxes

The direction and location of generated forcesh@nftuid flow were calculated by horizontal and
vertical momentum fluxes and are plotted for défdrtransmitral flows under different EDVs
(Figure 5-6). Each plot is an average of 10 cycles, and eattt [ the average of the entire
diastole. In most of the data points in HMF valubs, standard deviations were smaller than the
size of the markers, and they are not visible. féek value for HMF happens just after the mitral
annulus, and it decayed by propagating toward thapex. The amount of propagation was
slightly higher for the case with normal transnilitrdlow. The average values of HMF were 5-
10 times higher than the average values of VMF¢ctvis rational and means the fluid flow
tendency is mainly through the apex of the LV. Umdermal LV EDV, the HMF and VMF

values were higher for the normal transmitral fland the Grade | had the lowest values
(Figure 5-6A andFigure 5-6B), and Grade Il and Grade Il were in-between. Thaans the
generated force by the normal inflow was highenttiee force corresponds to the diastolic
dysfunction. There is a small bump in the HMF valagx ~ 30 mm. Based on the velocity of the
inflow jet, we can justify that this little bump the HMF was because of A-wave in the inflow,

which reenergized the fluid flow.
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Figure 5-6. Time-averaged momentum fluxes as a functionasfamitral inflow. The first and
second rows show HMF and VMF, respectively, fofeldnt EDVs. A, B) normal-EDV; C, D)
low-EDV; E, F) high-EDV.

By lowering the EDV FEigure 5-6C andFigure 5-6D), the HMF peak value was reduced for all
of the cases since the lower EDV of the LV hagieted the flow just in the base of the LV
(mitral annulus). In contrast, the VMF was increbsethe low-EDV condition of the LV. Unlike
the normal-EDV case, the fluid HMF did not dropeaf¢éntering the into the LV up to x ~ 40 mm.
The reason was because of having higher valueslo€ity (momentum flux is proportional to
the square of velocity) inside a smaller and mordioed LV cavity compare to the normal-
EDV. Similar to the normal-EDV, the normal inflolw@ws higher values of HMF in low-EDV.

Also, it is noticeable that the second bump hakéiigignificance, and it shows that in lower

EDVs, the A-wave plays an essential role in givimgmentum to the flow.

Overall, at high-EDV, all values of momentum fludsigure 5-6E and Figure 5-6F) show
higher peak values for HMF, and lower peak valwes/MF compare to the normal-EDV. The

values of HMF for Grade Ill was similar to the naintransmitral flow. Grade | has lower values
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in both HMF and VMF compare to the rest of the $raitral inflows. The values of HMF

decelerated faster by propagating into the LV gavit

As a general trend, by increasing the EDV, the pedike of HMF was elevated, which happens
in the entrance (mitral annulus, x = 0 mm). Howetlee HMF decelerated faster for higher
EDVs. Also, the peak VMF was decreased by incrggBDVs. To quantify that how much the
flow was energetic inside the LV model, it is nesagy to calculate the summation of momentum
fluxes of all locations in a specific direction (fmmntal at and vertical) and find the total
momentum fluxFigure 5-7 shows the total momentum flux in horizontal andigal directions

for each case of transmitral inflow at different BDVSs.
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Figure 5-7. Total momentum flux versus deceleration time (DIHe integration of HMF and
VMF over x and y, respectively, provided the tatedmentum flux in horizontal and vertical
directions.

The total momentum flux had the highest value ernormal transmitral flow (DT = 150 ms) in
the normal LV EDV, and Grade | (DT = 220 ms) hael filwest value of total MF. A similar
trend was observed in the other two EDW¥ig(re 5-7C). By increasing the EDV, the total MF
was decreased, unlike the peak HMF, which was &se@ by increasing the EDV, as shown in
Figure 5-6. The reason for this observation was becausaerbsibns in fluid flow distribution
by changing EDV. The jet was more concentric irmFiPV, and the fluid particle velocities

were minimal near the walls since the LV model wdlsted more than usual and the cross-

section of the LV was more circular-shaped duriragtble. Because of that, the total momentum
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flux (which is proportional to% was small in high-EDV. Unlike the high-EDV cagleg fluid

flow was more dispersed in the low-EDV case siheelt/ model was squeezed because of a
low amount of fluid inside that, and the 2D-PIV-pbaf the LV was flatter during diastole (more
oval-shaped LV cross-section instead of circulaps). As a result, the total applied force to the

LV according to the transmitral inflow was lowerihyg increasing the LV EDV.

5.3.4.FTLE fields

The Finite-time Lyapunov exponent (FTLE) fields e@omputed (38) from the velocity field at
four different time points (peak E-wave, end of Exevave, peak A-wave, and end of the A-
wave) with an integration time of 10 niSgure 5-8 shows the FTLE fields for different diastolic
dysfunction under normal-EDV at four selected tpoénts. FTLE shows the maximum
trajectories of a particle at a given time oveinéd time interval. The physical analogy of FTLE
can be represented by dye visualization and caracteize fluid transport into the LV. At peak
E-wave, the normal inflow had concentric and rolwaestex cores compare to the DD inflows
(Figure 5-8A-D). Due to the low mitral flow rate in Grade | dugik-wave, fluid flow had a
minimal penetration into the LVF{gure 5-8B andFigure 5-8F). At the end of the E-wave, the
fluid flow was reached almost 60% of axial dirent{x ~ 60 mm) in the normal inflow case
(Figure 5-8F). In contrastFigure 5-8G andFigure 5-8H showed Grade Il and Grade Il did not
demonstrate a lot of penetration (x < 40 mm). AdlpA-wave, Grade | displayed a large amount
of fluid flow transported into the LVHigure 5-8J), which was continued up until the end of the
A-wave (Figure 5-8N). During the A-wave we did not see a noticealdeftransport in normal
and Grade lll transmitral flow; however, GradeHbsved a visible flow transport in A-wave, and

it was because of the long duration of diastasiSriawde Il transmitral inflow.
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Figure 5-8 FTLE fields for different grades of diastolic diysction for normal-EDV. The first
column represents the normal transmitral infloweveas the second, third, and fourth columns
show different Grades of diastolic dysfunction aade I, Grade Il, and Grade IIl, respectively.

Each row corresponds to a specific time point. ApBak E-wave; E-H) end of E-wave; I-L) peak

A-wave; M-P) end of A-wave.

Overall, E-wave played an essential role in cagyhe fluid flow into the LV in normal, Grade

II, and Grade Il inflows; in contrast, A-wave waisshing the majority of fluid flow into the LV

in Grade | diastolic dysfunction. However, the irapaf A-wave in Grade | was not as effective

as E-wave in normal inflow for transferring and eeating flow into the LV. The flow transport

associated with Grade Ill had the lowest efficiency

135



5.3.5.Vortex circulation

The leading generated vortex cores (the vortexcorgesponding to the E-wave) in the centered
PIV plane of the LV were tracked, and the vortegrtirculation strengths for all transmitral
inflows in three different EDVs were calculated.€Nortex ring circulation strengths in normal

EDV was plotted versus time Kigure 5-9A. The circulation values were normalized by peak

circulation,Iyy, and plotted versus non-dimensional timescaler(&ion time),T* = D , for all
0

EDVs and displays iffigure 5-9B-D. Positive and negative values of circulation are

corresponded to CCW and CW vortex cores, respdgtive

@ DT =150 ms (Normal) y DT =300 ms (Grade 1)
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Figure 5-9. Vortex ring circulation for different grades dadtolic dysfunction. A) Dimensional
circulation versus time for the normal-EDV caseDBNormalized circulation versus non-

dimensional tim&d* = % for normal-EDV, low-EDV, and high-EDV, respectiyel; andT,
0
are the corresponding time to onset of vortex pimgh-off and vortex ring decay, respectively.

The vortex ring circulation gained the highest eaflor normal transmitral inflow compare to the
rest of diastolic dysfunction inflows and was thevést for Grade |. Detailed values of peak

circulations for all transmitral inflow conditionsder different EDVs are tabulatedTiable 5-2
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In normal EDV, all the circulation curves were fied off atT; ~ 2.6 + 0.3, and the decay time
wasT; ~ 4.1 £ 0.2. A similar trend was captured in ttieeo two EDVs. The gained circulation
strength of vortex ring in Grade | was deficientngared to the rest of the inflow cases since
Grade | had lower peak E-wave and also higher destt@bn time.

Table 5-2 Peak circulationl,,,,x, and normalized peak circulation relative to tkalpcirculation
corresponds to the normal mitral flow under norBBY ([,ax/

l—‘max,Normal inflow and normal EDV )

. l‘max [sz. S_l] l-‘max/rmz:\x,Norma\l inflow (DT=150) and normalEDV
Transmitral [Vortex core
flow rotation | Normal EDV |Low EDV [HighEDV | NormalEDV | LowEDV | HighEDV
DT=150ms| CCW 20328 | 19123 | 18413 1.00 0.940.02 | 0.9%0.06
(Normal) cw 189:29 1889 | 199:20 1.00 1.010.08 | 1.060.06
DT =200ms| CCW 17412 | 17923 | 16234 | 086006 | 0.880.01 | 0.820.06
(Normal) cw 184:18 | 17420 | 19222 | 098005 | 093004 | 1.020.04
DT =220ms| CCW 9122 977 | 599 0.44:0.05 | 0.480.03 | 0.220.01
(Grade I) cw 83:11 77211 | 85:10 044001 | 041001 | 045002
DT=300ms| CCW 83:14 8110 | 558 0.41:0.01 | 0.320.03 | 0.2%0.01
(Grade I) cw 83:9 7117 | 5411 044002 | 032003 | 0.280.01
DT=130ms| ccw 17812 | 15017 | 15323 | 0.85006 | 0.740.02 | 0.750.01
(Grade II)
cw 146:15 | 14716 | 16818 | 078004 | 0.780.04 | 0.900.04
OT=120ms| CCW 17824 | 16622 | 16223 | 084001 | 082001 | 0.860.01
(Grade Ill) cw 155:26 | 14317 | 16714 | 082001 | 0.760.03 | 0.820.06

We considered the CCW vortex core for calculathmg\tortex circulation decay as it is displayed
in Figure 5-1Q The highest rate of decay belonged to the notraasmitral inflow, and by
increasing DT (as of Grade | diastolic dysfunctjdghl decay rate was decreased. All the EDVs
showed a similar trend; however, in general, tie o& circulation decay was reduced by

increasing the LV EDV.
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Figure 5-10 CCW circulation decay rate as a function of dexaglon time (DT) for different
EDVs. The decay rate was obtained from linear ssjoa of plots ofn(I'/T,) versusI'* so that

r/I, = e ™T" where n is the best-fit linear slo%%; (I'/Iy) is the time rate of decay of

normalized circulation, and this is proportionahtd=or the entire test conditions, 0.921<<R
0.995 and 3.2 x ¥ < p-value < 5.4 x 18

The rate of decay was indeed higher for the notraasmitral flow, but to conclude which
inflow had the most efficiency, we should also édesthe other parameters such as peak

circulation, momentum flux, FTLE, and velocity fisl
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CHAPTER VI

6. SUMMARY AND CONCLUSION

This work evaluated the vortex ring dynamics witféxible-walled confined domains. In the
first section Figure 6-1A), we provided comprehensive research on vortexdimamics within
semi-spheroidal flexible confinement (which is mglified geometry of the LV) under different
axial confinement and also different inflow profiléifter this fundamental study, we
investigated vortex ring properties within the kgntricle by conductin@ vitro experiments
Figure 6-1B andFigure 6-1C). We hypothesized that vortex ring properties wautdergo
alteration under left ventricular dysfunction, siasha change in LV cavity geometry or
transmitral flow variation. Several studies haverbexamined vortex ring properties within LV;
however, there has not been a fundamental studprex ring interaction with flexible-walled
confinement. The only recent fundamental studyanfined vortex ring was conducted by
Stewart et al. (1, 2), which studied the vortexgritynamics within rigid open-ended radial

confinements - the effects of axial confinement #iexibility were overlooked.
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Figure 6-1 Schematic of findings in this study. A) vortergidynamics within semi-spheroidal
domains. B) Effects of confinement shape on voritex behavior. C) Effects of inflow profile in
diastolic dysfunction on vortex ring properties
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In the first section of this study, we studied earting dynamics within semi-spheroidal flexible-
walled confinement, which was the first time toestigate the vortex ring fundamentally within
such confinements. Based on the physiological rafiewave duration, deceleration time, and
Reynolds number in the left ventricle, we chosaraye of filling time (as an E-wave duration),
acceleration to deceleration time ratio (AT/DT)danflow velocity as an input inflow to the
idealized model of the LV (semi-spheroidal). Wedstigated all inflows in three different aspect
ratios of geometries, such that semi-oblate, hemeigy and semi-prolate. We concluded for a
given Re, AT/DT, and filling time, the circulatigrinch-off time was unaffected by confinement
shape. By increasing axial confinement (i.e., sprolate to semi-oblate), we concluded 1) the
peak circulation was decreased up to 10%, 2) ticelation decayed earlier, and 3) the
circulation rate of decay was faster. By increag\iigDT (sharper deceleration), the pinch-off
vortex ring was delayed. According to Gharib e(3), the pinch-off time happens at¥ L/D
(formation number), where L and D are stroke leragtti piston diameter of the orifice in a
cylinder-piston arrangement of vortex generatom @ach-off time results for different AT/DT

deviated from L/D. Therefore, we introduced a coticen factor into the theoretical pinch-off

time as——. The modified formation number based on the cdjnacfactor,( A ) L

AT+DT AT+DT/ D
was strongly correlated with our results. By insiag Re, the onset of circulation decay was
delayed; however, the decay rate was increasedaftiet end, by increasing filling time, the

peak circulation was increased.

In early diastole (E-wave), the untwisting of thé imuscles results in blood suction into the LV,
and the blood flow enters the LV because of actia# movement (active-filling). However, all
of the above experiments were conducted underveafiing, such that the flexible walls were
moved because of inflow momentum (passive-filling)erefore, it was relevant to compare
active and passive-filling for at least one of thst conditions. Velocity vector fields, pressure

contours, and vortex ring circulation from actiwisfg showed an insignificant difference
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between the two types of fillinghe results from this investigation can be usedifaterstanding
the vortex ring properties within different shapéshe LV and potentially can lead to diagnostic

techniques in cardiology.

Further investigation was conducted on vortex dggamics within the left ventricle under
diastolic dysfunction conditions. Based on the itsfuom the first part of this study, we
designed our tests am-vitro experiments to investigate the role of 1) shaphelV, and 2)
transmitral flow on vortex ring formation and profies within the LV. We examined the fluid
flow pattern within a normal LV with three differeBEDVs and also within an HCM geometry to
characterize the effects of LV shape on vortex dpgamics. Within the high-EDV, the vortex
ring broke down later at a time, had a larger dimend also had a 20% higher peak circulation
value when compared to the low-EDV. The vortex wnget of decay was earlier in the HCM
geometry compared to the normal LV. Also, the pinffitime remained unaffected by changing
the geometry from normal LV to HCM geometry. Afterderstanding the effects of LV
geometry on vortex ring properties, we investigdtedrole of transmitral flow on vortex ring
dynamics. Transmitral flows correspond to the ndrrage along with three grades of diastolic
dysfunction were examined in anvitro left heart simulator. Results showed that the @brm
inflow compared to the diastolic dysfunction infle\generates a more robust vortex ring, which
had the highest penetration toward the apex. Thdtssfrom this study enrich our fluid
mechanical understanding of vortex ring dynamidhiwithe LV in diastolic dysfunction and

potentially can be helpful for future heart failutiagnostics.

6.1. Potential applications

Studying the vortex ring mechanism will be usefubther communities besides cardiovascular

applications. As an example, a diaphragm pump masrabrane to generate pulsatile flow and
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correspondingly forms vortex rings. Therefore, gtng the behavior of the vortex ring in

confined domains will have broader impact and &afibns.

6.2. Future work

In this study, we examined the entire field of viefaconfinement to evaluate vortex ring
properties when it interacts with flexible wallsowever, for a better understanding of the vortex
ring breakdown mechanism, we need to investigaediticies on the wall. As a result, a
zoomed-in PIV very close to the wall will help irstiggate the formation of secondary vorticies.
Also, this would be helpful to determine any diéfiace between active and passive filling since

the source of flow in the passive filling is walbrements.

This work looked at the multiple planes of PIV &ach experiment; however, the nature of flow
in the LV is three dimensional, and the vortex ryggpmetry is very complex. As a result, we
suggest conducting further investigation on vorteg behavior using a 3D PIV to get a better

understanding of vortex ring behavior.
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