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OSCILLATION PHENOMENA FOR LINEAR 

DIFFERENTIAL SYSTEMS IN A B*-ALGEBRA

1. Introduction . In recent years many r esu lts  have been estab lish ed  

concerning properties of so lu tio n s  of the s e lf -a d jo in t  lin ea r  matrix 

d if f e r e n t ia l  system

U' = A(t)U + B(t)V ,
(1. 1)

V' = C(t)U -  A*(t)V, 

and the associa ted  R icca ti d i f f e r e n t ia l  equation

(1 .2 )  W’ + WA(t) + A*(t)W + WB(t)W -  C(t) = 0,

where A (t) , B (t) , and C(t) are m atrix valued fu n ction s. Many r e su lts  

concerning disconjugacy and o s c i l la t io n  phenomena, and Sturmian-type 

comparison theorems, are presented  in  books by Hartman [2] and Reid [11]. 

More rec e n tly , H ille  [5] has considered n o n o sc illa tio n  p rop erties for the  

s e lf -a d jo in t  lin ea r  d if f e r e n t ia l  system where the fu nctions A (t ) , B (t) ,  

C (t) , U (t ) , and V(t) assume th e ir  values in  a B*-algebra.

The p r in c ip a l o b jec tiv e  of th is  paper i s  to extend r e s u lt s  for the 

m atrix d if fe r e n t ia l  systems (1 .1 )  and (1 .2 ) to corresponding d if fe r e n t ia l  

equations wherein the c o e f f ic ie n t  functions and so lu tio n s  assume th e ir  

va lu es  in  a B*-algebra. In S ection s 2 and 3 we examine elementary proper

t i e s  o f B*-algebras and so lu tio n s  o f the lin ear  d if f e r e n t ia l  system and 

th e R icca ti d if fe r e n t ia l  equation in  a B*-algebra. In S ection  4 sev era l
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prelim inary r e s u lt s  concerning n o n o sc illa tio n  of the lin ea r  d if f e r e n t ia l  

system on a compact in terv a l are presented, and the re la tio n sh ip  of non

o s c i l la t io n  p rop erties to the ex isten ce  of so lu tio n s  of the two-point 

boundary value problem is  d iscu ssed . In Section  5 we consider disconjugacy  

p rop erties of so lu tio n s  of the lin ea r  system and th e ir  r e la t io n  to  a 

p a rticu la r  herm itian form on th e B*-algebra, which i s  a g en era liza tio n  of  

the D ir ic h le t  fu n ction a l frequ en tly  employed in  the study of matrix d i f 

fe r e n t ia l  system s. The herm itian form i s  a lso  employed in  Section  6 to  

e s ta b lish  necessary and s u f f ic ie n t  conditions for the lin ea r  d if f e r e n t ia l  

system to be n o n o sc illa to ry  on a compact in te r v a l. Also in  th is  sec tio n  

sev era l Sturmian-type comparison theorems are proved. In Section  7 we 

consider cases wherein so lu tio n s  of the nonlinear R icca ti d if fe r e n t ia l  

equation e x is t  on an in f in i t e  in te r v a l, and e s ta b lish  bounds on the growth 

o f so lu tio n s . Necessary and s u f f ic ie n t  conditions for  the lin e a r  system  

to  be n o n o sc illa to ry  for  large  t  are presented in  Section 8. F in a lly , in  

Section  9 we consider s u f f ic ie n t  conditions for  the lin ea r  d if f e r e n t ia l  

system to be o s c i l la to r y  fo r  la rg e  t .

2. P rop erties o f a B *-algebra. In th is  sec tio n  we d e fin e  a 

B*-algebra, and consider sev era l elementary properties which are required  

in  the proofs w ith in  th is  paper.

A Banach space i s  a normed lin ea r  vector space over a sca la r  f i e ld ,  

which i s  complete in  the m etric determined by i t s  norm. A Banach algebra  

i s  a Banach space w ith an a s so c ia t iv e  m u ltip lica tio n  d efin ed , and such 

that the in eq u a lity  ||xy|| < | x |  ||y|| holds fo r  a l l  elements x ,y  in  the 

space. A Banach algebra i s  sa id  to  be un ita 1 i f  there e x is t s  an element 

e such that xe = ex = x for  each element x in  the algebra, and ||e|| = 1.



Furthermore, in  a u n ita l Banach algebra, an element x i s  said  to be non-
-1

s in g u la r , or regu lar , i f  th ere e x is t s  an elem ent x in  the algebra such 
-1  -1that XX = X X = e; i f  an element f a i l s  to be nonsingular, i t  i s  said  

to  be s in g u la r . I f  i s  a u n ita l Banach algebra over the complex sca lar

f ie ld  r and x i s  an element o f "S, the spectrum of x i s  defined to be

a(x) = {X e  r I Xe -  X i s  s in g u la r} .

A complex u n ita l Banach algebra ]0 is  sa id  to be a B*-algebra i f  i t  

has an involutory  operation ( )*  possessing  the follow ing properties:

( i )  For each x e  © there e x is t s  â  unique x* £  © , and (x*)* = x .

( i i )  (x +  y)*  = X *  + y* .

( i i i )  (ax)* = ax*, where a ^  the complex conjugate o f an element 

a i^  the complex sca la r  f i e l d .

( iv )  (xy)* = y*x*.

(v) ||x*x|l = ||x |p .

An element x £  # i s  sa id  to be symmetric, or herm itian, i f  x = x*.

Furthermore, we require th at the follow ing a d d itio n a l properties hold: •

(v i)  Each symmetric element has £  r ea l spectrum.

( v i i )  The c o lle c t io n  of symmetric elem ents w ith non-negative r ea l  

spectra  forms a p o s it iv e  cone, i . e . ,  the se t  is  closed under

a d d itio n , m u ltip lica tio n  by p o s it iv e  sc a la r s , and passage to

the l im it .

( v i i i )  Each element o f th e  form x*x has ^  non-negative real spectrum.

For convenience, the n o ta tion  x > 0, [x > 0 ] ,  w i l l  be employed

whenever x i s  symmetric and has a p o s it iv e , [n on-negative], spectrum; in  

th is  ca se , x i s  said  to be a p o s it iv e , [non-n egative], element. I t  i s
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c lear  th at x is  a nonsingular element whenever x > 0. Furthermore, the 

notation  x > y , [x > y ] , w i l l  be used whenever x and y are symmetric and 

x - y  > 0 , [ x - y  > 0 ] .  I t  i s  e a s ily  v e r if ie d  th at the r e la t io n  x > y ,

[x > y ] , determ ines a p a r tia l ordering on a B*-algebra.

The d e f in it io n  given above for a B*-algebra i s  that employed by 

H ille  [5; p . 110]. One example of a B*-algebra is  the algebra of n by n 

m atrices w ith  complex e n tr ie s . For th is  B*-algebra the in vo lu tion  opera

tion  i s  defined so that A* denotes the conjugate transpose o f a matrix A. 

Another example of a B*-algebra i s  the fo llow in g , which i s  encountered 

frequently in  fu n ction a l a n a ly s is . I f  ^  i s  a complex H ilbert space, 

then the a lgebra of a l l  bounded lin ea r  transformations on is  a B*-algebra. 

In th is  ca se , i f  A i s  a bounded lin ea r  operator, then A* represents the  

adjoint transform ation. In fa c t ,  Richart [12; p. 244] has shown that 

every B*-algebra i s  iso m etr ica lly  *-isomorphic to an algebra of bounded 

lin ear  transform ations over a complex H ilbert space.

The fo llow in g  theorem concerns the ex isten ce  of nonsingular elements

in  a B*-algebra 1B and the con tin u ity  o f the inverse operation.

THEOREM 2 .1 . jCf x^ 6 ® ia nonsingular, and x e  ® such that

I I X  -  x j i  <

then X is  ̂ s in g u la r . Furthermore, in  th is  case

W x-i -  x ; ^ l l  1  -  x j i / ( i  -  U x ; i | |  IIX -  x j i ) .

so that the inverse operation i s  continuous.

The f i r s t  statem ent in  the theorem i s  proved in  H ille  [5; p . 107] 

and im p lies that the s e t  of nonsingular elements in  TB i s  an open s e t .

The method of proof is  s im ila r  to a proof given by Taylor [14; p. 164]
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to  show the e x is ten ce  o f in v erses  of transform ations on a Banach space.

The second statem ent in  the theorem may be proved by the method given by 

T aylor.

The fo llow in g  two theorems concerning the spectrum o f an element are

presented in  H ille  [5 ]; Theorem 2 .2  i s  evident from the d iscu ssio n  on pages

108-112, and Theorem 2 .3  i s  found on page 486.

THEOREM 2 .2 . ^  x ^  symmetric element of IQ, then

II"II * =“Pxea(x)l^l-
THEOREM 2 .3 . The u n it  element e i^  p o s i t iv e . The in v erse  of a 

p o s it iv e  element x le  p o s i t iv e , and

a (x  = {X  ̂ I X 6  o (x )} .

Furthermore, i f  o (x ) c  [a ,B ], a > 0 , then

-1 -1 -1
ae < X < Be, and B e < x < a e .

Moreover, any in te g r a l power o f ^  p o s it iv e  element x ie  p o s i t iv e . In

p a r tic u la r , i f  o (x ) C [a,B]» a > 0 , then

a ^ e  < x ^  < B ^ e .

Theorems 2 .2  may be used to prove the fo llow in g  important r e s u lt .  

THEOREM 2 .4 . I f  x le  ^  symmetric element of ® , then

-  IIx||e < X < ||x||e.

Furthermore, i f  x^, x^ are symmetric elem ents of ■© such th at 0 < x^ s x^, 

then llx^ll < ||x^||.

I f X i s  symmetric, then | x |  < Hx|| for  each X B  o (x ) . Therefore we 

must have o(x) C [ - | |x | | , | |x | |] , and hence - ||x ||e  < x  ̂ ||x ||e. I f  0 < x^ < Xg, 

then from the f i r s t  part o f  the theorem we have x^ < ||x^ ||e , and hence
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0 < < ||xg||e. This im p lies that a(x^) c  [0 ,||x g ||]  and consequently, by

Theorem 2 .2 , we have ||x^|| < | | | | .

The next theorem demonstrates th at cer ta in  elem ents o f a B*-algebra 

have square r o o ts .

THEOREM 2 .5 . Let b €  iB ^  such th at b > 0 , [b > 0 ] . Then there
2

e x is t s  an element ra e $  such that m > 0 , [m > 0 ] ,  and b = m .

H ille  [5; p . 486] proves the above theorem fo r  the case where b > 0 ,  

by expressing m in  terms of an in te g r a l in  the complex plane. For the 

case where b > 0 , Rickart [12; p. 183, and p. 231] employs a power ser ie s  

expansion used in  complex v a r ia b le  theory to obtain  a non-negative square 

root o f b . The power s e r ie s  expansion i s  a lso  employed by Reid [9] to 

obtain  square ro o ts  of non-negative herm itian m atrices; h is  method of 

proof i s  e a s ily  adapted to prove the above theorem.

The two fo llow in g  theorems are a c tu a lly  c o r o lla r ie s  to Theorem 2 .5 .

THEOREM 2 .6 . Let b > 0 W ^  element of & ^  a any element of

then a*ba > 0 .
2Let m > 0 be the element in  ® such that m = b . Since m is  

symmetric, we have a*ba = a*rama = (ma)*(ma). Therefore by property ( v i i i )  

o f a B*-algebra, i t  fo llow s that a*ba > 0 .

THEOREM 2 .7 . Let b > 0 ^  ^  element o f ^  a ^  an element o f

b such that a*ba = 0 , then ba = 0 .

I f  m i s  the non-negative square root of b guaranteed by Theorem 2 .5 , 

then a*ba = (ma)*(ma) = 0 . By property ( v ) , we have ||ma|| = 0; conse

quently , ma = 0 and ba = m(ma) = 0 .

Like many of the theorems of th is  s e c t io n , the fo llow ing  r e su lt  is  a 

g en era liza tio n  o f a theorem on transform ations in  H ilb ert spaces.



THEOREM 2 .8 . If  ̂ a and b are elements o f 10 such that 0 < a < b ,
-1  -1then 0 < b < a

I f  m > 0 i s  the p o s it iv e  square root o f b , then

-1  -1  - 1 ,  V -1e -  m am = m (b -  a)m > 0.

-1  -1Therefore, 0 < m am < e , and by Theorem 2 .3  i t  fo llow s that
-1  - l . - l  -1e < (m am ) = ma m. Furthermore, we have

—1 . —1 —1 , 2 . - 1  - 1 /  —1 V - 1  _a -  b = a -  (m ) = m (ma m -  e)m > 0,

-1  -1so that 0 < b < a

We w il l  freq u en tly  require the use of in te g r a ls  throughout th is  

paper. The ordinary Riemann-type in te g r a l, such as d iscussed  in  H ille -  

P h il l ip s  [6; pp. 62-71] i s  s u f f ic ie n t  for the methods in  th is  paper. I f

IT = {t^  = a , t ^ , ' '" , t ^  = 8] i s  a p a r tit io n  of the compact in te r v a l [ a ,6 ] ,

and the values are chosen so that t ^ < t^ fo r  i  = 1 ,2 , • • • ,n ,

we defin e

S (b ;n :a ,8 ) = (t^ -  t^_j^)b(x^),

where b ( t )  i s  a 28-valued fu n ction  on [a ,8 ] .  Let ||x || denote the norm of

the p a r tit io n , defined as | x j] = max{t^ -  t^ _^ ji = l ,2 ,* * * ,n } .  The

function  b (t)  i s  said  to  be in tegrab le  on [ a ,8] i f  S (b ;n :a ,8 ) tends to a

lim it  in  29 as the norm of the p a r t it io n  approaches zero. The l im it  i s  
f8

denoted by b ( t )d t ,  and i s  c a lle d  the in te g r a l o f b ( t )  on [ a ,8 ] . I t
■'a

i s  e a s ily  shown that b ( t )  i s  in tegrab le  on [ct,8] whenever b (t)  i s  con

tinuous or p iecew ise continuous.

I f  b ( t)  i s  a continuous 26-valued fu n ction , and tr = 

i s  any p a r tit io n  o f [ a ,8]» then



8

| | s (b;ï ï;a ,g) Il < I | b ( T ^ ) | |  (t^ -  t^ ^).

As the norm of ir approaches zero, the quantity o f the l e f t  member of th is  

re la t io n  approaches | | |  b ( t )d t || ,  whereas the r ig h t term tends to the

Riemann in teg r a l o f the continuous rea l-va lued  function [ |b (t) ||.  Conse

quently, we have the fo llow in g  resu lt .

THEOREM 2 .9 . I f  b ( t )  i s  a continuous -valued function  on [a ,S ] ,  

a < 3, then

r3 f3
II b(t)dt| |  < | |b ( t ) | |d t .
•'a •'a

THEOREM 2 .1 0 . Let b ( t )  be a continuous -valued fu nction  on the

in terv a l [ a ,3 ] , a < 3. If. b ( t )  > 0 on [ a ,3] then

f3
b(t)dt > 0 .

' a

Furthermore, i f  b ( t )  > 0 on [ a ,3], then

r3
b(t)dt  > 0.

a

I f  b (t)  > 0 on [ a , 3 ] , then for each p a r tit io n  it we have

^ i= l (^i ■ ^

by property ( v i i )  o f a B*-algebra. Therefore, passing to the l im it  as
fg

IIITII approaches 0 , we find  th at J b ( t )d t  > 0 . I f  b (t)  > 0 on [ a ,31» then 

b ^ (t) < IIb ^ ( t ) ||e .  Furthermore, s in c e  b (t)  i s  continuous on [a ,3 l>  by 

Theorem 2 .1  the inverse operation i s  continuous so that ||b ^ (t) || i s  a 

continuous rea l-va lued  fu nction  on [ a ,3 ]. I f  X is  a p o s it iv e  rea l number 

such that ||b ^ (t) || < X on [ a , 31, then b ^ (t) < Xe and 0 < X ^e < b ( t ) .  

Consequently, we find  that



f0 -1
b ( t )d t  > (3 -a )X  e > 0 ,

'a

and the theorem i s  proved.

We w i l l  frequently  use the concept of a d er iv a tiv e . I f  a ( t )  is  a 

B  -valued function on an open s e t  and t^ e  the fu n ction  a (t )  i s  

sa id  to be d if fe r e n t ia b le  a t  t^ provided

lim  a(tp  + h) -  a(tp )

h %  h

e x is t s ;  as usual, the lim it  i s  denoted by a ' ( t ^ ) .  In p a r tic u la r , i f  b (t)  

i s  a continuous fu nction  on [ a , 3] and a (t )  i s  defined as equal to  

f b (s)d s  on [a,3]> then fo r  each t  e  ( a , 3) the d er iva tive  a ' ( t )  e x is ts

and i s  g iven  by b ( t ) ;  the above statement i s ,  of course, a form of the

fundamental theorem o f in teg r a l ca lcu lu s .

THEOREM 2.11 . Let b ( t )  >. 0 ^  ^  continuous, B -valued function on
C3

the in ter v a l [a ,3 ] .  I f  I b (s)d s  = 0 , then b (t)  = 0 on [ a ,3 ] .

I f  a ( t )  is  defined  to be the in teg ra l b (s )d s , then c lea r ly
J(X

a (t )  = 0 on [ a , 3 ], and consequently a * (t)  = 0 on ( a ,3 ). Therefore, 

b ( t )  = a * (t )  = 0 on ( a , 3 ), and by the con tin u ity  of b (t)  we have b (t)  = 0 

on [ a , 3 ] .

I f  B  i s  a Banach algebra, i t  w i l l  have a nonempty subset o f 

elements which are ca lled  com pletely continuous or compact. An element 

c £  i s  said  to  be compact i f  for each bounded sequence {x^^ in  ®  the 

sequence {cx^} contains a convergent subsequence. I f  T  ̂ i s  defined to 

be the bounded lin ea r  operator on the Banach algebra B such that 

T^(x) = cx for each x £  B , then c lea r ly  c i s  a compact element of "S i f

and only i f  the bounded lin e a r  operator T̂  i s  a compact operator.
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Therefore r e su lts  pertain ing to compact operators on a Banach space may 

be tran sla ted  to  obtain r e su lt s  for  compact elements of a Banach algebra. 

R esu lts found in  Taylor [14; pp. 274-281] and Narici-Bachman [8; pp. 286- 

295] enable us to e s ta b lish  the fo llow in g  theorem.

THEOREM 2 .12 . Let S  W  £  Banach a lgeb ra . Then the fo llow in g  

p rop erties are v a lid ;

(a) c^ and c^ are compact elem ents o f ®  and a ,g are s c a la r s , 

then ac^ + gc^ compact.

(b) c compact and a e. "8, then ac and ca are compact.

(c) {c^} ^  sequence o f compact elements converging to an

element c e  ©, then c ^  compact.

(d) I f  b is  nonsingular, and c i^  compact, then the element b + c 

i s  such that e ' ther b + c nonsingular, or there ex i s  ts  an 

X 0 such that (b + c )x  = 0 .

As a consequence o f Theorem 2 ,1 2 , we are ab le  to prove the fo llow 

ing r e su lt  which w i l l  be used in  Section  5 .

COROLLARY. Let a (t )  and c ( t )  ^  continuous 8 -valued fu n ction s on

th e in terv a l [ a ,g ] . ^  c ( t )  ^  compact fo r  each t  6  [ a ,g ] , then the

in teg r a ls

rB8
a ( t ) c ( t ) d t ,  and

a
c ( t )a ( t )d t  

a

are compact elements of '0 .

3. B asic properties of so lu tio n s  of the lin ea r  d if f e r e n t ia l  system  

and the R icca ti equation. Let I  be a r e a l in terv a l of the form (a^ ,“) ,  

where > -  «>, and l e t  a ( t ) ,  b ( t ) ,  and c ( t )  be continuous 8 -v a lu e d
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fu nctions on I such that b (t)  and c ( t )  are symmetric for  each t e l .

This s ec tio n  w i l l  be concerned w ith p rop erties o f so lu tio n s of th e s e l f -  

ad jo in t d i f f e r e n t ia l  system

(3 .1 )

L ^ [u ,v ](t) = -v ' + c ( t )u  -  a * (t )v  = 0,

LgEu/vjCt) = u' -  a ( t )u  -  b ( t )v  = 0 ,

for t  e  I ,  We s h a ll  a lso  consider p roperties o f so lu tio n s  of the a s so c i

ated R icca ti d i f f e r e n t ia l  equation

(3 .2 ) K[w](t) E w' + w a(t) + a*(t)w  + wb(t)w -  c ( t )  = 0 ,

on su b in terva ls o f  I .

A pair of 18-valued functions ( u ( t ) ,v ( t ) )  i s  sa id  to  be a so lu tio n

of system (3 .1 ) i f  both u ( t )  and v ( t )  are continuously d if fe r e n tia b le  on

the in terv a l I ,  and s a t is fy  the d if f e r e n t ia l  equations (3.1) for  each

value t  £  I .  S im ila r ly , a iB-valued function  w (t) i s  sa id  to be a

so lu tio n  of the R icca ti equation (3 .2 ) on a su b in terva l of I i f  w (t)

i s  continuously d if fe r e n t ia b le  on and equation (3 .2 ) is  s a t is f ie d  for

each t  £  I .o
As a sp e c ia l  case o f system (3 .1 ) ,  we a lso  consider the lin ea r  

second-order d if f e r e n t ia l  equation

(3 .3 ) [r ( t )u '  + q ( t )u ] '  -  [q * (t)u ' + p (t)u ] = 0 ,  t £ • ! .

I t  i s  assumed th a t r ( t ) ,  q ( t ) ,  and p (t)  are continuous iB-valued fu n ction s  

on I ,  r ( t )  and p (t)  are symmetric, and r ( t )  > 0 on I .  A continuously  

d if fe r e n t ia b le  fu nction  u (t)  i s  sa id  to be a so lu tio n  o f (3 .3 ) i f  

r ( t ) u ' ( t )  + q ( t )u ( t )  i s  a lso  continuously d if fe r e n t ia b le  on I ,  and equa

tio n  (3 .3 )  i s  s a t is f ie d  for each t  £  I .  I f  u ( t )  i s  a so lu tio n  o f (3 .3 ) ,
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and v ( t )  i s  defined as r ( t ) u ' ( t )  + q ( t )u ( t )  on I ,  then i t  may be e a s i ly  

v e r if ie d  th at (u ,v ) i s  a so lu tio n  of system (3 .1 )  under the id e n t if ic a 

tio n  a ( t )  = -r  ^ ( t ) q ( t ) ,  b ( t )  = r ^ ( t ) ,  and c ( t )  = p (t)  -  q * (t)r  ^ ( t ) q ( t ) .  

Since r ( t )  and p ( t )  are symmetric, the corresponding functions b ( t )  and

p (t)  are a lso  symmetric as required in  system (3 .1 ) ;  in  addition , we have 

"1b (t)  = r ( t )  > 0 on I .  F in a lly , a p a rticu la r  con d ition  i s  said  to  hold 

for equation (3 .3 )  i f  and only i f  the condition  holds fo r  the system  

w ritten  in  the form of system (3 .1 ); th ere fo re , a l l  the r e su lts  of th is  

paper given  for system (3 .1 ) a lso  apply to any equation of the form (3 .3 ) .

The fo llo w in g  theorem shows that so lu tio n s  to the in i t i a l  value  

problem e x is t ,  and are unique for system ( 3 .1 ) .

THEOREM 3 .1 . u^, v^ e  S  and t €  I ,  then there e x is ts  ^  unique

so lu tio n  (u (t)  ,v ( t ) )  o£ system (3 .1 ) on I such that u ( t )  = u  ̂ and v ( t )  = v^.

I t  may be v e r if ie d  rea d ily  that ( u ( t ) ,v ( t ) )  i s  a so lu tio n  of (3 .1 )  

determined by the i n i t i a l  values u ( t )  =  u^, v ( t )  = v^, i f  and only i f  the  

in teg r a l equations

ft
[a (s )u (s )  + b ( s ) v ( s ) ] d s .u ( t )  = Ug + f

^ T

(3 .4 )

- V
° Jt

v ( t )  = V + 1  [c (s )u (s )  -  a * ( s )v ( s ) ] d s .

are s a t is f ie d  fo r  each t  & I .  Moreover, to  show that so lu tio n s o f (3 .4 ) . 

e x is t  and are unique on I ,  i t  s u f f ic e s  to  prove the ex isten ce  and unique

ness o f  so lu tio n s  on each compact sub in te r v a l [a , 3] o f I which contains  

T .  The c la s s ic a l  method o f su ccessiv e  approximations may be employed to  

show the e x is ten ce  of a so lu tio n  (u (t) , v ( t ) )  o f (3 .4 ) on an in terv a l  

[ a ,3 ] .  The uniqueness of so lu tio n s  o f (3 .4 ) on an in ter v a l [ a ,3] may be
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demonstrated e a s i ly  by the use of the well-known Gronwall ineq u ality ; s e e ,  

for example, Reid [11; p. 1 3 ]. I t  i s  a lso  to be noted that Theorem 3 .1  i s  

an immediate consequence of a r esu lt  given by Bourbaki [1; p. 27] for  

lin ea r  d if f e r e n t ia l  equations on the Banach space x  "0 where || (x ,y)||

i s  defined as j[x|j + ||y || for elements x ,y  elB*

In the fo llow ing theorem, we show that so lu tion s of the in i t i a l  value  

problem are continuous with respect to the function c ( t ) .

THEOREM 3 .2 .  Let u^/v^ G "S and t  e  [ a ,3]. Let ( u ( t ) ,v ( t ) )  W the 

unique so lu tio n  o f system (3 .1 )  sa t is fy in g  u (t)  = u^, v ( t )  = v^. ^  e i s

any p o s it iv e  r e a l  number, then there e x is t s  £  p o s it iv e  number 6 such that 

the so lu tio n  ( u ( t ) ,v ( t ) )  o f the system

u' = a ( t )u  + b ( t)v ,

(3 .5 ) v '  = c ( t ) u  -  a* ( t )v ,  t  e [ a , 3] ,

u (t) = u^, v (t) = v^,

s a t i s f i e s  | |u ( t )  -  u(t) | |  < e on [a ,3] whenever |c ( t )  -  c( t ) | |  < 6 on [ a ,3 ] .

With the a id  o f Gronwall's in eq u a lity , i t  can be shown that for  

t  e  [ a ,3] we have

| |u(t)  -  u(t) | |  + l |v(t)  -  v( t) | |  < max^ ||c(s) -  c(s) | |  ||u(s)H }exp{ (3-a)k>

where k is  a r e a l  number such that

ja (s)l| + |c (s ) l l  + ||c (s )  -  c ( s ) |  < k, and 

IIa(s)II + ||b(s)|| < k 

for s e  [ a ,3 ]. The proof o f  Theorem 3 .2  i s  now immediate from the above 

in eq u a lity . Moreover, i t  i s  to be noted that so lu tion s o f system (3 .1 )  

on an in terv a l [ a , 3]  are continuous with respect to the i n i t i a l  data t , 

u^, and v^, and the functions a ( t ) ,  b ( t ) ,  and c ( t ) ;  again , the r e su lt  i s
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esta b lish ed  by the use of Gronwall's in eq u a lity .

I f  (u ^ (t ) ,v ^ (t ) )  and (u2 ( t ) ,V 2 ( t ) )  are so lu tio n s of system (3 .1 ) , i t  

i s  e a s ily  v e r if ie d  that (u *(t)v 2 ( t )  -  v * (t )u 2 ( t ) )*  = 0 on I .  Therefore, 

we have the fo llow in g  r e su lt .

THEOREM 3 .3 . (u ^ (t) ,v ^ (t))  and (u 2 ,( t ) ,V 2 ( t ) )  are so lu tion s of

system (3 .1 ) on I , then u * (t)v 2 ( t )  -  v * (t)u 2 ( t )  H constant on I .

Two so lu tio n s  (u^,v^) and (“ 2 1 ^ 2 ) of system (3 .1 ) are said to be 

mutually conjoined , or simply conjoined. i f  u * (t)v 2 ( t )  -  v * (t)u 2 (t )  = 0 

on I .  Furthermore, a so lu tion  (u ,v ) of system (3 .1 ) i s  sa id  to be s e l f -  

conjoined whenever u * (t)v (t )  E v * (t )u (t )  on I .

The fo llow in g  theorem esta b lish es  the re la tio n sh ip  of so lu tion s of 

the lin ea r  d if fe r e n t ia l  system (3 .1 ) with so lu tio n s of the R iccati d i f 

fe r e n t ia l  system (3 .2 ) . A sim ilar  theorem for matrix d if fe r e n t ia l equa

tio n s  may be found in  Reid [11; p . 101].

THEOREM 3 .4 . Suppose ( u ( t ) ,v ( t ) )  i s  a so lu tio n  of system (3 .1 ) on I 

such that u (t)  nonsingular on ^  sub in ter v a l I .  Then w(t) =

v ( t )u  ^ (t) ^  so lu tion  of the R icca ti equation (3 .2 ) on I^. Conversely,

i f  w (t) ia  so lu tio n  of (3 .2) on £  sub in terval I q ô  I ,  then there e x is t s  

^  so lu tio n  ( u ( t ) ,v ( t ) )  of̂  system (3 .1) on I such that u (t)  nonsingular 

on and w (t) = v (t )u  ^ (t) . In  each c a se ,

u * (t)[w (t)  -  w * (t)]u (t) = u * (t)v (t )  -  v * ( t ) u ( t ) ,  for  t  6  I^,

so that w (t) 3̂  symmetric so lu tio n  i f  and only i f  (u ,v) ^  se lf-co n jo in ed .

I f  (u ,v ) i s  a so lu tio n  of (3 .1 ) on I ,  and u (t) i s  nonsingular on I^,

then u ^ (t) i s  continuously d if fe r e n t ia b le  on I^ and [u ^ ( t ) ] '  =

-u  ^ ( t ) u '( t )u  ^ ( t ) .  I t  can be v e r if ie d  d ir e c t ly  that w (t) = v (t)u  ^(t)

s a t i s f i e s  equation (3 .2 ) on Ig.
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Suppose w (t) i s  a so lu tio n  of (3 .2 ) on I^. Let x e  I^, and l e t  u (t)  

be the unique so lu tio n  o f  the i n i t i a l  value problem u ' ( t )  = h ( t ) u ( t ) ,  

t  e  I^, and u ( t )  = e , where h ( t )  = a ( t )  + b ( t )w (t ) . The fu nction  u (t)  is  

nonsingular on I^, with i t s  inverse determined by the so lu tio n  of the 

system [u ^ ( t ) ] ’ = -u ^ ( t ) h ( t ) ,  u ^(x) = e . One now d efin es  v ( t )  = w (t)u(t) 

on I^; su b stitu tio n  o f (u ,v ) in to  the d if fe r e n t ia l  system (3 .1 )  shows that 

( u ( t ) ,v ( t ) )  i s  indeed a so lu tio n  on with u (t)  nonsingular. The domain 

of d e fin it io n  o f the fu n ction s u ( t)  and v ( t )  can be extended to  I  in  a 

manner such th at ( u ( t ) ,v ( t ) )  i s  a so lu tio n  of system (3 .1 ) on I .  The 

la s t  statement of the theorem fo llow s from the equation w (t) = v (t )u  ^ (t ) .

The previous theorem can be used to  prove the lo c a l  ex isten ce  and 

uniqueness of so lu tio n s  to  the R icca ti d if fe r e n t ia l  equation.

THEOREM 3 .5 .  Let w e  70 and x e  I .  Then th ere e x is t s  a p o s it iv e  —  o -----  ------  —' ------------- ---------

rea l number 6 and a 76-valued function  w (t) defined on (x -6 ,x  + 6) such 

that w (t) i s  the unique so lu tio n  o f the R iccati equation (3 .2 ) on the 

in terva l (x -6 ,x  +6) s a t is fy in g  w(x) = w^.

Let (u (t ) ;V (t ) )  be the so lu tio n  o f system (3 .1 ) on I such that 

u(x) = e , v (x) = w^. Since u(x) i s  nonsingular, th ere e x is t s  a 6 > 0 such

that u (t)  i s  nonsingular on (x -6 ,x +  6 ) .  By Theorem 3 .4 , we have that

w (t) = v ( t )u  ^ (t)  i s  a so lu tio n  of th at R icca ti equation on (x -6 ,x  + 6) 

which s a t i s f i e s  w(x) = w^. To show uniqueness, suppose that w (t) i s  a 

so lu tion  o f th e R icca ti equation on a subinterval of (x - 6 ,x + 6 )  such 

that w(x) = w^. By Theorem 3 .4 , there e x is ts  a s o lu t io n  (u ,v ) of system

(3 .1 ) such th at w (t) = v ( t )u  ^ ( t ) .  Furthermore, we have v (x )u (x ) = w^,

so that v (x ) = w^u(x) = v (x )u (x ) . However, by the uniqueness of so lu tion s  

of system (3 .1 ) i t  fo llo w s th at u ( t )  = u (t)u (x ) and v ( t )  = v ( t )u (x )  on
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the in terv a l I^ . Therefore, we find  th at w (t) = v (t )u  ^ (t) = v ( t )u  ^ (t)  = 

w (t) on I^, and hence so lu tio n s  of the R icca ti equation are lo c a l ly  unique.

The fo llow in g  lemma i s  used to e s ta b lis h  the n on sin gu larity  of u (t)  

a t cer ta in  poin ts in I  and w i l l  be employed in  Theorem 3 .6 ,

LEMMA 3 .1 . Let u (t)  ^  a_ continuous '8 -valued function  on the f i n i t e  

in te r v a l [ a ,3] such that u (t)  ^  nonsingular on [a ,3 ) . Then u ( t )  i s  non

sin gu lar  a t  t  = 3 if^ and only i f  ||u \ t ) | |  i £  bounded on [a ,3 ) •

I f  u(3) i s  nonsingular, then u ^ (t)  and ||u ^(t) || are continuous 

fu nctions on the compact in ter v a l [ a ,3 ] , and therefore ||u ^ ( t ) |  i s  bounded 

on [a ,3 ) .  Conversely, suppose that ||u ^ (t ) || i s  bounded by a p o s it iv e  

r e a l number k on [a ,3 ) . By the co n tin u ity  o f u ( t ) ,  there e x is t s  a 

T e  [ a ,3) such that ||u(x) -  u(3)|| < K and consequently

| | u ( t )  -  u(3)l| < 1/liu

By Theorem 2 .1  we conclude th at u(3) i s  nonsingular, and the lemma is  

proved.

The fo llow ing r e su lt  i s  e sta b lish ed  rea d ily , and w i l l  be employed in  

S ection  6.

LEMMA 3 .2 . Let u (t)  ^  ^  continuous function  on [ a ,3] such that 

u ( t )  ^  nonsingular on [ a ,3 ) . I f  u(3) ^  s in g u la r , then for  each e > 0 

there e x is t s  an x 6 10 w ith ||x || = 1 and such that ||u(3)x|| < e .

Since ||u ^ (t) || i s  unbounded on [ a ,3 ) ,  and u (t) i s  continuous on 

[a ,3 l>  there e x is t s  a r e  [ a ,3) such that ||u ^ (t) || > 2 /s  and 

||u (x) -  u (3)|l < e /2 . I f  X i s  defined as u ^ (x)/||u  ^(x) ||, then c le a r ly  

||x || = 1 and

l|u(x)x|I = |u (x )u  ^ (x ) ||/ |u  ^(x)|| = l / | |u  ^(x)|| < e /2 .
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Furthermore, we have

| | u ( t ) x  -  u (3 )x || < | u ( t )  -  u (e)|| l|x|| < e /2 ,

and hence i t  fo llow s from the tr ia n g le  in eq u a lity  that ||u (g)x || < e .

The fo llow in g  r e s u lt  concerns the ex ten d a b ility  of so lu tion s of the 

R ic ca ti equation.

THEOREM 3 .6 . Let w (t) be a so lu tio n  o f the R icca ti equation (3.2) 

on a f in i t e  in terv a l [ a ,3 ) . ^  ||w (t) || ^  bounded on [ a ,6 ) , then there

e x is t s  £  p o s it iv e  r ea l number 6 such that w (t) can be extended to  the 

in ter v a l [ a , 3 + 6 ) .

Let K be a p o s it iv e  r ea l number such that 

| |w (t)a (t)  + a * (t)w (t) + w (t)b (t)w (t) -  c ( t ) |[  < k on the in terv a l [ a ,3). 

Since w (t) i s  a so lu tio n  of the R icca ti equation (3 .2 ) ,  i t  fo llow s that

f S
w (t) -  w(s) = (wa + a*w + wbw -  c)dx, 

t

and consequently ||w (t) -  w(s)|| < | t - s |K  for  s and t  values on [ a ,3 ). 

Therefore the l im it  o f w (t) as t approaches 3 e x i s t s ,  and w i l l  be denoted 

by w^. Theorem 3 .5  guarantees that there i s  a 6 > 0 , and a so lu tio n  w (t) 

of the R icca ti equation on (3 - 6 ,3 + 6 ) ,  s a t is fy in g  w(3) = w^. Defining  

w (t) to be w (t) on th e  in terv a l [ 3 ,3 + 6 ) ,  we fin d  th at w (t) i s  a so lu tion  

on the in te r v a l [ a ,3 + 6 ) .

The f in a l  theorem of th is  sec tio n  i s  s im ila r  to  a r e su lt  of Hayden 

and Howard [3 ] , where the elements are endomorphisms on a Banach space.

THEOREM 3 .7 . Let ( u ( t ) ,v ( t ) )  W a  so lu tio n  of system (3 .1 ) on I 

such that u ( t )  ia nonsingular on ^  f in i t e  su b in terva l [ a ,3) of I .  Then 

IIu ^ (t) II bounded on [ a ,3) i i  and only i f  ||v (t)u  ^ (t)  || i^  bounded on 

[ a ,3 ) .
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I f  ||u ^ (t) |l i s  bounded on [a ,6 ) , then c le a r ly  ||v (t)u  ^ (t)|| i s  

bounded as a r e s u lt  o f the in eq u a lity  ||v (t)u  ^ (t)|| < ||v (t) || ||u ^ (t)|| . 

Conversely, i f  ||v (t)u  ^(t)|| i s  bounded on [ a ,3 ) , the fu n ction  w(t) defined  

by w (t) = v ( t )u  ( t )  i s  a so lu tio n  of the R icca ti equation (3.2) on [a ,3)» 

and ||w(t)|| i s  bounded on th is  in te r v a l. By Theorem 3 .6 , w (t) can be 

extended as a so lu tio n  o f the R icca ti equation to  an in ter v a l [ a ,3+ 5)  

where 6 > 0 , and Theorem 3 .4  guarantees the ex isten ce  of a solution  (u,v) 

of system (3 .1 ) such that u (t)  is  nonsingular on [ a ,3 + 6 )  and 

w (t) = v ( t )u  ^(t) on the in ter v a l. As in  the proof o f Theorem 3 .5 , i t  

can be shown that u ( t )  = u (t)u  ^(a)u(ci) and v ( t )  = v ( t )u  ^(a)u(a) on 

[a ,3 ) . Furthermore, we have

(3 .6) ||u ^ (t)|l < IIu ^(a)u(a)|| ||u ^ ( t ) || ,  for  t  6  [ a ,3 ) .

However, the fu n ction  u (t)  i s  nonsingular on [ a ,3]» so th at |u ^ (t) || i s

bounded on [ a ,3 ). From equation (3 .6 ) i t  then fo llo w s th at ||u ^ (t) || i s  

bounded on [ a ,3) and the theorem i s  proved.

4. Prelim inary n o n o sc illa tio n  theorems for  the lin ea r  d if fe r e n t ia l  

system, and the tw o-point boundary value problem. In th is  section  wa 

examine necessary and s u f f ic ie n t  conditions for the lin ea r  d if fe r e n t ia l  

system (3 .1 ) to be n on osc illa tory  on a compact in ter v a l [ a ,3]» These 

prelim inary r e s u lt s  w i l l  be employed in  the proofs of the n on oscilla tion  

theorems presented in  Section  6 . Theorems 4 .6  -  4 .8  r e la te  n on oscilla tion  

properties of the lin ea r  d if fe r e n t ia l  system to the ex isten ce  and 

uniqueness of so lu tio n s  of the two-point boundary value problem. As in

Section 3, we require that the c o e f f ic ie n t  fu nctions a ( t ) ,  b (t) , and c ( t )

of system (3 .1 ) are continuous ® -valued fu n ctio n s, and th at b (t)  and
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and c ( t )  are symmetric for each t e l .

The lin ea r  d if fe r e n t ia l  system (3 .1 ) i s  sa id  to be n on osc illa tory  on 

a compact in te r v a l [ a ,3] i f  there e x is ts  a se lf-co n jo in ed  so lu tio n  (u ,v) 

of system (3 .1 )  w ith u ( t)  nonsingular on [ a ,3 ] . In th is  terminology, 

Theorem 3 .4  i s  a n o n o sc illa tio n  theorem. I t  s ta te s  that system (3 .1 ) i s  

n o n o sc illa to ry  on [ a ,3] i f  and only i f  there e x is t s  a symmetric so lu tion  

w (t) o f the R icca ti equation.

The fo llow in g  lemma is  e s se n t ia l in  proving the n on o sc illa tio n  

theorems in  th is  s e c t io n . The resu lt may be found in  a more general form 

in  Reid [11; p. 308]. Although Reid e sta b lish e s  the r e su lt  for lin ear  

matrix d if f e r e n t ia l  system s, the method of proof i s  the same for the 

B*-algebra ca se .

LEMMA 4 .1 .  Let ( u ( t ) ,v ( t ) )  be a se lf-co n jo in ed  so lu tio n  o f system

(3 .1 ) on I such that u ( t)  nonsingular on a sub in terv a l I^ o^ I ,

T ^ Iq> then the unique so lu tio n  (u ^ (t) ,v ^ (t))  o f system (3 .1 ) s a t is fy 

ing u ^ ( t )  = 0 , v ^ ( t )  = e , i s  given by

u ( t)  = u(t)(j)(t ,T;u)u*(T),
(4 .1 )  ̂ t e  I

v ^ (t) = v ( t )* ( t ,? ; u )u  (t) + u ( t )u * (x ) .

where

(j)(t,T;u) = u ^ (s)b (s)u *  ^ (s )d s .

THEOREM 4 .1 . Suppose that system (3 .1 ) i s  n on o sc illa to ry  on a f in i t e  

in terv a l [ a ,3 ] ,  and l e t  be the so lu tio n  o f  system (3 .1 ) s a t is fy 

ing u^(g) = 0 , v^(a) = e . Then for t  e  ( a ,3] the function u^(t) i s  non

singular i f  and only i f  (j)(t,a;u) 1̂  nonsingular. In p a r ticu la r , i f  

b (t)  > 0 for each t  e  [ a ,3 ] , then u@(t) nonsingular on ( a ,3 ].
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By h yp oth esis, there e x is t s  a se lf-co n jo in ed  so lu tio n  (u ,v ) o f system

(3 .1 ) with u (t)  nonsingular on the in terv a l = [ a , 3 ] . We now use Lemma

4 .1  with T = a .  Since u (t)  i s  nonsingular on [ a , 3] and u * ( t )  i s  non- 

s in g u la r , i t  fo llow s from equations (4 .1 ) th a t u^(t) i s  nonsingular i f  

and only i f  (j)(t,a;u) i s  nonsingular. In the case that b (t)  > 0 on [ a ,3 ] ,  

we have that u ^ (s)b (s)u *  ^ (s) > 0 on [ a , 3 ] , and therefore # ( t ,a ;u )  > 0 

for  t  6 ( a ,3 ] . Hence, (j)(t,ci;u) and u^(t) are nonsingular for t  6  ( a ,3 ] .

The fo llow ing  resu lt i s  analogous to Theorem 4 .1 , and w i l l  be used in  

the proofs o f Theorems 4 .3  and 4 .4 .

THEOREM 4 .2 . Suppose that system (3 .1 ) i s  n on osc illa tory  on a f in i t e  

in terv a l [ a ,3 ] ,  and l e t  (Ug,Vg) be the so lu tio n  of system (3 .1 ) s a t is fy 

ing Ug(3) = 0 , Vg(3) = e . Then fo r  t e  [a,B ) , the function U g(t) non

sin gu lar i f  and only i f  # (3 ,t ;u )  ^  nonsingular. In p a r ticu la r , i f

b ( t )  > 0 for each t e  [ a ,3 ] , then Ug(t) nonsingular on [ a ,3 ) .

The fo llow ing  theorem presents an in te r e s t in g  property of so lu tio n s  

of the lin ea r  d if fe r e n t ia l  system" whenever b ( t )  > 0 on I .

THEOREM 4 .3 . Suppose that we have b ( t )  > 0 on I and t e l ,  and l e t  

(u^,v^) be the so lu tio n  of system (3 .1 ) such th at u (r) = 0, v^(x) = e .

Then there e x is t s  £  6 > 0 such th at u^(t) nonsingular on

( x  -  6 , x )  U ( t , t  + 6 ) .

Let (u ,v ) be the so lu tio n  of system (3 .1 )  such that u(x) = e ,  v (x) = 0; 

c le a r ly  th is  so lu tio n  is  se lf-co n jo in ed  s in c e  u*(x)v(x) -  v * ( t ) u ( t )  -  0 . 

Furthermore, the function u (t)  i s  nonsingular a t t  = x so that there 

e x is t s  a 6 > 0 such th at u (t)  i s  nonsingular on [ x - 5 ,x  + 6 ]. Therefore, 

system (3 .1 ) i s  n on osc illa tory  on each of the in terv a ls  [ x - 6 ,x ]  and 

[ x ,x + 6 ] .  I t  follow s from Theorems 4 .1  and 4 .2  that u^(t) i s  nonsingular
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on the in t e rv a l s  and (t , t + 6] ,  which i s  the desired  conclusion.

The fo llow ing  r e s u lt  i s  employed in  Section  6, wherein n o n o sc illa tio n  

properties o f the lin e a r  d if f e r e n t ia l  system are studied  in  further  

d e ta il .

THEOREM 4 .4 . Suppose that b ( t )  > 0 on [ a ,g ] , and l e t  (uQ)V^) ^  the 

so lu tio n  of system (3 .1 ) sa t is fy in g  u^(a) = 0 , v^(a) = e . ^  u^(t) i s  

nonsingular on (a ,g ] ,  then system  (3 .1 ) i s  n o n o sc illa to ry  on the in terv a l 

[ a ,g ] .

Let E be any p o s it iv e  rea l number, and d efin e  new functions a ( t ) ,  

b ( t ) ,  and c ( t )  on the in terv a l [a ,S+E]  as fo llow s:

a ( t )  =

(4 .2 ) b ( t )  =

'a (t) on [a .S ] .

,a(3) on [3 ,3 +  e ] .

b (t) on [ a ,3 ] ,

b(3) + (t - 3 ) e  on [3 ,3 +  e ] .

'c ( t ) on [ a ,3 ] ,

,c(g ) on [3,3 + e ] .
c ( t )  =

Let ( u ( t ) ,v ( t ) )  be the ex ten sion  of (u^,v^) to  the in te r v a l [a ,g  + e ] ,  

which i s  a so lu t io n  o f the d if f e r e n t ia l  system

u' = a (t )u  + b ( t )v ,
(4 .3 ) t  e  [a ,g +  e ] .

v ' = c ( t )u  -  a * (t )v .

Since u(0) = u^(g) i s  nonsingular, there e x is t s  a p o s it iv e  number 6 < e 

such that u (t)  i s  nonsingular on the in ter v a l ( a , t ] ,  where x = 3 + 6.

I f  (u^,v^) i s  the so lu tio n  o f system  (4 .3 ) s a t is fy in g  u^(x) = 0, 

v^(t)  = e , then fo r  t  e  (a ,x ] we have



(4 .4 ) u ^ (t) = - u ( t )
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^  -1u (s )b (s )u  (s)d s

C learly , we have th at u ^ (s )b (s)u *  ^ (s) > 0 on (ot,T], and moreover, sin ce  

b (s)  > 0 fo r  s e  (3 , t ],  we have u ^ (s)b (s)u *  ^ (s) > 0 on (3 , t ].  Therefore,

T

u ^ (s)b (s)u *  ^ (s)ds > 0 fo r  t  6  [ 3 , t ) .
t

I f  t e  ( a ,3 ] , we a lso  have

u ^ (s)b (s)u *  ^ (s)d s  > [ u ^ (s)b (s)u *  ^ (s)ds > 0.
J t  ■'3

Therefore, s in ce  u * ( t )  i s  non sin gular, and u ( t )  and u ^ (s)b (s)u *  ^(s)ds

are nonsingular for  t  6  ( a , t ) ,  i t  fo llow s from equation (4 .4 ) that u^(t) 

i s  nonsingular on ( o , t ) .  Furthermore, by Theorem 3 .3 , the function  

u * ( t )v ( t )  -  v * ( t )u ( t )  i s  constant on [ a ,r ] .  Evaluating th is  function at 

t  = a and t  = x , we fin d  th at u*(a) = -u (x ); s in ce  u(x) i s  nonsingular, 

u^(a) i s  a lso  nonsingular. Therefore (u^,v^) i s  a se lf-co n jo in ed  so lu tio n  

o f system (4 .3 ) on [a ,x ] w ith u^(t) nonsingular on [ a ,x ) .  I f  (u^,v^) i s  

r e s tr ic te d  to the in te r v a l [ a ,3 ] , then c le a r ly  i t  i s  a se lf-co n jo in ed  

so lu tio n  o f system (3 .1 ) w ith u^(t) nonsingular on [ a ,3 ] ,  and therefore  

system (3 .1 ) i s  n o n o sc illa to ry  on [ a ,3 ] .

I t  should be noted th at the converse of Theorem 4 .4  i s  in  general 

r o t tru e . For example, i f  a ( t )  = b ( t )  = c ( t )  = 0 on I ,  then 

(u (t)  = e ,v ( t )  E 0) i s  a se lf-c o n jo in ed  so lu tio n  with u ( t )  nonsingular on 

I ;  however, the so lu tio n  (u^/v^) sa t is fy in g  u^(“) = 0 , v^(a) = e i s  given  

by Ug^t) E 0 on I .  A p a r t ia l  converse of Theorem 4 .4  i s  given in  Theorem

4 .1  under the r e s t r ic t io n  th at b (t)  > 0 on the in te r v a l [ a ,3 ]. To obtain  

another p a r t ia l  converse o f Theorem 4 .4 , we w i l l  consider lin ea r



23

d if fe r e n t ia l  systems which s a t is fy  the fo llow in g  hypothesis on an in te r v a l  

[ a .3 ] .

(H) For each point t  ë. [a, 3 ] , the so lu tio n  (u^ ,v^) of̂  system

(3 .1 )  sa tis fy in g  u ^ ( t )  = 0 , v ^ ( t )  =  e , i s  such that there 

e x is t s  £  <S > 0 so that u^(t) nonsingular on 

{ U ( t , t + 6 ] }  n  [ o t , 6 ] .

I f  b (t )  > 0 on [ a ,3]» Theorem 4 .3  guarantees that condition (H) holds for  

the lin ear  d if fe r e n t ia l  system. The fo llow in g  r e su lt  shows that the  

converse of Theorem 4.4 holds whenever hypothesis (H) holds.

THEOREM 4 .5 . Let b (t)  > 0 on [ a ,3] and suppose that property (H) 

holds on the in terv a l [a ,3 ] . Furthermore, suppose that system (3.1) i s  

n o n o sc illa to ry  on [ a ,3 ] . ^  x e  [a ,3 ] and (u^,v^) the solution  of

system (3 .1 ) sa t is fy in g  u (x) = 0 , v^(x) = e , then u^(t) i s  nonsingular 

on [a ,x ) U ( x ,3 ] •

We prove that for x < t < 3 , the fu n ction  u^(t) is  nonsingular; a  

sim ilar  argument holds for t < x. Let (u ,v ) be a self-conjo in ed  so lu t io n  

of system (3 .1 )  with u (t) nonsingular on [ a ,3 ] . By Theorem 4 .1  i t  fo llo w s  

th at u^(t) i s  nonsingular i f  and only i f  # (t ,x ;u )  i s  nonsingular. Since 

b ( t )  > 0 on [ a ,3 ] , we have that u ^ (s)b (s)u *  ^ (s) > 0 and therefore  

(j)(t,x;u) > 0 for t  > x. By property (H) we have that u^(t) i s  nonsingular 

on an in te r v a l of the form ( x ,x + 6 ] ,  and consequently $ ( t ,x ;u )  > 0 on th is  

in ter v a l. Furthermore, fo r  t  G (x + 6 ,3 ]  i t  fo llow s that

(j)(t,x;u) > *(x + 6 ,x ;u ) > 0.

Hence (j)(t,x;u) is  nonsingular for t  e  (x ,3 ]»  and u^(t) i s  a lso  nonsingular 

on th is  in te r v a l.
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The f in a l  theorems o f t h is  sec tio n  concern the two-point boundary 

valu e problem and i t s  r e la t io n sh ip  with n o n o sc illa tio n  properties on a 

compact in te r v a l. S o lu tion s o f the two-point boundary value problem are  

sa id  to e x is t  and be unique on arbitrary subintervals of [ a ,3] i f  for  

each pair of d is t in c t  p o in ts  x  ̂ of [ot,3], and for  arb itrary  elements 

u^, u^ of the B*-algebra, th ere  e x is ts  a unique so lu tio n  (u ,v ) of the

system

(4 .5 )

L ^ [u ,v ](t)  = 0 , L2 [u ,v ](t)  = 0 ,

u(x^) = Uĵ , uCXg) = Ug.

The p rin cip a l r e s u lt  concerning so lu tion s of the two-point boundary value  

problem is  given in  the fo llo w in g  theorem.

THEOREM 4 .6 . For d is t in c t  x^, x  ̂ belonging to  [ a ,3 ] , and arbitrary  

u^, Ug 5  there e x is t s  a unique so lu tio n  of the tw o-point boundary 

va lu e problem (4 .5 ) and only i f  for each x 6 [ a ,3 ] , the so lu tio n  

(u^,v^) o£ system (3 .1 ) s a t is fy in g  u^(x) = 0, v^(x) = e such that u^(t) 

i s  nonsingular for  t  d i s t in c t  from x on the in terv a l [a ,3 ] •

Suppose that u^ (t) i s  nonsingular for d is t in c t  poin ts x , t  o f the 

in ter v a l [ a ,3 ] . I f  x^, x^ are d is t in c t  points of [ a ,3] and u^, u  ̂ are 

elements o f 78, then i t  may be e a s i ly  v e r if ied  that

u (t)  = u ^ ^ (t)u ;\x 2 )u 2  + u^2^t)u;\x^)uj^,

v ( t)  = v ^ ^ (t)u " V 2 )u 2  + v^ ^(t)u;V ^)u^ ,

i s  a so lu tio n  of system (3 .1 )  s a t is fy in g  u(x^) = u^ and u ( t 2  ̂ ~ ^2’ 

show the uniqueness of the so lu tio n  suppose that (u ,v) a lso  s a t i s f i e s  

u(xj^) = u^ and u (x 2 ) = U2 « Then the function u (t)  -  u (t)  vanishes a t
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both t  = and t  = x^. Therefore, by the uniqueness o f so lu tio n s  o f the 

i n i t i a l  value problem we must have

u (t)  -  u ( t)  = u^ (t )[v (x ^ ) -  v(xj^)],

(4 .6 ) ^ ^
v ( t )  -  v ( t )  = v^ ^ (t)[v (x^ ) -  v (x ^ )] ,

for t e  [ a ,3 ]. Since u(x 2 ) -  u(Xg) = 0, and nonsingular, i t

fo llow s from equations (4 .6 ) that v(x^) = v (x^ ). Consequently, we have 

that u ( t )  = u (t) and v ( t )  = v ( t )  and the so lu tio n  of (4 .5 ) i s  unique.

Conversely, suppose that so lu tion s of the two-point boundary value  

problem (4 .5 ) e x is t  and are unique. Let x^, x  ̂ be d is t in c t p o in ts of the 

in terv a l [ a ,3 ]. Then there e x is t s  a so lu tio n  (u ,v) o f system (3 .1 ) such 

that u(x^) = 0 and ^(x^) = e . Again by the uniqueness of so lu tio n s  to  

the i n i t i a l  value problem, we have that

u (t)  = u  ̂ ( t )v (x ^ ) ,

t 6. [ a ,3 ] ,
v ( t )  = V ( t )v (x ^ ) ,

1 ^

and consequently u^ (x _ )v (x .)  = e .  To show that u  ̂ ( t )  i s  nonsingular at1 id i  1
t  = Xg, i t  s u f f ic e s  to show that v(x^)u^ (Xg) = e . Now consider the 

so lu tio n  (u ,v) o f  system (3 .1 ) defined by

u (t)  = u^^(t) [v(Tj^)u^^(x2 ) -  e ] ,

v ( t )  = V ( t ) [ v ( x j u ^  (x_) -  e ] .
^1 1 1 2

I t  i s  e a s ily  seen th at u(x^) = 0 = u (x 2 ) .  However, the so lu tio n  

(Ug(t) = 0 ,v ^ (t)  H 0) a lso  s a t i s f ie s  the conditions Ug(x^) = 0 = %('^2^’ 

Therefore, by the uniqueness of so lu tio n s  o f the two-point boundary value  

problem, i t  fo llo w s that u (t)  = 0  and v ( t )  = 0. In p a r tic u la r , for t  = x^



26

we find  th at 0  = v (t^ ) = e[v(x^)u^^(T 2 ) -  e ] , so that v(Tj^)u^^(t2 > = e ,

and consequently u^^(t) i s  nonsingular at t  = T2 .

The fo llow in g  r e su lt s  fo llow  d ir e c t ly  from Theorems 4 .4  and 4 .5  by 

employing the c r i t e r ia  estab lish ed  in  Theorem 4 .6 .

THEOREM 4 .7 . Let b ( t )  > 0 on [ a , 6 ]» and suppose that so lu tio n s  o f

system (4 .5 ) e x is t  and are unique for  d is t in c t  T2  E [a ,3 l and

u^,U2  6  i9. Then system (3 .1 ) i s  n on osc illa tory  on the in ter v a l [ a ,3 ] .

THEOREM 4 .8 . Let b ( t )  > 0 on [ a ,3 ] , and suppose that property (H) 

holds on [ a ,3 ] . I f  system (3 .1 ) is  n o n o sc illa to ry  on [a ,3 ]>  then there  

e x is t s  £  unique so lu tio n  of system (4 .5 ) for d is t in c t   ̂ [ a ,3] and

u^,U2 e  B .

5. D isconjugacy prop erties of the lin ea r  d if f e r e n t ia l  system and an 

assoc ia ted  herm itian form. This sec tio n  i s  concerned with a property of 

so lu tio n s of system (3 .1 ) termed disconjugacy. Two d is t in c t  p o in ts  t^ , 

t 2  of the in te r v a l I are sa id  to be (mutually) conjugate w ith  respect to 

system (3 .1 )  provided there e x is ts  a so lu tio n  ( u ( t ) ,v ( t ) )  o f  (3 .1 )  such 

that u (t)  2 0 on [tj^ ,t 2 ] ,  w hile u(t^) = 0 = u ( t 2 >. System (3 .1 ) i s  sa id  

to  be d is conjugate on an in terv a l [ a , 3 ] provided no two d is t in c t  p o in ts  

of [ a , 3 ] are conjugate. The f i r s t  r e su lts  of th is  s e c t io n  concern pro

p e r tie s  o f a herm itian form associated  with system  (3 .1 ) ;  the r e la t io n 

ship of the herm itian form to  disconjugacy and n o n o sc illa t io n  properties  

i s  considered in  Theorems 5 .1  -  5 .4 . In Section  6  th is  herm itian form is  

employed to  e s ta b lish  necessary and s u f f ic ie n t  conditions for the lin ea r  

d if fe r e n t ia l  system (3 .1 ) to  be n o n o sc illa to ry . For the case  of m atrix  

d if fe r e n t ia l  equations, r e su lt s  sim ilar  to Lemmas 5 .1  -  5 .3  may be found 

in  Reid [11;pp. 322-325].
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A 18-valued fu nction  C(t) i s  sa id  to  be p iecew ise continuous on an 

in terv a l [ a , 3] i f  Ç(t) i s  continuous on [ a , 3] except for a t most a f i n i t e  

number of poin ts and the right-hand and left-h an d  (d eleted ) l im its  e x is t  

at the poin ts of d isc o n tin u ity . A iB-valued function n (t)  i s  sa id  to  be 

piecew ise smooth on [ a , 3] i f  n (t)  i s  continuous, w hile i t s  d er iv a tiv e  

n '( t )  e x is t s  on [ a , 3] except for  at most a f in i t e  number o f po in ts  and i s  

piecew ise continuous. The s e t  D[a,3] i s  defined as the c o lle c t io n  of  

iB-valued functions n (t)  which are p iecew ise  smooth on [ a , 3] and such  

that there e x is t s  a p iecew ise continuous 3 -valued function Ç(t) s a t i s f y 

ing the d if fe r e n t ia l  equation

n ' ( t )  -  a(t)riCt) = b (t)Ç (t)  

whenever n*(t) e x is t s  on [ a ,3 ] . The n o ta tion  n e  D[a,3]:Ç i s  used to  

in d ica te  that n (t)  i s  a sso c ia ted  in  th is  manner with a function Ç (t) .  

Furthermore, the s e t  D^[a,3] i s  defined to  be the c o lle c t io n  of n 6  D [a,3] 

such that n(oi) = 0 = n(3)»

I f  6 D [a ,3 ]:S i and Pg & D[a,3]:Ç2» defin e

to be

(g * *
[S2(s)b(s)S^(s) + n2(s)c(s )n^(s)]ds .

The function J i s  c le a r ly  a mapping from D [a,3] x  D [a,3] in to  th e  

B*-algebra ® . I f  b ( t )  i s  singular a t p o in ts in  [ a , 3 ] , then the fu n ction s  

S j(t)  a sso c ia ted  w ith P j ( t )  & D [a ,3 ], j  = 1 ,2 , may not be uniquely  

determined. However, i t  may be v e r if ie d  read ily  that the value o f J i s  

independent o f the p a rticu la r  function ( t ) . Therefore, we employ the 

sim pler notation

r3
[ç * (s )b (s )ç ^ (s )  + n * (s )c (s )n ^ (s ) ]d s .
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For the lin ea r  d i f f e r e n t ia l  system (3 .1 ) ,  i t  i s  required that b (t)  

and c ( t )  be continuous symmetric functions on I .  Consequently, severa l 

elementary p rop erties o f the mapping J may be estab lish ed  rea d ily . In 

p a r ticu la r , i f  ^ B [a ,8 ] for  j = 1 ,2 ,3 ,  then

( i )

( i i )  = XJ[rij^,n2;«>3], where X i s  a complex number,

( i i i )  n2»n3;ot,B] = + J [n 2 ,n 3 ;a ,g ].

As a r e s u lt  of the above p rop erties  i t  i s  e a s i ly  seen that J i s  a 

herm itian form on th e s e t  D [a ,3 ].

I f  n Ê D [a ,g ], for  convenience we d efin e

J [n ;a ,B ] = J [n ,n ;a ,3 ] .

From property ( i )  above i t  fo llow s that for  each n e  D[a,3] we have that 

J [n ;a ,3 ]  i s  a symmetric element of the B*-algebra ”26. In the event that 

J[ri;a ,3] has a non-negative spectrum, we can w r ite  J [n ;a ,3 ] > 0, as 

defined in  Section 2 . In p a r ticu la r , in  Theorems 5 .1 , 5 .2  and 5 .4 of th is  

s e c tio n  we w i l l  be in te r e ste d  in  the cases wherein the fo llow ing property 

h o ld s .

(H^) J [ n ; a , 3 ]  > 0 , for  each n e  D^[a,3] and J[n ;o t ,3]  = 0

only i f  n ( t )  = 0 .

The fo llow ing lemmas e s ta b lish  sev era l important properties of the 

herm itian form J which w i l l  be required in  the proofs of theorems in  th is  

sec tio n  and in  S ection  6. The proof of Lemma 5 .1  i s  immediate from the 

d e fin it io n  of the herm itian from J .

LEMMA 5 .1 . Let G D [a,3] for j = 1 ,2 . ^  S^(t) continuously
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d iffe r e n tia b le  on [ot,3], then

3
+

a

g *
n2(s)L^[n^,C^](s)ds.

The fo llow in g  lemma shows th at i f  system (3 .1 ) is  not disconjugate 

on [ a ,3] then J [n ;o ,3 ] w i l l  vanish for some n o n -id en tica lly  vanishing  

n 6  D ^ [a ,3 ].

LEMMA 5 .2 . Suppose there are d is t in c t  p o in ts t^ < t^ on [ a ,3] which 

are conjugate with resp ect to system (3 .1 ) . Then there e x is t s  an 

n e  D^[a,3] such that n ( t )   ̂ 0 on [tiyCg] and J[n ;o i ,3 ]  = 0 .

Suppose th at t^ < t^ and (u ,v ) i s  a so lu tio n  of system (3 .1 )  such 

that u ( t )  Z 0 on [ t ^ it g ] ,  w h ile  u (t^ ) = 0 = u ( t 2 ) .  D efine n (t)  as equal 

to u (t)  on [ t ^ , t 2 l ,  and to  0 elsew here on [ a ,3]; correspondingly, le t  

Ç(t) equal v ( t )  on and 0 otherw ise. Then n eD ^ [a ,3 ]:Ç  with

n (t) t  0 , and by Lemma 5 .1  we have

C2
J[n;ct,3] = J [n ; t ^ ,t 2 ] = n*ç = 0.

«=1

I f  u ( t ) ,  v ( t ) ,  n ( t ) ,  C (t) and h (t)  are d if fe r e n t ia b le  functions such 

that n (t)  = u ( t ) h ( t ) ,  then we have the fo llow ing id en tity :

ç*bç + n*cn = (ç-vh )*b (ç-vh )

-  (vh)*L2[n,Ç] -  L2[n,Ç]*(vh)
(5 .1 ) .

+ h (v^Lgfu.v] + u L^[u,v])h

-  h*(u*v -  v*u)h' + (h*u*vh)' .

For the case o f m atrix d if f e r e n t ia l  system s, (see , for  example, Reid 

[li; p . 3 2 5 ]), the r e su lt  o f the fo llow in g  lemma i s  that o f  the so -ca lled  

Legendre or Clebsch transform ation of J[n;ot,3]. The r e su lt  i s  proved
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e a s ily  with the aid  of (5 .1 ) .

LEMMA 5 .3 . Let (u ,v) be a self-con.joined so lu t io n  of system (3 .1 )  

on [ a ,6] and r |S D [a ,3 ] :Ç . ^  there e x is ts  a p iecew ise  smooth function

h (t)  such that n (t)  = u ( t ) h ( t ) ,  then

0 f0
(5 .2 ) J [n ;a ,0 ] = ri*vh

a fts

a •'a
( Ç-vh)*b( Ç-vh)d s .

We are now a b le  to e s ta b lish  re la tio n s between properties o f the 

herm itian form J and disconjugacy and n o n o sc illa tio n  properties o f the 

lin ear d if f e r e n t ia l  system (3 .1 ) .  As an immediate consequence o f Lemma 

5 .2 , we have the fo llow ing  r e s u lt .

THEOREM 5 .1 . the herm itian form J [ nJcn, g ] s a t i s f i e s  condition  

(H^) on an in ter v a l [a ,g ] then system (3.1) i s  d isconjugate on th is  in ter 

v a l .

The fo llow ing r e su lt  provides a p a rtia l converse to Theorem 5 .1 .

THEOREM 5 .2 . Let b ( t )  > 0 on [a ,g ] , and suppose that system (3 .1 )  

is  n on o sc illa to ry  on the in terv a l [a ,g ] .  Then the herm itian form J[n»a.0l 

s a t i s f i e s  condition  (H^).

Let (u ,v ) be a se lf-con jo in ed  so lu tion  o f system (3 .1) with u (t)  

nonsingular on the in terv a l [a ,g ] .  I f  n & D ^ [a ,g ], d efin e  h (t)  = 

u ^ (t)n (t)  on [ a ,g ] .  Therefore h (a) = 0 = h (g ), and by Lemma 5 .3  i t  

fo llow s th at

r0
(5 .3) J [n ;a ,g ] = (Ç-vh)*b (Ç-vh) d s .

a

However, b (s) > 0 on [a ,0 ] ,  so th a t by Theorem 2 .10  we have that

J[n;ot,0] > 0 .  I f  n e D^[a,g] i s  such that J [n ;a ,g ] = 0 , then 

0 .
(Ç-vh) b(Ç-vh)ds = G and by Theorems 2.7 and 2.11 i t  fo llow s that
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b ( t ) (Ç ( t )  -  v ( t ) h ( t ) )  = 0 on [ a ,3 ]. Consequently, we have

uh' + u ’h -  auh = n* -  an = bÇ = bvh,

and th erefore h' = (u ^au + u ^bv -  u ^u*)h. Since h(a) = 0, i t  fo llow s

that h ( t )  = 0 on [ a ,3 ] , and th erefore  n (t)  = u ( t ) h ( t )  = 0 on [ a ,3 ] .

For the f in i t e  dim ensional matrix case i t  has been shown, (see  [11; 

p. 3 3 7 ]) , that the fo llow in g  conditions are equ ivalen t whenever b ( t )  > 0 

on [ a ,3]:

( i )  the lin ea r  d if f e r e n t ia l  system (3 .1 ) i s  n on o sc illa to ry  on [ a ,3];

( i i )  the herm itian form J s a t i s f i e s  property (H^) on [a ,3];

( i i i )  system (3 .1 ) i s  d isconjugate on the in te r v a l [ a ,3 ].

The fo llow ing  example, given by Heimes [4 ] , i l lu s t r a t e s  th at th ese  condi-
*

tio n s  are not equivalent for  the B -algebra c a se , even under the r e s t r ic 

t io n  th at b (t )  = e > 0 .

Let “V  be the H ilb ert space and for  n > 1 l e t  e^ =

( 0 , • • • , 0 ,1 ,0 , • • • )  be the usual complete orthonormal s e t .  The B*-algebra 

w i l l  be the c o lle c t io n  of bounded lin ea r  operators on K. Let b ( t )  = e

and a ( t )  = 0 on the in te r v a l [0 ,1 ] ,  and le t  c ( t )  be the constant operator
2

defined by c (e  ) = -  k e where k i s  the r e a l number mr/(n + l ) .  Since n n n n

v ' ( t )  = u ( t ) ,  system (3 .1 )  may be w r itten  in  the form

u " (t) = c u ( t ) ,  t  e  [ 0 ,1 ] .

I f  T e  [0 ,1 ] ,  then the so lu tio n  u^(t) o f th is  equation s a t is fy in g  u^(t) = 0, 

u^(r) = e i s  defined by the r e la t io n

u ( t ) e  = {k ^sin[k ( t - T ) ] } e  .T n n n n

I f  X = EX e i s  an element of such that u ( t )x  = 0 for some t  ^ T on n n X

[0 ,1 ] ,  then c le a r ly  x = 0; consequently the d if fe r e n t ia l  system i s
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d isconju gate  on th e in terv a l [ 0 ,1 ] .

The so lu tio n  o f  the d if f e r e n t ia l  system s a t is fy in g  u^CO) = 0 ,

u /(0 )  = e i s  defined by

U o(t)e^ “

For t  = 1, we find th at

The lin ea r  operator u^(l) i s  not onto for E (l/n )e^  i s  not in  i t s  range; 

and consequently u ^ (l)  is  s in g u la r . Since b ( t )  > 0 on [0 ,1 ] ,  i t  fo llow s  

from Theorem 4 .1  th a t the lin ea r  d if fe r e n t ia l  system f a i l s  to  be non

o s c il la to r y  on the in ter v a l [0 ,1 ] .

By Theorems 5 .1  and 5 .2 , i t  fo llow s that n o n o sc illa t io n  im plies  

disconjugacy on an in ter v a l [a ,S ] provided that b ( t )  > 0 . The preceding 

example shows that the concepts of n o n o sc illa t io n  and disconjugacy are
itnot equivalent in  the B -a lgeb ra  ca se . However, the property which 

u n if ie s  the concepts o f n o n o sc illa t io n  and disconjugacy in  the matrix 

case i s  e a s i ly  is o la te d . An element u e  28 i s  sa id  to  have property (P) 

i f  e ith e r  u i s  nonsingular or th ere  e x is t s  a nonzero element x  & IB such 

that ux = 0 . We now have the fo llow in g  r e s u lt  r e la t in g  disconjugacy and 

n o n o sc illa t io n  p ro p erties .

THEOREM 5 .3 . Let b( t)  > 0 on [a ,3 ] ,  and suppose th at property (H) 

holds on [ a ,3 ] . ^  system (3 .1 ) d isconjugate on the in te r v a l [ a ,3 l »

then th is  systern i s  n o n o sc illa to ry  on [ a , 3] and only i f  fo r  each 

T e  [ a , 3 ]  the so lu tio n  (u^,v^) of̂  (3 .1 ) s a t is fy in g  u ^ ( t )  = 0 , v ^ ( t )  = e , 

i s  such that u^(t) has property (?) for each t  6 [ a ,3 l •

I f  system (3 .1 )  i s  n o n o sc illa to ry  on [ a ,3 ] , i t  fo llo w s from Theorem
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4 .5  th at u ^ (t) i s  nonsingular for t   ̂ T on [ a ,3 ] . Furthermore u^(x) = 0 

so th at fo r  any x  &'&, we have u ^ ( t ) x  = 0 . Therefore u ^ (t) has property  

(P) for  a l l  t  e  [ a ,3 ] .

Conversely, suppose that system (3 .1 ) i s  d isconjugate on [ a ,3] and 

that u^(t) s a t i s f i e s  property (?) for  t e  [ a ,3 ] . In p a r ticu la r , 

consider the so lu tio n  (u^,v^) sa t is fy in g  u^/a) = 0 , v^(“) = e . To show 

that system (3 .1 )  i s  n o n o sc illa to ry  on [ a ,3 ] , i t  s u f f ic e s  by Theorem 4 .4  

to  show that u ^ (t) i s  nonsingular on (a ,3 ] . Suppose th at there e x is t s  a 

T e ( a ,3] such th at u^(T) i s  s in gu lar; then, by h yp oth esis, there e x is t s  

a nonzero element x 6 ® such that u ^ ( t ) x  = 0 . Therefore, (u ^ (t)x ,v ^ (t)x )  

i s  a so lu tio n  o f system (3 .1 ) such that u^(a)x = 0 = u^(x)x . However, 

system (3 .1 ) i s  d isconju gate on [ a ,3 ] ,  and i t  fo llow s that u^(t)x  = 0 on 

[ a ,x ] .  By property (H) we know th a t u^(t) i s  nonsingular on an in terv a l  

( a ,a + 6 ) ,  where 6 i s  chosen so th a t a + 6 < x . Since u ^ (t)x  = 0 on 

(a ,a  + 6 ) ,  i t  fo llow s th at x  = 0. Therefore we conclude th at u^(t) i s  non

sin gu lar  on ( a ,3 ] , and hence system (3 .1) i s  n o n o sc illa to ry  on th is  

in te r v a l.

The preceding theorem i l lu s t r a t e s  why the concepts of disconjugacy and 

n o n o sc illa t io n  are equivalent for matrix d if fe r e n t ia l  system s. That i s ,  

i f  u i s  any f i n i t e  dim ensional square matrix then e ith e r  u i s  nonsingular 

or i t  has zero d iv iso r s  so that property (?) holds for a l l  such m atrices.

In the fo llo w in g  r e s u lt  we ex h ib it one s e t  of cond itions where the 

concepts o f n o n o sc illa t io n  and disconjugacy are equivalent for the 

B*-algebra ca se .

THEOREM 5 .4 . Let b ( t )  > 0 on [ a ,3 ], and suppose that a ( t ) ,  a * ( t ) ,  

and c ( t )  are compact for  each t  £  [ a ,3 ] . Then the fo llow in g  conditions are
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equivalent ;

( i )  system (3 .1 ) i s  n on osc illa tory  on the in terva l [a ,3];

( i i )  th e herm itian form J s a t i s f i e s  condition  (H^) on the in terv a l  

[ot,3];

( i i i )  system (3 .1 ) i s  d isconjugate on the in terv a l [ a ,3 ].

By Theorems 5 .1  and 5 .2 , we know th at ( i )  im plies ( i i ) ,  and that

( i i )  im plies ( i i i ) .  Therefore i t  s u f f ic e s  to show th at ( i i i )  im plies ( i ) . 

This r e su lt  i s  obtained w ith the aid of Theorem 5 .3 . For t  e  [ a ,3] l e t  

(u^,v^) be the so lu tio n  o f (3 .1 ) sa t is fy in g  u ^ ( t )  = 0 , v ^ ( t )  = e .  We now 

show that u ^ (t) has property (P) for each t  e  [a ,3 ] . For each s 6 [ a ,3 ], 

define
rs

k^(s) = (cu -  a V )d r,
T

SO that v^(s) = e + k ^ (s ) . Moreover, i t  fo llow s that for t  e  [ a ,3] we have

u^ (t) = (au^ + bv^)ds
T

t
bds +

T

(bk^ + au^)ds.
T

As the elem ents a ( s ) ,  a * ( s ) ,  and c (s )  are compact for  s e  [a,3]> we have

by the C orollary to Theorem 2.12 th at k^(s) and k (t) = |  (bk^ + au^)ds

are a lso  compact for each t  e  [ a ,3 ]; furthermore, for t  > t , we have that

[ b (s)d s > 0 so that [ b (s)d s i s  nonsingular. Therefore, by Theorem 
4  •'T
2.12 i t  fo llow s th at for t  > x the fu nction  u^(t) i s  e ith er  nonsingular, 

or there e x is t s  a nonzero element x e  fi such that u^(t)x  = 0 . Hence for  

t > T we have th a t u^(t) has property (? ) . I t  can be shown in  a sim ilar  

manner that u^ (t) has property (P) for  t  6 [a ,x ] ,  and i t  then fo llow s from 

Theorem 5.3 th at system (3 .1 ) i s  n o n o sc illa to ry  on the in terva l [ a ,3 ] .
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6. N on oscilla tion  and comparison theorems for the lin ea r  d iffe re n 

t i a l  system on ^  compact in te r v a l . In th is  section  we use a g en era liza tio n  

o f a method employed in  v a r ia tio n a l theory to e s ta b lish  necessary and 

s u f f ic ie n t  cond itions for system (3 .1 ) to be n on oscilla tory  on a f in i t e  

subinterval [ a ,3] of the in ter v a l I  = (a^ ,“) .  The use o f v a r ia tio n a l  

techniques w i l l  a lso  enable us to  e s ta b lish  gen era liza tion s o f c er ta in  

Sturmian-type comparison theorems. In p a rticu la r , Theorems 6 .1  and 6 .2  

are gen era liza tion s of c la s s ic a l  n o n o sc illa tio n  theorems for f i n i t e  dimen

s io n a l matrix d if fe r e n t ia l  system s; se e , for example, Reid [11; p. 328].

We sh a ll  be concerned with the s e t  of rea l numbers X such th at

r3
J [n ;a ,6 ] = I [ç*bç + n*cn]ds

' a
(6 . 1)

> X
e *

n nds, for n e D ^ [a ,3 ] ,
a

where J [n ;a ,3 ] i s  the herm itian form defined in Section 5 . The fo llow ing

r e s u lt  shows that th is  s e t  i s  nonempty i f  b (t) > 0 on [ a ,3 ].

LEMMA 6 .1 . I f  b ( t)  > 0 on [ a ,3 ] ,  then there e x is t s  a r ea l number X̂

such that (6 .1 ) holds w ith X = X .̂

Let -X^ be defined as the maximum of || c (t) || on the in terv a l [ a ,3 ] .

Then we have that X ê < c ( t )  < -X^e, and consequently c ( t )  -  X^e > 0 , on

[ a ,3 ] . Furthermore, s in ce  b ( t )  > 0 on [ a ,3 ] , i t  fo llow s that

re * *
[Ç bÇ + n (c -  x^e)n]ds > 0

a

fo r  each n e  D^[a,3]:Ç, and th erefore in eq u a lity  (6 .1 ) holds for  X = X .̂

We w i l l  be p a r ticu la r ly  in tere sted  in  those cases wherein there e x is t s

a p o s itiv e  r e a l X such that (6 .1 ) h o ld s. In fa c t .  Theorems 6 .1  and 6 .2  

e s ta b lish  th at under cer ta in  hypotheses system (3 .1 ) i s  n o n o sc illa to ry  on
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[ a ,3] i f  and only i f  there e x is t s  a p o s it iv e  r e a l such that in eq u ality

(6 .1 ) is  s a t is f ie d  for  X = X .o

THEOREM 6 .1 . Let b ( t )  > 0 on [ a , 3 ], and suppose th at system (3 .1 )

i s  n on osc illa tory  on th is  in te r v a l. Then there e x is t s  ^  p o s it iv e  rea l

X such that (6 .1 ) holds with X = X .
0 -------------------------- o

Since (3 .1 )  i s  n o n o sc illa to ry  on [ a ,3 ] , there e x is t s  a se lf-co n jo in ed  

so lu tio n  (u ,v ) of th is  system such that u (t)  i s  nonsingular on [ a ,3 ].

Let. M be a p o s it iv e  r e a l number such that ||u ^ (t)|| < M on [ a ,3 ] . Now 

consider so lu tio n s o f the lin ea r  d if fe r e n t ia l  system

Û' = a (t)u  + b ( t )v ,
(6 .2 ) * VL t G  [ot, 3 ] ,

v ' = [ c ( t )  -  Xe]u -  a ( t )v ,

where X i s  a r ea l number. From Theorem 3.2 i t  fo llow s that there e x is t s

a 6 > 0 such that for any X with |x | < 6  the so lu tio n  (u ,v ) o f system

(6 .2 ) sa t is fy in g  u(a) = u (a ) , v (a ) = v(a) has the property that

l|u (t) -  u (t) || < 1/M on [ a ,3 ] . Therefore we have that ||u (t)  -  u (t)|| <

l / | |u  ^ (t)|| fo r  a l l  t  e  [tx,3], and by Theorem 2 .1  i t  fo llo w s that u (t)  i s

nonsingular on [ a ,3 ] . In p a r tic u la r , th is  property holds for  a p o s it iv e

r ea l X chosen so th at 0 < X < 6 .  Furthermore, the so lu tio n  (u ,v ) iso o
se lf-c o n jo in ed , s in ce  u *(a)v(a) -  v*(a)u (a) = u *(a)v(a) -  v* (a )u (a ) = 0.

The associa ted  herm itian form for system (6 .2 ) w ith  X = X̂  i s  given

by

J  [ n ; a ,3 ]  = I [C*bÇ + n * ( c - X  e )n ]d s .
^o Ja °

Since system (6 .2 ) i s  n o n o sc illa to ry  in  [ a ,3] for X = X^, i t  fo llow s from

Theorem 5.2 that

*0
[Ç*bÇ + n * ( c - x ^ e )n ]d s  > 0,  for  n ^ D ^ [ a ,3 ] ,

a



37

and th erefore  inequ ality  (6 .1 )  holds for the p o s it iv e  r e a l number

The fo llow ing  resu lt shows that the converse o f Theorem 6.1 i s  v a lid

whenever condition  (H), as introduced in  Section 4 , h o ld s.

THEOREM 6 .2 . Let b (t)  > 0 mi [ a ,6] and suppose that property (H)

holds on the in ter v a l [a ,g ]. ^  there e x is t s  £  p o s it iv e  rea l number

such that in eq u a lity  (6.1) holds for X = X ,̂ then system (3 .1 ) ^  non

o s c il la to r y  on the in terv a l [ a ,6 ] .

To show that (3 .1 ) i s  n on o sc illa to ry  on the in te r v a l [ a ,3 ] , i t  i s  to

be noted that by Theorem 4 .4  i t  s u f f ic e s  to  show th a t the so lu tio n  (u ,v  )a a

s a t is fy in g  u^(a) = 0 , v^(a) = e i s  such that u^(t) i s  nonsingular on

( a ,6 ] . Now, by hypothesis, th ere  e x is t s  a 6 > 0 such th at u^(t) i s  non

sin gu lar on ( a ,a + 6 ] ;  suppose th a t ( a ,x ) ,  where t  < b , is  the maximal 

in te r v a l on which u^(t) i s  nonsingular. Let (u^,v^) be the so lu tio n  of

(3 .1 )  s a t is fy in g  u ^ ( t )  = 0 , v ^ ( t )  = e , and choose s e  (a ,r )  so th at u^(t)

i s  nonsingular on [ s , t ) .  Suppose x e  ®  and d efin e  n e  D ^ t a , B ] : Ç  as

fo llo w s:

(6 .3 )

\ ( t ) x on [ a , s ] .

n (t) = <u (t)u “ ^ (s)u  (s )x on [s,t].

l o on [t,3].

\ ( t ) x on [ a , s ) .

5(t) = v^ (t)u -l(s)u Q j(s)x on (s,t).

L 0 on (t,3] .

S ince (n ,5 ) i s  a so lu tion  of system (3 .1 ) on the in te r v a ls  [a ,s )  and (s,t), 

i t  fo llo w s from Lemma 5.1 that

(6 .4 )  J [n ;a ,s] = n *(s)Ç (s“ ) = x * u * (s)v ^ (s)x ,

and that
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(6.5)  J[n;s ,T]  = -n*(s )5( s+)  = -x*u*(s)v^(s)u^^(s)u^(s)x.

By Theorem 3 .3 , we know that u * (t)v ^ (t)  -  v * (t)u ^ (t) i s  equal to  the  

constant u * (t) on [ a , T ] .  Consequently, we have the re la tio n

(6.6)  u * (s)v  (s)u  l ( s ) u  (s ) = v*(s)t i  ( s )  + u * ( t ) u ^ ( s ) u  ( s ) .d l l  (* U>( J l  d i d

From equations (6.4)  -  ( 6 . 6 ) ,  we fin d  that

J[n;a,S]  = x* [u * (s)v  (s) -  v * (s )u  ( s )  -  u * ( t ) u ^ ( s ) u  ( s ) ] x .d d OC d d i d

Since i s  a se lf-co n jo in ed  so lu tio n  of (3 .1 ) ,  i t  fo llow s that

u *(s)v^ (s) = v * (s )u ^ (s ) , and th erefore  we have

(6.7) J [ n ; o j 3 ]  =  - x * u * ( t ) u ^ ^ ( s ) u ^ ( s ) x .

for the n (t)  constructed in  (6 .3 ) .

Since u ( t )  i s  nonsingular on ( a ,s ] ,  i t  fo llow s that u^ (t)u  ( t )  > 0 
fs *

on ( a ,s i  and hence u u ds > 0 . Therefore there e x is t s  a p o s it iv e  r ea la a

number k such that
rs *

u u ds > ke > 0 .a a

Consequently, i f  x i s  any element o f "8 w ith |x || = 1 , then for q (t)  

defined as in  (6 .3 ) we have

rb rs Tfsf  n*nds > I 
' a  c

n*nds = X* *  Ju u ds a a X > kx X > 0 ,

and th erefore X

Let K = IIu ^ (s)u  ( s ) | l . Since u (t )  i s  sin gu lar  a t t  = t ,  by Lemma

rs

a
n*nds|| > X k > 0.

a

3.2 there e x is t s  an x e  IB with l|xl| = 1 and such that IIu ( t ) x | |  < X k/K.

Consequently, fo r  such an x i t  fo llo w s from (6 .7 ) that HJ[n;ot,S]|| < X^k, 

whereas n*nds|| > X^k. This c le a r ly  v io la te s  the con d ition  th at
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3

n nds, for a l l  n e  D [ a ,6 ] .  
a °

Therefore i t  fo llow s that u^(t) i s  nonsingular on (a ,g ] ;  accordingly , 

system (3 .1 ) i s  n o n o sc illa to ry  on the in ter v a l [ a ,3 ] .

I f  X̂  i s  a rea l number such th at in eq u a lity  (6 .1 ) h o ld s, i t  fo llow s  

t r iv ia l ly  that for  any X < X̂  the in eq u a lity  remains v a lid . Therefore 

there e x is t s  a la r g est X, denoted by X ,̂ such that in eq u a lity  (6 .1 ) i s  

v a lid . I t  i s  e a s i ly  seen that i f  D^[a,3] contains any element other than 

n (t) = 0 , then X„ must be f i n i t e .p
With the aid of Theorem 6 .2 , we are ab le to  e s ta b lish  some non

o sc il la to r y  p rop erties of the lin ea r  d if fe r e n t ia l  system (6 .2 ) .

THEOREM 6 .3 . Let b ( t )  > 0 on [ a ,3 ] , and suppose X̂  the largest  

rea l number such that in eq u a lity  (6 .1 )  h o ld s . Then for each X < X̂  the 

system (6 .2 ) i s  n o n o sc illa to ry .

I f  X < Xg; then c le a r ly  X̂  -  X > 0 and

g * *
[Ç bÇ + n (c -  Xe)n]ds

a
f3

> (Ag -  X) n*nds, fo r  n e. D [ a ,3 ] . 
a

From Theorem 6 .2 , i t  fo llow s immediately th at system (6 .2 ) i s  n o n o sc illa 

tory for the chosen X. One would expect the conclusion  of the theorem to  

remain v a lid  under the weaker hypothesis of b ( t )  > 0 on [ a ,3 ] , and 

property (H). However, property (H) i s  a property of system (6 .2 ) with  

X = 0 , and we have not shown that the property i s  sustained  for  other 

values o f X. The requirement that b ( t )  > 0 on [ a ,3] assures that 

property (H) holds for system (6 .2 ) for any r e a l X.

As in  the d iscu ssion  preceding Theorem 6 .3 ,  for  each t  & (a,«>) C l ,
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there e x is t s  a la rg est value such that

ft
J [n ;a ,t ]  > X n*nds, for n e  D ^ [a ,t] .

‘' a

C learly X̂  is  a monotone, nonincreasing function  of t .  The fo llow ing  

r e s u lt  shows that X̂  i s  continuous from the r ig h t.

THEOREM 6 .4 . Let b ( t )  > 0 on [ a ,3 ] , and l e t  e ^  ^  arb itrary p osi

t iv e  rea l number. Then there e x is t s  £  6 > 0 such that

re+6
J [ n ; a , e + 6 ]  > (Xg -  e) n*nds

for  n e  D^[a,3+6]; in  p a r tic u la r , X̂  > X̂  -  c for t  e [g,3+6] 

Since J [n ;a ,3 ] > X
3

3 *
n nds on D [a ,3 ] , by Theorem 6 .3  there e x is ts

a self-con jo in ed  so lu tio n  (u ,v ) o f system (6 .2 ) with X = X̂  -  e such that

u (t)  is  nonsingular on [ a ,3 ]. Therefore u (t)  must be nonsingular on a

larger in terv a l [ a ,3+6], where 6 > 0 . By Theorem 5 .2 , we have that

r3+5 * *
[Ç bÇ + n {c -  (X -e )e } n ]d s  > 0

a

on D [ a ,3+6]. Therefore,o

3+6 .  ̂ f3+6 ^
n nds

a
J[n;a,3+6] = [ [ç*bç + n*cn]ds > (X ^ -e )

 ̂a

for n & Dg[a,3+6], and the theorem i s  proved.

In the remainder of th is  s e c t io n  we w i l l  e s ta b lish  sev era l compari

son theorems for lin ea r  d if f e r e n t ia l  systems by applying the r e su lts  of 

Theorems 6 .1  and 6 .2 . Our a tten tio n  w i l l  be r e s tr ic te d  to the case where 

b ( t )  > 0  on [ a ,3 ]. In th is  ca se , i f  n ^ D ^[a,3]:Ç , then Ç(t) i s  uniquely 

determined by the r e la t io n

ç ( t )  = b ^ ( t ) [ n ' ( t )  -  a ( t ) n ( t ) ]
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whenever r i'(t)  e x is t s .  Therefore the s e t  D^[a,3] co n s is ts  of a l l  p ie c e -  

w ise  smooth fu nctions n (t)  such that n(oi) = 0 = n (3 ) . Furthermore, for  

n e  D^[a,3] we can w rite

g
[ ( n ' - a n ) * b  ^ ( n ' - a n )  + n*cn]ds.

a

Consider the two lin ea r  d if fe r e n t ia l  systems

u' = au + b .v ,  
(6 . 8  ) \

v ’ = CjU -  a V,

for j = 1 ,2 ,  where b ^ (t ) , b g f t ) ,  c ^ ( t ) ,  and CgCt) are continuous symmetric 

"B-valued fu n ctio n s, and a ( t )  i s  continuous. Corresponding to the two 

d if f e r e n t ia l  systems are the herm itian forms

f3
J j[n ;a ,3 ]  = [(n'  - a n ) * b ^ ( n '  -  an) + n * c ,n ]d s ,  j  = 1 ,2 ,  

C( J J

defined on the common domain D ^[a,3]. We a lso  d efin e  an ad d ition al 

herm itian form

J l,2 [n ;o i,3 ] = J^ [n;a ,6] -  J 2 [n ;o ,3 ]

' ' ” "’ - • " ' ’' ' ’'1 - “ 2 - - “  - 1 - 2= [ [ ( n ' -  an)* (b ,^  -  b ^ ^ ) (n ' -  an) + n*(c,  -  c^)n]ds
J n

on the s e t  D ^[a,3]. As in  the d iscu ssio n  preceding Theorem 6 .3 , there  

e x is t  la r g e s t  values Ay, j  = 1 ,2 , such that

(•3 .
J_,[n;a,3] > X. n nds,  for n e  D^[o,3] .  

 ̂ Ja

Furthermore, in  the case where b^^(t) > bg^Ct) > 0 ,  (equ ivalently  

bgCt) > b ^ (t) > 0 ) ,  on [ a ,3 ] , i t  fo llow s that there e x is ts  a la rg est r ea l  

number  ̂ such that
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J, g[n;a,8] > A I n nds,  for n e  D [a ,0 ] .

We can now e s ta b lish  e a s ily  the fo llow ing r e s u lt .

THEOREM 6 .5 . Let bgCt) > b ^ (t) > 0 on [ a ,6 ] .  X ,̂ and X̂  ^

are the r e a l numbers defined in  the preceding d isc u ss io n , then 

X̂  > Xg + X̂  2 * In p a rticu la r , i f  ^ £ ^ ^ 1 2 ^ ^  then system (6.8^) i s  

n o n o sc illa to ry  on [a ,8 ],

C learly ,

Jj^[n;a,8] = JgEnio/g] +

n*nds.

for a l l  n £  D g [a ,g ], and by the d e f in it io n  of X̂  ̂ i t  fo llow s read ily  that 

Xi > X£ + 2"

Although the preceding r e s u lt  i s  seem ingly t r iv ia l ,  i t  m anifests the  

b a s ic  idea involved in several Sturmian-type comparison theorems. The 

fo llow ing  r e s u lt  i s  such a comparison theorem.

THEOREM 6 . 6 . Let b gft) > b ^ (t) > 0 on [ a , 3 ] , and suppose that 

2 [n ;o , 3 ] > 0 for each n 6  D ^ [ a , 3 ] . ^  system ( 6 . 8 2 ) i £  n o n o sc illa to ry

on [ a , 3] ,  then system ( 6 . 8 ^) i s  a lso  n o n o sc illa to ry  on [ a , 3 ] .

Since > 0 on ÜQ[a,3], i t  fo llow s that ^2 2 “ *̂

system ( 6 . 8 ^ )  i s  non oscilla tory  on [ a , 3 ] ,  then X2  > 0 , and by the 

preceding theorem we have X̂  > X2  4 1̂ 2 ^^* Therefore, by Theorem 6 .2 ,  

system ( 6 . 8 ^) must be n on osc illa tory  on [ a , 3 ] .

I f  c ^ (t)  and Cgft) are such that c ^ (t) > C2 ( t ) ,  and b^^(t) > b 2 ^ (t)  

on [ a , 3 ] , then c lea r ly   ̂ n ^  Dg[ot,3]. Therefore we have

the fo llow in g  r e su lt .

COROLLARY. ^  bgCt) > b ^ (t) > 0 and c j / t )  > Cgft) for t  € [ a , 3 ] .
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I f  system (S .Sg) i s  n o n o sc illa to ry  on [ a ,3 ] ,  then system ( 6 . 8 ^) i s  a lso  

n o n o sc illa to ry  on th is  in te r v a l .

The f in a l  theorem of th is  sec tio n  concerns lin ea r  second-order d i f 

fe r e n t ia l  equations o f  the form

(6 .9 ) [ r ( t ) u '  + q ( t )u ] '  -  [q *(t)u ' + p (t)u ] = 0,

as introduced in  Section  3. In p a r ticu la r , we e s ta b lish  a comparison 

theorem for two d if fe r e n t ia l  equations of the form (6 .9 ) where q (t) E 0 

on [ a ,3 ] . For j = 1 ,2 , consider the d if fe r e n t ia l  equations

(6.10j)  [ r^( t )u ' ] ’ -  Pj(c)u = 0 ,  t e  [ a , 3].

We now have the fo llow in g  r e s u lt .

THEOREM 6 .7 .  Let r^^(t) > r g (t )  > 0 and p^(t) > Pg(t) on [ a ,3 ]. I f  

equation ( 6 .IO 2 ) i s  n o n o sc illa to ry  on [ a ,3 ] , then so i s  equation ( 6 . 1 0 ^).

In the corresponding lin ea r  d if fe r e n t ia l  systems we have by(t) = 

r ~ ^ (t) , and b 2 ( t )  > b ^ (t) > 0 ; furthermore, c^ (t) -  C2 (t )  = 

p^(t) -  P2 ( t )  > 0 . The conclusion  of the theorem i s  now immediate from 

the Corollary to  Theorem 6 . 6 .

7. P rop erties o f so lu tio n s  of the R icca ti d if fe r e n t ia l  equation and 

resu lt in g  comparison theorems. In Theorem 7 .1  o f th is  sec tio n  there i s

estab lish ed  a r e s u lt  which guarantees the e x isten ce  of so lu tion s of the

R icca ti d i f f e r e n t ia l  equation (3 .2 ) on an in f in i t e  in ter v a l [a ,“) .  

Theorems 7 .2  and 7 .3  are comparison and ex isten ce  theorems for (3 .2 ) ,  and 

are proved w ith  the aid  of Theorem 7 .1 .

I t  i s  to  be noted that for R icca ti matrix d if fe r e n t ia l  equations a 

r e su lt  s im ila r  to that o f the fo llow ing Theorem 7 .1  i s  to be found in  

Reid [10]. However, the method of proof used by Reid does not appear to
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be adaptable to the present general s itu a t io n , and the method o f proof 

given here d if fe r s  grea tly  from that used in  the matrix case,

THEOREM 7 .1 . I f  b (t)  > 0 and c ( t )  2  0 on [ a ,« ) , and q > 0 , [q > 0 ] ,

then there e x is t s  a symmetric so lu tio n  w (t) the R icca ti equation (3 .2 )  

on the in terv a l [a ,“ ) which s a t i s f i e s  w(a) = q. Furthermore, w (t) > 0 , 

[w (t) > 0 ] ,  on [a ,» ) .

We f i r s t  consider the case where q > 0 . Let (u ,v ) be the so lu tio n

of system (3 .1 ) s a t is fy in g  u(a) = e , v (a )  = q. I t  fo llow s from the

method o f proof o f Theroem 3 .5  that the so lu tio n  w (t) o f (3 .2 ) sa t is fy in g  

w(a) = q e x is t s  on an in terv a l [o , t) i f  and only i f  u ( t )  i s  nonsingular  

on [oi, t) ,  and that w (t) = v ( t )u  ^ (t) on th is  in te r v a l. Suppose that 

[o, t) i s  the maximal r igh t in terv a l o f e x isten ce  of w (t) and th at t < «°. 

Since (u ,v ) i s  a so lu tio n  of system ( 3 .1 ) ,  by Lemma 5 .1  i t  fo llow s th at

tI (v*bv + u*cu)ds = u*v
a

for t  £  [ujt) .
a

Furthermore, s in ce  b ( t )  > 0 and c ( t )  > 0 , we have that 0 < u ( t ) v ( t )  -  q 

and th erefore

(7 .1 ) 0 < q < u * ( t ) v ( t ) ,  for  t  6 [o, t) .

Since u ( t )  i s  nonsingular on [a ,x ) ,  i t  fo llow s from in eq u a lity  (7 .1 ) that

(7 .2 ) 0 < u* ^(t)qu ^ (t) < v ( t )u  ^ (t) = w (t ) ,

and th erefore  w (t) i s  nonsingular on [o , t) .  In add ition  we have that 

v ( t )  = w (t)u (t)  i s  a lso  nonsingular on [ a ,r ) .  The so lu tio n  (u ,v ) of 

system (3 .1 ) i s  se lf -c o n jo in e d , so th a t in eq u a lity  (7 .1 ) may be w r itten  

a lso  as 0 < q < v * ( t ) u ( t ) .  By Theorem 2 .8 , i t  fo llow s that
- 1  V * - 1 ,  - 10 < u ( t )v  ( t )  < q , and consequently
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(7 .3 ) 0 < w (t) = v ( t )u  ^ (t) < v (t )q  ^ v * (t), fo r  t  G [a,T>.

By in eq u a lity  (7 .3 ) we fin d  that ||w(t)|| < |lv (t)q  ^ v*(t) ||, and therefore

||w(t)l| i s  bounded on [ o , t ) .  I t  then fo llow s from Theorem 3 .6  that w (t)

can be extended to a larger  in terv a l [ a , T + 6 )  where 6 > 0 , which contra

d ic ts  the maximality o f the in terv a l [ a , t ) .  Hence the so lu tio n  w (t)

e x is t s  on the in f in i t e  in te r v a l [a ,* ) , and by (7 .2 )  we have w (t) > 0 on 

th is  in te r v a l.

• Now consider th e case where q i  0 , and suppose th a t the maximal 

r ig h t in terv a l of e x is te n c e  o f w (t) i s  [ a , T ) ,  where t  < »; i t  fo llow s  

that u (t) i s  nonsingular on th is  in ter v a l. In th is  case  we find  that

(7 .4 ) 0 < u* ^(t)qu ^(t) < v ( t )u  ^ (t) = w (t)

on [ o , t ) .  For e > 0 , l e t  w^(t) be the so lu tio n  o f  the R icca ti equation

determined by the i n i t i a l  condition w^(a) = q + ee  > 0 . From the preced

ing r e su lt  we have th at w^(t) e x is ts  on the e n tir e  in te r v a l [a ,« ) .  For 

z ( t )  defined by z ( t )  = w^(t) -  w (t) on [a ,? ) ,  i t  i s  to  be noted that z ( t )  

s a t i s f i e s  z(a ) = ee > 0 , and

(7 .5 ) z* +  za^ (t) + a*(t)z + z b (t)z  -  c^ (t) = 0

on [o, t) ,  where a^ (t) = a ( t )  +  b (t)w (t) and Co(t) = 0 .  As a resu lt o f the

f i r s t  part o f the theorem applied to (7 .5 ) ,  i t  fo llo w s th at z ( t )  > 0 on

[ o , t ) .  Consequently, we have that 0 < w (t) < w ^(t) on [a ,T ). I f  x < » ,

then for t  G [a ,x) we have ||w(t) || < max ||wg(s)|| < » so th at ||w(t)|| i s
s e [a ,x ]

bounded on [o ,x ) .  Again, in  view of Theorem 3 .6 ,  th is  contrad icts the 

maximality o f the in te r v a l [a ,x ) .  Therefore the so lu tio n  w (t) e x is t s  on 

the in f in i t e  in ter v a l [a ,» ) ,  and w(t) > 0 on th is  in te r v a l.

The follow ing r e su lt  i s  obtained from in e q u a lit ie s  (7 .2 ) and (7 .3 ) ,
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which were used in  the proof o f the preceding theorem.

COROLLARY. Let b (t )  > 0 and c ( t )  > 0 on the in terv a l [a ," ) , and 

suppose that w (t) ^  the so lu tio n  of the R icca ti d if fe r e n t ia l  equation

(3 .2 ) s a t is fy in g  the i n i t i a l  condition w(a) = q > 0 . If̂  (u ,v ) i s  the  

so lu tio n  o f the lin ea r  d if fe r e n t ia l  system (3 .1 ) sa t is fy in g  u(a) = e ,  

v(a) = q, then ;

0 < u* ^(t)qu ^ (t) < w (t) < v ( t )q  ^v*(t) for t  6 [a ,» ) .
' *

The fo llow in g  r e s u lt  i s  a comparison theorem, which e sta b lish e s  the 

ex isten ce  of so lu tio n s  to cer ta in  R icca ti d if fe r e n t ia l  equations.

THEOREM 7 .2 . Suppose that b (t)  > 0 on [a ,“) , and suppose that w (t) 

i s  â  symmetric so lu tio n  of the R iccati d if fe r e n t ia l  equation (3 .2 ) on 

the in terv a l [a ,“) . c^ (t) i^  a continuous symmetric %-valued function

sa t is fy in g  c^^(t) > c ( t )  on the in terv a l [a,«>), and w^(t) ^  ^  so lu tio n  of 

the R icca ti d if f e r e n t ia l  equation

K^[w^] = w | + w^a(t) + a*(t)w^ + w^b (t)w^ -  Cj^(t) = 0

w ith Wĵ (g) > w (a), [w^(a) > w (a )] , then w^(t) e x is t s  on the en tire  

in ter v a l [a ,~ ) and Wj (̂t) > w (t ) ,  [w^(t) > w ( t ) ] ,  throughout th is  in te r v a l .

To prove the above theorem, we consider the a u x iliary  R icca ti 

equation

KgtWg] -  w’ + W2 a^ (t) + a*(t)w^ + W2 b (t)w 2  -  Cg(t) = 0 ,

where a 2 ( t )  = a ( t )  + b (t)w (t)  and C2 ( t )  = c^ (t) -  c ( t )  >. 0 . Theorem 7 .1  

guarantees the ex isten ce  of a so lu tio n  w^(t) o f K2 [w2 ] = 0 on [a ,» )  

s a t is fy in g  the i n i t i a l  cond ition  ^^(a) = w^ (̂a) -  w(a) > 0 , [^^(a) > 0 ];  

in  ad d ition , we have that w^(t) > 0, [^^(t) > 0 ] ,  on the in terv a l [ a ,“) .

I f  w^(t) i s  defined as w^(t) = w (t) + ^ ^ (t ) , i t  may be v e r if ie d  rea d ily
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that w^(t) s a t i s f i e s  K^[w^] = 0 on [a ," ). Furthermore, w^(t) -  w (t) = 

WgCt) > 0 for t e  [ot,“ ) ,  so th at w^(t) > w ( t ) ,  [w^^(t) > w ( t ) ] ,  on th is  

in te r v a l.

Theorem 7.1 assu res the ex isten ce  of so lu tio n s  o f the R iccati equa

tion  (3 .2 )  on [a ,“) on ly  when b ( t )  > 0 and c ( t )  > 0 . However, Theorem 

7.2 can be used to  demonstrate the ex isten ce o f so lu tio n s  on [a ,“) ,  

although the fu nction  c ( t )  may not s a t is fy  c ( t )  > 0 . This i s  i l l u s 

trated in  the fo llow in g  example. Consider the R ic ca t i d if fe r e n t ia l  equa

tion

(7 .6 ) w' + w  ̂ + —̂  e = 0
4t"̂

on [ 1 ,”) .  I t  may be v e r if ie d  e a s ily  that w (t)  = ( l / 2 t ) e  i s  a so lu tio n  o f

(7 .6 ) on [1 ,“ ) s a t is fy in g  w (l)  = ( l / 2 ) e .  I f  c ^ (t) i s  a continuous
2

symmetric iB-valued fu n ction  such that c^(t) > - ( l / 4 t  )e  on [1 ,“) ,  then 

Theorem 7 .2  im p lies th at there e x is t s  a so lu tio n  of the d if fe r e n t ia l  

equation

w | + w  ̂ -  c^(t) = 0

on [1 ,“) s a t is fy in g  any i n i t i a l  condition o f the form w^(l) > ( l / 2 ) e ,  

(w^(l) > ( l / 2 ) e ] .  Furthermore, we have that w ^(t) > ( l / 2 t ) e ,

[w^(t) > ( l / 2 t ) e ] ,  fo r  t  > 1.

Corresponding to  well-known r e su lts  for  the case of f in i t e  dimen

sio n a l m atrix d if f e r e n t ia l  equations, we have th e fo llow in g  necessary and 

s u f f ic ie n t  cond ition  fo r  the ex isten ce  of so lu tio n s  o f the R iccati d if 

fe r e n t ia l  system (3 .2 ) .

THEOREM 7 .3 . Let b ( t )  > 0 on [a ,“) and l e t  q ^  £  symmetric element 

of (g. Then there e x is t s  on [a ," ) a symmetric so lu t io n  w (t) of the 

R iccati equation K[w] = 0 s a t is fy in g  the i n i t i a l  condition  w(a) = q i f
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and only i f  there e x is t s  a continuously d if fe r e n t ia b le  symmetric fu nction  

w ^ (t), t  6  [a ,» ) ,  such th at K[w^](t) < 0 on [a ,“>) and w^(g) < q.

I t  should be noted that the hypothesis of the theorem does not 

require th at q > 0 , or th at c ( t )  > 0 on [a ,~ ) .  C learly i f  w (t) i s  a 

so lu tio n  of (3 .2 ) s a t is fy in g  w(a) = q , then K[w](t) < 0 for t  6 [ a ,» ) ,  

and w(a) < q. C onversely, suppose th a t there e x is t s  a continuously d i f 

fe r en tia b le  function  w^(t) such that

w' + w a ( t )  + a*(t)w  + w b (t)w  -  c ( t )  = m(t) < 0 
0  0  o o o

on [a ,“) .  I f  c^ (t) i s  defined by c^Ct) = c ( t )  + m ( t ) ,  then c ( t )  > c^ (t)

and w^(t) i s  a so lu t io n  of

w' + w a ( t )  + a*(t)w  + w b(t)w  -  c ( t )  = 0 o o o o o o

for  t  e  [ a ,”) .  An a p p lica tio n  o f Theorem 7.2 guarantees the ex isten ce  of

a so lu tio n  of the R ic ca ti d i f f e r e n t ia l  equation

K[w] s w' + w a(t) + a*(t)w  + wb(t)w -  c ( t )  = 0 ,

s a t is fy in g  the i n i t i a l  con d ition  w(a) = q > w^(a). In add ition , i t  

fo llow s that w (t) > w^(t) on [a ,» ) .

8. N o n o sc illa tio n  theorems for  large t .  System (3 .1 ) i s  sa id  to be 

n o n o sc illa to ry  fo r  la rg e  t  whenever there e x is t s  a se lf-co n jo in ed  so lu 

tio n  (u ,v ) of th is  system on [a ,« ) such that u (t)  i s  nonsingular on an 

in f in i t e  in ter v a l [8 ,“ ) w ith  8 > a . In the previous sec tio n  i t  was 

proved that (3 .1 ) i s  n o n o sc illa to ry  for large t  whenever b ( t )  > 0 and 

c ( t )  > 0 on [a ,”) .  Theorems 8 .1  and 8 .2  of th is  s e c t io n  in vo lve  the 

cases where b (t)  > 0 and c ( t )  < 0 on [a ,“>). These theorems are sim ple 

g en era liza tion s of n o n o sc illa t io n  r e su lts  for d if fe r e n t ia l  systems in  a
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B*-algebra presented by H ille  [5; pp. 487-490]. The comparison theorems 

of Section 6 are employed in  Theorem 8 .3  to  prove that the lin ea r  d i f 

fe r e n t ia l system i s  n on o sc illa to ry  for  large  t  under cer ta in  h yp oth esis.

In th is  s e c tio n  we consider the lin ea r  d if f e r e n t ia l  system

u ’ = g ( t )v ,
(8 .1 ) t  e  [a,«>) ,

V* = - f ( t ) u ,

where f ( t )  and g ( t )  are continuous symmetric 23-valued fu n ction s. This i s  

a sp ec ia l case of system (3 .1 ) under the id e n t if ic a t io n  a ( t )  E 0, 

b ( t)  = g ( t ) ,  and c ( t )  = - f ( t )  on [a,<»).

I f  T e  [a ,“ ) ,  l e t  h ( t )  be a so lu tio n  o f the system

h '( t )  = a ( t ) h ( t ) ,
t  e  [a ,“>),

h(x) = e ,

where a ( t )  i s  the c o e f f ic ie n t  fu nction  in  (3 .1 ) .  I f  ('̂ q»''̂ q) i s  a so lu tio n  

o f (3 .1 ) ,  then i t  may be v e r if ie d  rea d ily  that

u ( t )  = h ^ (t )u ^ (t ) , v ( t )  = h * ( t )v ^ (t ) ,

i s  a so lu tio n  o f ( 8 .1 ) ,  where f ( t ) ,  g ( t )  are the continuous symmetric 

functions defined by f ( t )  = - h * ( t ) c ( t ) h ( t ) , g (t )  = h ^ (t)b (t)h *  ^ (t)  . 

Moreover, i t  can be shown that (Ug,v^) i s  a se lf-co n jo in ed  so lu tio n  of  

system (3 .1 ) i f  and only i f  (u ,v ) i s  a se lf-co n jo in ed  so lu tio n  o f system

(8 .1 ) .  Consequently, the r e su lts  o f th is  s e c t io n  dealing w ith system

(8 .1 ) may a lso  be applied to system (3 .1 ) a fte r  the appropriate tran s

formation has been made.

We now have the follow ing r e s u lt  for system (8 .1 ) .

THEOREM 8 .1 . Let f ( t )  > 0 and suppose that 0 < g ( t )  < e on th e  

in terv a l [a ,» ) where a > 0 . I f  for  each t  G. [ a ,“ ) the in teg ra l
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h (t)  = t f (s)d s
t

e x is ts  and h (t)  < ( l / 4 ) e ,  then (8 .1) n o n o sc illa to ry  for  larRc t .

The method of proof i s  sim ilar  to that used by H ille  in  the case  

where g (t )  = e on [« ,“ ) .  D efine a sequence o f 0  -valued functions on 

[a ,» ) as fo llow s:

z^ (t) = h ( t ) ,

(8 . 2)
z^^j^(t) = t  j  |s  ^ z^ (s)g(s)z^ (s)Jd s + h ( t ) ,  n = 1 ,2 ,3 ,* * * .

Let 0 . = 1/4 and for n > 1 defin e a , ,  by the recu rsive r e la tio n  o =1 n+1 n+1
2

a + 0 , .  I t  can be shown by induction that {a } i s  a monotone non- n 1  n
decreasing sequence and that

i  " n  -  V l >

for n > 1 and t  6  [a ,“ ) .  Furthermore, i f  m, n are p o s it iv e  in tegers w ith  

m > n, then || Zg^(t) -  z^ (t)|| < -  o^. I t  i s  estab lish ed  e a s ily  that the

sequence converges to a = 1 /2 . Therefore, fo r  each t  €1 [a ,“) the

sequence { z ^ (t )}  i s  a Cauchy sequence, and consequently has a lim it  z ( t ) .  

Indeed, on [a ,“ ) the sequence {z^ (t)}  i s  bounded and converges uniformly 

to z ( t )  on th is  in te r v a l. By (8 .2 ) i t  then fo llo w s that

(8 .3 ) z ( t )  = t  I [s  ^ z (s )g (s )z (s ) ]d s  + h (t)

on [ot,“) . I f  k i s  the constant element defined by 

k =
00

[s ^ z (s )g (s )z (s ) ]d s  + I f ( s ) d s .
a i :

the equation (8 .3 )  can be w ritten  as
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t^ -2[s  z ( s )g ( s ) z ( s ) ]d s  -  t f (s)ds
a

for t  e  [ot,“ ) .  I f  w (t) i s  defined as t  ^ z(t) on [a ,® ), then we have that

w (t) = k -
t  f t

[w (s)g (s)w (s)]d s  -  j f ( s ) d s .
a •’a

and th erefore  w (t) s a t i s f i e s  the associated  R icca ti d if fe r e n t ia l equation

w '(t )  + w (t)g (t)w (t)  + f ( t )  = 0

on [ot,“) and w(a) = k. Furthermore, the so lu tio n  w (t) i s  symmetric s in ce  

each of the fu n ction s f ( t ) ,  h ( t ) ,  z^ (t) and z ( t )  is  symmetric. By Theorem 

3 .4 , there e x is t s  a se lf-co n jo in ed  so lu tio n  (u ,v ) of system (8 .1) w ith u (t)  

nonsingular on [a ,“) , and hence system (8 .1 ) i s  n on o sc illa to ry  for large  t .

In the fo llow in g  n o n o sc illa t io n  theorem we employ the concept of 

lim it  in fe r io r  and l im it  superior o f a symmetric 16-valued function h ( t ) ,  

with norm ||h (t) || bounded on [a ,® ). I f  h ( t )  i s  such a fu nction , then 

lim in f  h ( t )  i s  defined as h*e, where

h^ = sup{X a r e a l number | there e x is t s  a r e  [a,®)

such that Xe < h (t)  on [x ,® )}.

S im ilarly , lim  sup h ( t )  i s  defined as h*e, where

h* = inf{X  a r e a l number there e x is t s  a x e  [a,®)

such that h ( t )  < Xe on [x ,® )}.

According to the above d e f in it io n s , i f

lim  sup h ( t )  = h*e, and 

lim  in f  h ( t )  = h*e,

then for each e > 0 , there e x is t s  a x e  [a,®) such that 

( h . - e ) e  < h ( t )  < (h* + e )e  for t  e  [x,®)
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Furthermore, the in eq u a lity  lim in f  h ( t )  < ( l / 4 ) e  means that i f  X i s  any 

r ea l number such that Xe < h (t)  on a sub in terval [ t , “ )  of [ a , » ) ,  then 

X < 1 /4 .

The fo llow in g  theorem i s  presented by H il le  [5; p . 487] for the case  

where g ( t )  = e on [a ," ) . The method of proof i s  s im ila r  to the proof o f  

H il le 's  r e s u lt .

THEOREM 8 .2 . Let g ( t )  > e and f ( t )  > 0 on [a ,“) ,  where a > 0.

Suppose th at there e x is t s  a se lf-co n jo in ed  so lu tio n  (u ,v) of system (8 .1 )  

with both u (t)  and v ( t )  nonsingular on an in f in i t e  in ter v a l [B,“) , where

g > a . Then for each t  e. [ a ,“) the improper in teg r a l

*00

f ( s )d s
Jt

e x is t s  and

lim  supT r  ,  f  e

lim  in f j  •'t [(1 /4 ) e .

Since (u ,v ) i s  a se lf-co n jo in ed  so lu tio n  of (8 .1 ) with u (t)  nonsingu

la r  on [g ,“) ,  i t  fo llo w s that w (t) = v (t)u  ^ (t)  i s  a symmetric so lu tio n  of 

the R icca ti d i f f e r e n t ia l  equation

(8 .4 ) w' + wg(t)w + f ( t )  = 0 , fo r  t  £  [3 ," ) .

Furthermore, s in c e  by hypothesis we have that v ( t )  i s  nonsingular on [3 ,“ ) ,  

i t  fo llow s that w ^ (t) = u (t)v  ^ (t) e x is t s  on [3,") and s a t i s f i e s

(w ^)' = w ^ f(t)w   ̂ + g ( t ) .

Therefore,

w ^ (t) = w ^(3) +
t

g (s )d s  +
3

t
[w (s )f(s )w  (s )]d s

3

on [ 3 ,“) .  Moreover, s in ce  g (t)  > e and f ( t )  > 0 on [ 3 ,”) ,  i t  fo llow s that
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on th is  In terv a l.

w ^ (t)  > w ^(3) + ( t - g ) e  

I f  T i s  defined by t = g + |w ^ (3 )||, then 

w ^(3) + (t -  3 )e  > 0.

Consequently, for  t  > t i t  fo llo w s that

w ^ (t) > w ^(3) + ( t - 3 ) e  

-1,> w (3) + ( T - 3 ) e  + ( t - x ) e

> ( t  -  x )e  > 0.

Therefore, we have that

and hence 

(8 .5 )

0 < w (t) < ( t  -  t) for  t €  (t , “ )

lim  w (t) = 0 .  
t  “

1-1
Furthermore, we have

0 < tw (t) < t ( t - r )  ^e 

on (t , “) so that

(8 .6 ) lim  sup tw (t) < e .

I f  3 < t  < Y, then by equation (8 .4 ) i t  follow s that

(8 .7 ) w (t) -  w(y) =

and consequently

(8 .8 ) w (t)

f ( s )d s  +
rY

[w (s)g (s)w (s)]d s .

-  w ( y )  > [
J t

f ( s )d s  > 0 , for y > t .

fY
I f  for fixed  t the fu nction  z ( y )  i s  defined  by z(y) = 

in eq u ality  (8 .8 )  i t  fo llow s that

f ( s ) d s ,  then by

w ( y , )  -  w ( Y n )  > z ( Y o )  -  z ( Y i > > 0 ,
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and consequently WzCYg) “ zCŶ )II ^ ||w(Y^) -  whenever t  < < y ^ .

However, in  view o f (8 .5 ) we have that w(Y^) and w^Yg) converge to 0 as

Y2  Y2  become in f in i t e ,  so that z (y) has a l im it  as y  becomes in f in it e ;
fY

that i s ,  the improper in teg r a l J f ( s )d s  = lim ^^ f ( s ) d s  e x is t s .

S im ilarly , the improper in teg r a l [ [w (s)g (s)w (s)]d s e x is t s  for each
Jt

t  e  [8 ," ) . Since w(y) approaches 0 as y becomes in f in i t e ,  i t  fo llow s from

equation (8 .7 ) that

foo

w (t) = f ( s )d s  +

to

[w (s)g (s)w (s)]d s for t  6  [8 ,“ ) .

I f  we defin e h (t)  = tj f ( s ) d s ,  then the above equation can be w ritten  as

(8 .9 ) tw (t) = t [w (s)g (s)w (s)]d s + h ( t ) .

Now l e t  h , h*, u , and u* be r ea l numbers such that

lim .  J
lim  in fj

h*e,

lb *e ,

lim  sup 

lim  in f
tw (t) = . u*e.

In view of (8 .6 ) ,  we know that u < 1 ,  and i t  fo llow s from equation (8 .9 )  

that h < u < 1 .  Let e > 0 , and choose x > 3 so that fo r  s 6  [x ,« )

(u* -  e )e  < sw(s)  ̂ (u* + e )e ,

(h* -  e )e  < h (s) < (h* + e )e ,

where a negative lower bound i s  replaced by 0 . Therefore for s > t , we 

have that

2 2 s w (s)w (s) > (u* -  e) e .
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Furthermore, fo r  s > x we have w (s)g (s)w (s) > w (s)w (s) so that

[w (s)g (s)w (s)]d s > t
t

- I f  .2  ,s (u* -  e) e ds
t

2
> (u* -  e) e .

Hence from equation (8 .9 ) i t  fo llow s th at

tw (t) > (u* -  E)^e + (h* -  e)^e

for t > T ,  and therefore

lim in f tw (t) > (u^ -  e)^e + (h* -  e)^e.

2 2However, lim in f  tw (t) = u*e so that u* > (u^ -  e) + (h^ -  e) . S ince e
2 2was a r b itr a r ily  chosen, we have û  ̂ > u^ + ĥ .̂ This in eq u a lity  im plies  

2
that (Uĵ  -  1 /2 ) < 1 /4  -  h^; th erefore , we have h^ < 1 /4  and the theorem

i s  proved.

The follow ing theorem is  a g en era liza tio n  o f a r e su lt  presented by 

Reid [9] for f in i t e  dimensional matrix d if f e r e n t ia l  system s.

THEOREM 8 .3 . Let g ( t )  > 0 on [a ,» ) and suppose th at there e x is t s  a

continuous p o s it iv e  real-valued  fu nction  r ( t )  such that f ( t )  < r ( t ) e ,
foo

g ( t )  < r ( t ) e ,  and the improper Riemann in te g r a l r (s )d s  e x i s t s . Then

system (8 .1 ) n on oscilla tory  for large  t .

Let X e  [ a ,”) be chosen so that

so lu t io n  of (8 .1 )  determined by the i n i t i a l  conditions u^(x) = 0,

r (s )d s  < IT. I f  (u^,v^) i s  the

v^(x) = e , we w i l l  show that u^(t) i s  nonsingular on (x,<*>). Let 8 6 ( x ,“) 

and consider the system

u '( t )  = r ( t ) v ( t ) ,
(8 . 10)

v ’ ( t )  = - r ( t ) u ( t ) ,

on [ x ,8 ] .  C learly ,
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u (t)  = s i n ( - |  r ( s )d s )e ,

v ( t )  = c o s ( -  r ( s )d s )e  

i s  a se lf-co n jo in ed  so lu tio n  of system (8 .1 0 ) . Moreover,

r (s )d s  < IT
fCO

0 <
t

for t  e  [ t , 6 ] ,  s o  that u (t)  i s  rionsingular on [ t , 6 ] ,  and hence system

(8.10) i s  n o n o sc illa to ry  on [ t ,3 ] .  Furthermore, we know that 

0 < g ( t )  < r ( t ) e  and f ( t )  < r ( t ) e  so by the C orollary to Theorem 6.6 i t  

fo llow s that (8.1)  is  n o n o sc illa to ry  on [t , 8 ] .  Since g ( t )  > 0 on [t , 3 ] .  

Theorem 4.1 guarantees that u^(t) i s  nonsingular on [t , 8 ] .  However, 8 

was a r b itr a r ily  chosen, so that u ^ (t) must be nonsingular on ( t , “) ,  and 

hence system (8 .1 )  is  n o n o sc illa to ry  for la rg e  t .

9. Comparison and o s c il la t io n  theorems fo r  large  t . Hayden and 

Howard e s ta b lish  sev era l o s c i l la t io n  theorems for d if fe r e n t ia l  systems of 

m atrices and endomorphisms on a Banach space in  [7] and [3 ] . In th is  

sec tio n  we present corresponding r e su lt s  for d if f e r e n t ia l  systems in  a
"kB -algebra.

The f i r s t  r e su lt  i s  a comparison theorem, im p lic it ly  used by Hayden 

and Howard in  th e ir  p roofs.

THEOREM 9 .1 .  Let g ( t )  a symmetric so lu tio n  o f  the R iccati 

d if fe r e n t ia l  equation

(9 .1 ) g ' ( t )  = [g (t)  + h ( t ) ] f  ( t )  [g ( t )  + h ( t ) ]

on the in ter v a l [ a ,» ) , where g ( t ) , h ( t ) , and f  ( t )  are continuous symmetric 

18 -valued fu n c tio n s . Suppose that k i s  a p o s it iv e  r e a l  number, and <|)(t)
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Is  ^  p o s it iv e  real-valued  continuous fu n ction  such that h ( t )  > ke, and 

f ( t )  > <|>(t)e £ n  [otjoo). ^  r e a l number such that + k > 0 and

g(a) > p^e, then the so lu tio n  of the sca la r  d if fe r e n t ia l  system

(9 .2 )
p ' ( t )  = < |)(t)[p(t) + k]^ ,

p(ot) = pQ,

e x is t s  on [a ,» )  and is  such that

g (t )  > p ( t )e  for  t  e  [a,«>).

Since g ( t )  and p (t) are continuous fu n ctio n s , and g(a) -  p (a)e  > 0, 

there e x is t s  a maximal su b in terval [a ,? )  o f [a ,» )  with g ( t )  > p (t)e  on 

[ujt) .  We s h a ll  proceed to show th at i f  x < “ then g(x) > p (x )e , in which  

case an extension  argument y ie ld s  a con tra d ic tio n  to the maximality o f  

the in te r v a l [ a ,x ) .  Since g (t )  > p ( t ) e  and h ( t )  > ke on [a ,? ) ,  we have 

g ( t )  + h ( t )  > [p (t)  + k ]e . Furthermore, the so lu tio n  p (t)  o f system (9 .2 )  

i s  nondecreasing, so that p (t) + k > p(a) + k > 0. Therefore, by Theorem 

2 .3 , i t  fo llow s that

[g (t)  + h ( t) ]^  > [p ( t )  + k]^e on [a ,x ) .

Moreover, f ( t )  > (}>(t)e > 0 , so that fo r  t  £  [a,x ) we have

[g ( t )  + h ( t ) ] f  ( t )  [g ( t)  + h ( t ) ]  > K t ) [ g ( t )  + h (t)]^

> ^ ( t ) [p ( t )  + k]^e.

Hence fo r  each t € [a ,x) we have th at g ' ( t )  > p ' ( t ) e ,  and consequently,

s ( t) -  g(a) =

Therefore, i t  fo llow s that

g(x) -  p (x)e  > g (a ) -  p (a )e  > 0 ,

X
g '(s )d s  > 

a ”

rx
p’ (s )d s  = [p(x) -  p (a )]e .

a
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so that g ( t )  > p (x )e .

I t  may be v e r if ie d  e a s i ly  that the so lu tio n  of the sca la r  d iffe re n 

t i a l  system (9 .2 )  i s  g iven  by

-1(9 .3 ) p ( t)  = [(p„ + k)

ft
on the in te r v a l where <j>(s)ds < (p + k) . Therefore, i f  there e x is t s

,to  “ °
a t  such that # (s )d s  = (p + k) , then the so lu tio n  p (t)  o f system  

O J (X o

(9 .2 ) becomes unbounded as t approaches t^; consequently, the maximal

right-hand in te r v a l o f ex isten ce  of the so lu tion  g (t )  of (9 .1 ) cannot

exceed [a ,t ^ ) .

We s h a l l  say that system (3 .1 ) i s  o s c il la to r y  for large t i f  th is  

system f a i l s  to  be n o n o sc illa to ry  for large t .  In th is  connection i t  i s  

to  be noted that the term " o sc illa to ry "  has been used in  d if fe r e n t  

contexts for  even the case of f in i t e  dimensional matrix d if fe r e n t ia l  equa

tio n s  and for sca la r  d if f e r e n t ia l  equations of higher order. The choice  

of term inology employed here i s  re la ted  to the presence o f s in g u la r it ie s  

in  u (t)  fo r  an arb itrary  se lf-co n jo in ed  so lu tio n  ( u ( t ) ,v ( t ) )  of the  

lin ea r  d i f f e r e n t ia l  system on an in f in i t e  in ter v a l.

In Theorem 9 .2  and i t s  c o r o lla r ie s  we w i l l  be in tere sted  in  fu nctions  

s a t is fy in g  the fo llow in g  con d ition . A symmetric TR-valued fu n ction  n (t)  

i s  said  to  have property (D) on [y >“) i f .  for each r ea l number k there  

e x is t s  a t e. [y »“) such that n (t )  > ke on [x ,“) .  I t  i s  to  be noted that 

th is  con d ition  might be expressed as lim  in f  n ( t )  = (+~)e.

THEOREM 9 .2 . Let b ( t )  > 0 , and suppose that a ( t )  a continuous 

symmetric fu n ction  which commutes with b (t)  for each t e  [y,™)«

Furthermore, suppose th at there e x is t s  £  p o s it iv e  rea l-va lu ed  d if fe r e n t ia b le

° a

-1

t
<{)(s)ds] -  k
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function  X(t) such th at for

(9 .4 ) m (t) = [ ( l /2 ) X ' ( t ) e  - X (t)a (t)]b " ^ (t)

and

f t
(9 .5 ) n ( t)  = - [X (s )c (s )  + m(s)A ^ (s)b (s)m (s)]d s  + m (t),

the function  n (t)  has property (D ). F in a lly , suppose that there e x is t s  ^  

p o s it iv e  continuous rea l-v a lu ed  function (j) ( t )  such that

(9 .6 ) X ^ ( t )b ( t )  > (j)(t)e, for t  e  [y >~)>

and
f t

(9 .7 ) <j)(s)ds “ as t  ->• 0 0 . 
Y

Then system (3 .1 ) i s  o s c i l la to r y  for  large t .

Suppose that there e x is t s  a self-con jo in ed  so lu tio n  (u ,v) of (3 .1 )  

such th at u (t)  i s  nonsingular on [ t , “) where t i  y  I t  then fo llow s that 

w (t) defined as w (t) = v ( t )u  ^ (t)  s a t i s f ie s  the R icca ti d if fe r e n t ia l  equa

t io n

(9 .8 ) w' + wa + aw + wbw -  c = 0

on the in ter v a l [ t , o o) .  I f  q ( t)  i s  defined as q (t)  -  X(t)w (t) on [? ,» ) ,  

then i t  fo llow s from equation (9 .8 )  that

(9 .9 ) X"lq' = X'X"2q -  x " \ a  - X"^aq + X~^qhq -  c .

Equation (9 .9 ) can be w ritten  as

X = [q + m]X ^b[q + m] -  c -  mX ^bm, 

where m (t) i s  defined in  ( 9 .4 ) ,  and hence

(9 .10 ) q' = [q + m]X ^b[q + m] -  Xc -  mX ^ra

on [t , oo) .  I f  g (t )  i s  defined on [?,*) as
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g ( t )  = q (t)  + [ [Xc + mX Hm]ds,
■'y

then the d er iv a tiv e  g ' ( t )  e x is t s  and

g' = q* + Xc + mX H»m.

I t  follow s that equation (9 .10) can be w ritten  as

(9 .11) g ' = [g + n]X ^b[g + n],

where n (t)  i s  defined in  (9 .5 ) .

Let be a r e a l  number such th a t  g(x) > p^e; i t  i s  c lea r  from equa

tio n  (9.11) th a t  g ( t)  i s  nondecreasing, so th a t  g ( t )  > p^e for each

t  e  [t>"). Now l e t  k be a p o s i t iv e  r e a l  number such th a t  k + p^ > 0.

Since n (t) s a t i s f i e s  property (D), there e x is ts  an a e  [t ,~) such that 

n (t)  > ke for  t  > a; moreover, for  th is  a we have th a t g(a) > p^e. By 

hypothesis there e x is t s  a function  * (t)  such that X ^ ( t )b (t )  > (|)(t)e > 0 . 

With the aid o f Theorem 9 .1  we have that g ( t )  > p ( t ) e  on [« ,“ ) ,  where

p (t)  is  defined in  equation (9 .3 ) .  However, by (9 .7 )  there e x is t s  a

t  e  [« ,“) such that f °  (})(s)ds = (p + k) Consequently, as t 
o J a o

approaches t^ the fu n ction  p (t)  becomes in f in i t e .  This contrad icts the 

p o s s ib i l i ty  that g ( t )  e x is t s  on [a ,« ) ;  furthermore, n eith er q ( t )  nor 

w (t) = v (t )u  ^ (t) can e x is t  on the in f in i t e  in ter v a l [a ,» ) .  Therefore 

system (3 .1 ) must be o s c i l la to r y  for large  t .

The above r e su lt  corresponds to Theorem 5 in  [7 ] ;  the fo llow ing two 

c o ro lla r ie s  correspond to Theorem 3 and Theorem 2, r e sp e c t iv e ly , in  the 

same a r t ic le .

COROLLARY 1. Let b ( t )  > 0 and a (t )  = 0 on [y »“ )« Suppose that 

there e x is t s  ^  p o s it iv e  rea l-va lued  d if fe r e n tia b le  fu nction  X (t) such th at
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f t

n ( t )  = - ^ [X(s)c(s)  + ( l / 4 ) ( X ' ( s ) ) V ^ ( s ) b " ^ ( s ) ] d s  
Y

+ ( l / 2 ) X ' ( t ) b " ^ ( t )

has property (D) on [y ,“) . Furthermore, suppose th at there e x is t s  a 

p o s it iv e  continuous rea l-va lu ed  fu n ction  (J) ( t )  such that r e la t io n s  (9 .6 )  

and (9 .7 ) h o ld . Then system (3 .1 ) i s  o s c i l la to r y  for  large  t .

The fo llow in g  r e s u lt  i s  a s p e c ia l case of Corollary 1 , where b (t)  = e 

and # (t )  may be defined as X ^ ( t ) .

COROLLARY 2. Suppose th at th ere  e x is t s  £  p o s it iv e  real-valued  

d if fe r e n t ia b le  fu nction  X (t) such that

ft  y ,
n ( t )  = -  [X (s)c (s) + ( l /4 ) (X * (s ) )V -^ ( s )e ]d s  + ( l /2 ) X '( t ) e

J y

has property (D ), and th at

•t ,
X (s) -»■ “ as t  + » .

■'y
Then the lin ea r  d if f e r e n t ia l  sys tern

u " (t) + c ( t ) u ( t )  = 0 

i s  o s c i l la to r y  for  large t  on the in te r v a l [y ,”) .
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