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Abstract

Radar imaging techniques employing synthetic aperture radar (SAR) are ubiq-

uitous in applications such as defense, remote sensing, space exploration, terrain

mapping, and many others. However, to obtain fine image resolution, radar sys-

tems must be capable of utilizing large signal bandwidths. By the sampling the-

orem, a large signal bandwidth equates to a high sampling frequency, resulting in

more expensive and complex digital electronics required to digitize and process the

waveform. Using linear frequency modulated (LFM) pulses and stretch process-

ing techniques, systems such as frequency-modulated continuous-wave (FMCW)

radars reduce the required sampling rate at the expense of longer pulses, higher

transmit duty cycle, and decreased pulse repetition frequency. While these trade-

offs are often acceptable, in many situations they are not, and a pulse-Doppler radar

system is required. These systems can utilize LFM pulses with nearly any desired

pulse length and pulse repetition frequency to perform imaging, but they must have

an analog-to-digital converter (ADC) and back-end processing capable of handling

the full waveform bandwidth, leading to increased cost, size, or both.

At the University of Oklahoma’s Advanced Radar Research Center, a pulse-

Doppler radar system for use in a SAR application is designed and built using

only commercially available components to decrease the size and cost of the radar,

specifically the digital back-end. A minimum size and weight is targeted for this

system because it is desired to eventually fly the radar and form images on a light-
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weight airborne platform, such as a quad- or octo-copter. The challenge with using

commercial parts for a custom digital pulse-Doppler radar is that it is difficult to

meet the strict timing requirements inherent to pulse-Doppler radar while simulta-

neously meeting the high-bandwidth requirements imposed by SAR. In this thesis,

the design and implementation of the digital back-end for the custom SAR system is

presented. The focus is placed on designing a control system and clock distribution

scheme in the digital back-end to ensure pulse to pulse coherence while maintain-

ing ideal LFM spectral quality. Additionally, a calibration method is devised to

provide accurate range measurements each time the radar is turned on even if the

latency between the digital transmitter and receiver changes. At the conclusion of

this work, it is shown that the radar system is capable of performing accurate pulse-

Doppler radar through the generation of range-Doppler maps from data captured by

the radar. The results of these tests indicate that the system is suitable for eventual

use in SAR imaging applications.
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Chapter 1

Introduction

Radar has been used for a number of applications in modern life, including me-

teorology, national defense, terrain mapping, and air traffic control, to name a few.

In all of these applications, the radar system is often designed to be a pulse-Doppler

system, which typically increases the complexity of the digital electronics required

when compared to continuous-wave (CW) and frequency-modulated continuous-

wave (FMCW) radar systems [3]. This added complexity often leads to added size,

weight, power, and cost (SWaP-C) of the system. For example, some radar systems

use a pre-made digital chassis, such as an NI-DAQ, to synthesize the transmitted

waveform and to digitize and process the received waveform [4]. While such a

system conveniently abstracts away the design of the digital transceiver, they are

also typically large, heavy, and prohibitively expensive. Although the increased

SWaP-C is tolerable for ground-based radar platforms, these systems are not easily

reproducible for bulk-production and cannot be placed on lightweight aerial plat-

forms such as small UAVs or quad/octo-copters.

One solution to this problem is to use small and cheap commercial-off-the-shelf

(COTS) digital parts to construct the digital back-end of the radar. The use of

COTS parts allows for a low-cost and easily replicated digital system that can be

integrated into a small form-factor printed circuit board (PCB) that satisfies the

1



low SWaP-C requirement. The primary challenge of using COTS parts to build a

digital radar is that typically the digital parts are not designed to specifically meet

the strict timing requirements of a pulse-Doppler radar system. If care is not taken

in the design and integration of the digital parts, particularly with regard to clock

synchronization between the devices, the radar system will not operate as intended

due to digital timing errors, which lead to ambiguities in the range measurements

gathered by the radar. To further complicate the design, larger analog bandwidths

and shorter pulse widths are desirable to give a more precise range resolution and a

smaller blind range [5], which requires an increase in the sampling frequency of the

analog-to-digital converter (ADC) and the reconstruction frequency of the digital-

to-analog converter (DAC). As these frequencies increase, it becomes more difficult

to synchronize the digital clocks operating on each device.

This thesis is concerned with the digital design of a high-sampling frequency

wideband pulse-Doppler radar system for use in a synthetic aperture radar (SAR)

airborne imaging application. The system is desired to be small and light enough

that it can be placed on a light octo-copter, and must be robust enough to obtain

a range resolution of 1 m with a look angle of 30°. Although some low SWaP-C

SAR systems have been developed in industry and the literature [6],[7], these are

typically not small and light enough to be placed on a small drone, and the systems

that are small enough usually simplify their hardware through FMCW processing

techniques. The system designed in this work is aimed to improve upon the current

state-of-the-art by enabling pulse-Doppler SAR operation onboard a small, cheap,

and lightweight air platform, such as a quad- or octo-copter.

2



1.1 Thesis Outline

This thesis is divided into the following chapters. In Chapter 2, the background

of digital pulse-Doppler radar is covered. This includes the mathematical basis

for pulse-Doppler radar processing techniques and the relationships between the

processing parameters and the radar characteristics. This chapter also describes the

basics of digital radar architectures with a focus on the digital synthesis and capture

of an analog radio frequency (RF) waveform.

In Chapter 3, the initial design of the proposed radar system is described. An

overview of the radar characteristics including center frequency, bandwidth, and

pulse rate is given here. The hardware used in the radar is also described with a

focus on the selection of the hardware comprising the digital back-end.

In Chapter 4, the details of the implementation of the digital back-end are dis-

cussed. This chapter focuses on low-level details of configuring the digital hardware

and includes some additions to the original system design to fix problems with the

waveform spectral integrity. This chapter concludes with a demonstration of the

radar pulse integrity when it is transmitted in a full loopback from the digital back-

end, to the RF front-end, and back to the digital back-end.

In Chapter 5, issues related to the coherence of the radar from pulse to pulse are

discussed and resolved. The chapter describes the sources of digital incoherence

and explains the method by which the incoherence is eliminated. Modifications

to the digital back-end and RF front-end are proposed and implemented to allow

pulse-to-pulse coherence without sacrificing the spectral integrity of the waveform.

In Chapter 6, a pulse timing problem causing inaccurate range measurements

when the radar is restarted is discussed. A loopback calibration solution is pro-

posed, and a derivation of an algorithm for calibrating the radar on each system

3



reset is presented. The additional hardware used to implement this calibration is

also presented and results showing its proper operation are given.

In Chapter 7, the completed radar system is presented, and final improvements

to enhance the functionality and usability of the radar are proposed. An overview

of each proposed improvement is given. Finally, a full system test of the radar

including range-Doppler measurements of moving targets is performed, verifying

that the system is fully operable.

In Chapter 8, the conclusion to the thesis and propositions for future improve-

ments and measurements are given.
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Chapter 2

Background

To fully grasp the scope of the work demonstrated in this thesis, the basics of

digital pulse-Doppler radar systems must be understood. This includes an under-

standing of the theory of operation of a pulse-Doppler radar, the processing steps,

and the implementation details of various components in the digital back-end. As

such, this section seeks to provide a foundational understanding of pulse-Doppler

radar operation, the processing required to obtain useful information with a pulse-

Doppler radar, and typical digital radar system operation and design considerations.

2.1 Fundamentals of Pulse-Doppler Radar

A pulse-Doppler radar system operates by transmitting a train of short pulses

with a low duty cycle and then capturing the pulses as they return to the radar after

reflecting off objects (targets or scatterers). The pulses have a pulse width of Tp

and are transmitted at a precise frequency called the pulse repetition frequency, or

PRF. The period of the PRF, or the time between successive pulses, is known as the

pulse repetition interval, or PRI. Typically the pulse width is much shorter than the

PRI. A short pulse train consisting of five pulses with a PRI of 400 µs and a pulse

width of 50 µs of is shown in Figure 2.1.
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Figure 2.1: A simple pulse train

The radar is able to measure both the distance between the scatterers and the

radar (R) and relative radial velocity of the scatterers with respect to the radar (vs).

The range R can be extracted from the time delay between the time that a pulse is

transmitted and the time the pulse is received, denoted by τp. The relative radial ve-

locity of the target can be extracted by determining the Doppler shift of the received

waveform when compared to the original waveform, denoted by FD. The range is

calculated from τp by

R =
cτp
2

(2.1)
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where c is the speed of light. This equation accounts for the two-way propagation

time of the radar pulse from the radar to the scatterer and then back.

To determine the radial velocity of a moving scatterer, the frequency of the

Doppler shift caused by the relative motion of the scatterer can be extracted over the

course of multiple pulses called a coherent processing interval (CPI). The Doppler

shift frequency (FD) is calculated by

FD =
2vs
c− vs

Fc ≈
2vs
c
Fc =

2vs
λc

(2.2)

where vs is the radial velocity of the scatterer and Fc and λc are the frequency and

wavelength of the carrier, respectively [5]. The Doppler shift can be either positive

or negative. By convention, a positive FD occurs from the movement of a target

toward the radar, while a negative FD occurs from the movement of a target away

from the radar. A discussion of how to extract FD from the radar data is given in

Section 2.1.1.

Given two scatterers within the observable scene of the radar, the range to each

target cannot be resolved with infinite precision. Instead, the radar can only resolve

targets into discrete “range bins,” where the size of each range bin is denoted as the

range resolution (∆R) of the radar. The range resolution of the radar is given by

∆R =
c

2β
(2.3)

where β is the instantaneous bandwidth of the transmitted pulse [5]. For the sim-

plest pulse waveform, each pulse is a single frequency tone with a square pulse

amplitude envelope, as seen in Figure 2.1. For this case, β is approximately equal

to 1
Tp

due to the Fourier uncertaintly principle. It is typical for a radar system to

7



implement some sort of modulation to the pulse to increase the bandwidth without

decreasing the pulse width. A frequently implemented pulse waveform is the linear

frequency modulated (LFM) pulse. The LFM waveform, also commonly called a

“chirp,” increases linearly in frequency from f1 to f2 over the course of the pulse

width, as shown in Figure 2.2. At complex baseband, f1 is −β
2

and f2 is β
2
. The

complex envelope of such a waveform is given by

x(t) = a(t) exp

[
j2π

(
−β

2

)
t+ jπ

β

Tp
t2
]

0 ≤ t ≤ Tp (2.4)

where a(t) is some amplitude scale factor introduced by the RF front-end and the

bandwidth of the waveform is given by

β = f2 − f1 (2.5)

which is independent of the pulse width. Thus, a radar can obtain an arbitrarily fine

resolution by increasing the band of frequencies covered by each LFM pulse.

2.1.1 Pulse Compression and Doppler Processing

When a train of pulses is transmitted, the received signal may be completely

obscured by noise. For targets a considerable distance from the radar, the received

reflection power is potentially much lower than the thermal noise power introduced

by the system itself, making the discovery of target reflections within the received

signal difficult. The balance of received signal power compared to the noise power

is referred to as the signal-to-noise ratio (SNR). In order to reliably extract reflec-

tion signals in the noise received signal, it is desirable to implement a digital filter

as a processing step that maximizes the SNR of the received signal.
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The filter response h(t) that maximizes the SNR is known as the matched filter.

It is called the matched filter because the impulse response is matched to the signal

being transmitted by the radar. Say that a radar transmits an LFM pulse whose

complex envelope is given by (2.4). The matched filter h(t) used to maximize the

SNR of the received signal will be the time-reversed, complex conjugate of the

signal. That is,

h(t) = x∗ (Tp − t)

= a∗ (Tp − t) exp

[
j2π

(
β

2

)
(Tp − t)− jπ

β

Tp
(Tp − t)2

]
0 ≤ t ≤ Tp .

(2.6)

The inclusion of Tp in the argument above ensures that the matched filter is causal.

The convolution of some received signal r(t) with h(t) is given by

y(t) =

∫ ∞
−∞

r(τ)h∗(t− τ)dτ (2.7)
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which can be rearranged as

y(t) =

∫ ∞
−∞

r(τ)h∗(t− τ)dτ

=

∫ ∞
−∞

r(τ)x∗(τ + Tp − t)dτ

=

∫ ∞
−∞

x∗(τ)r(τ + t− Tp)dτ

= Rxr(t− Tp)

(2.8)

where the resulting y(t) is referred to as the range profile of the received data r(t)

and Rrx(t − Tp) is the cross-correlation of the received signal r(t) with the ideal

pulse waveform x(t) shifted in time by the pulse width Tp. The result of (2.8) shows

that the matched filter operation is equivalent to the mathematical cross-correlation

between the received signal and ideal pulse. The range profile r(t) indicates the

magnitude and phase of a scatterer return at any time t, which can be correlated to

range R by using (2.1).

The matched filter works by compressing the energy of each pulse into a smaller

span of time so that a “peak” will appear, indicating the presence of the desired

echo waveform pattern at a particular time. For this reason, matched filtering is

sometimes referred to as pulse compression. The peak appears at time τp + Tp,

which is the sum of the propagation time of the pulse and the delay of the causal

matched filter. This peak has a 3-dB width approximately equal to 1
β

in units of time,

which can be converted to range using (2.1). The resulting expression is equivalent

to the range resolution of the radar given in (2.3). The matched filter output of an

LFM pulse with a bandwidth of 20 MHz is shown in Figure 2.3.

As stated above, the matched filter allows a signal to be extracted from a very

noisy data capture. Figure 2.4 shows the matched filter output of a received LFM
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Figure 2.3: Matched filter output
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signal corrupted with additive white Gaussian noise (AWGN) when the the noise

power of the un-processed signal is higher than the signal power.

When a pulse train similar to the one shown in Figure 2.1 is transmitted, the

resulting data can be organized into two dimensions: one dimension in terms of

ADC samples for each pulse (called “fast-time”) and the other dimension in terms

of pulses (called “slow-time”). The pulse compression operation, performed in the

fast-time dimension, will generate peaks at the target ranges for each pulse. If

the target is not moving or is moving slowly, or if the CPI is very short, then the

pulse compression peaks will occur at the same range for each pulse. An image of

the pulse-compressed reflection intensity as a function of range and pulse number

yields a “range-pulse map” of the radar scene. An example of a range-pulse map of

a target moving toward the radar at 5 m/s at a range of 100 m is shown in Figure 2.5.

On top of sensing target range, pulse-Doppler radar systems are also useful for

sensing target velocity. The primary vehicle for measuring velocity is the Doppler

shift frequency of the received waveform that is caused by the relative radial ve-

Range-Pulse Map
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Figure 2.5: A simple range-pulse map. The range axis corresponds to “fast-time”
and the pulse axis corresponds to “slow-time”
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locity between the radar and the target. Generally, the Doppler shift frequency is

on the order of kHz. Because pulses are on the order of microseconds long, the

Doppler shift will typically not cause a substantial phase rotation of the received

waveform over the course of a single pulse, meaning that it is not possible to ex-

tract the Doppler shift from a single pulse. To observe the Doppler shift over a

sufficiently long time frame, a pulse train is transmitted to effectively “sample” the

Doppler frequency at the PRF. Therefore, each pulse can be thought of as a digital

sample of the Doppler shift. It follows then, that the Doppler shift can be extracted

from the received pulse train by taking the Fourier Transform in the slow-time di-

mension. Taking the fast Fourier Transform (FFT) in the slow-time dimension at

every range bin yields a peak located at the range and Doppler shift frequency of

scatterers in the scene. Solving (2.2) for vs shows that the Doppler shift frequency

can be directly correlated to velocity. The 2D intensity image of return energy as a

function of range and velocity (or Doppler shift) is called a “range-Doppler map.”

The range-Doppler map generated by performing Doppler processing on the range-

pulse map is shown in Figure 2.6. Notice the single bright dot located at 100 m in

range and 5 m/s, indicating the presence of a moving scatterer.

Another consideration when performing range and Doppler processing with a

pulse-Doppler radar is that there is a tradeoff between maximum possible range

measurement and maximum possible velocity measurement. These are referred to

as the maximum unambiguous range and maximum unambigous velocity, and they

are both related to the PRF of the radar. Consider a scatterer whose range to the

radar R is large enough such that τp is greater than the PRI of the radar. The return

from the target due to the first pulse will be captured after the second pulse has been

transmitted. If this is the case, there is no way to tell whether the target return is due

to the first or second pulse. Therefore, for a target to be unambiguously measured in
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Figure 2.6: A simple range-Doppler map

range, its propagation delay τp must be less than the PRI. Therefore, the maximum

unambiguous range (Rmax) is given by

Rmax =
c× PRI

2
=

c

2× PRF
(2.9)

Consider also that the Doppler shift frequency, from which target velocities are

derived, is obtained by “sampling” the Doppler shift with each pulse at a “sampling

frequency” equal to the PRF. Therefore, by the Nyquist Theorem, the maximum

Doppler shift that can be measured unambiguously FD,max is given by

FD,max =
PRF

2
(2.10)

Note that positive and negative Doppler shifts can still be captured. Therefore,

combining (2.10) and (2.2), the maximum unambiguous velocity vmax is given by

vmax =
λcFD,max

2
=
λc × PRF

4
. (2.11)
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Note that the maximum unambiguous velocity is proportional to the PRF, while the

maximum unambiguous range is inversely proportional to the PRF. Therefore, the

maximum range and velocity that a pulse-Doppler radar can reliably measure are

in conflict with one another. This is an important consideration in SAR processing,

since the radar should be capable of measuring the Doppler shift caused by the

moving ground below the flight platform while still unambiguously measuring the

range to the ground, which is potentially a large distance.

2.1.2 Range Ambiguities Due to Digital Incoherence

Due to practical delays introduced by the system itself, the radar cannot measure

the waveform propagation time τp directly. Instead, the actual delay measured by

the radar (τm) is the sum of four primary components: the actual propagation time of

the waveform from the radar to the target and back (τp), the delay of the waveform

as it is conditioned by the RF transceiver (τRF), the matched filter delay Tp, and

the delay introduced by the digital back-end as the waveform is synthesized and

digitally captured (τdig). That is, τm is given by

τm = τp + τRF + Tp + τdig . (2.12)

The measured range before calibration will then be given using (2.1) with τm in

place of τp. Ideally, both τRF and τdig are known constants and can be easily ac-

counted for in processing. While this is typically true of τRF, τdig may be random in

nature, introducing potentially large errors in the computation of R. This is espe-

cially problematic if τdig varies from pulse to pulse.

To demonstrate the negative impact that a random τdig can have on the range

estimation given by a radar system, suppose that τdig is a random variable distributed
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uniformly in the interval < −τr, τr >. Assuming that τRF is known and that τRF and

Tp are calibrated out of the equation, the transformation of τm to R by (2.1) gives

Rm =
cτp
2

+
cτdig

2
= R +Rdig (2.13)

where Rm is the measured range, R is the actual range, and Rdig is the range error

introduced by varying τdig. If τdig varies randomly from pulse to pulse, there is no

way to compensate for it, and the range error of Rm will vary within the interval

< − cτr
2
, cτr

2
>. If τr is even as large as 50 ns, the measured range for a stationary

scatterer can vary by as much as 15 m, which is an unacceptable ambiguity for any

radar with moderate range resolution. When the incoherent pulses are compressed

to form a range-pulse map, as in Figure 2.7, the problem becomes evident, as the

true range to the target clearly cannot be seen. After Doppler processing, the inco-

herence results in essentially a large amplitude noise signal, as shown in Figure 2.8.
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Figure 2.7: A range-pulse map with incoherent pulses
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Figure 2.8: A range-Doppler map with incoherent pulses

2.2 Digital Radar Architecture

In a typical digital radar system, the radar can be broken up into two main sec-

tions: the RF front-end and the digital back-end. The digital back-end synthesizes

a digital waveform, often as a complex baseband waveform. This digital waveform

is then reconstructed as an analog waveform and fed to the RF front-end. The RF

front-end conditions the signal for transmission, usually through analog filtering,

amplification, and mixing with a high-frequency local oscillator (LO) to convert the

waveform to the carrier frequency. The waveform is then coupled into free space by

an antenna. When the waveform returns, an antenna captures the propagating wave

and feeds it to the receive section of the RF front-end. The RF front-end conditions

the signal for digital storage by amplification, removal of out-of-band interferers

through analog filtering, and mixing back down to an intermediate frequency (IF)

using the same LO as the transmitter to maintain coherence. The digital back-end

digitizes the conditioned received waveform and stores it, and the digitized data is

then processed to detect targets, extract range and velocity information, form im-
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ages, or other processing steps. Depending on the application, this processing can

be done in real-time or after the data has been collected in a post-processing step.

The focus of this section is on the components and operation of a typical digital

back-end.

2.2.1 Digital Waveform Synthesis

As alluded to above, the digital back-end of a radar has two primary roles:

synthesizing the transmitted waveform and digitizing and processing the received

waveform. To synthesize the waveform, the digital back-end must both digitally

define the waveform to be transmitted and then convert the waveform from a digital

sequence to an analog signal.

Before a waveform can be properly converted from digital to analog, it must be

accurately defined as a digital signal. An increasingly common method for doing

this is called direct digital synthesis, which is performed by a device called a direct

digital synthesizer (DDS). A DDS enables the generation of complex waveforms

without an external processor defining each point in the digital waveform sequence

[8]. Instead, the DDS can synthesize waveforms with only preliminary program-

ming through SPI and a sufficiently high frequency clock signal.

The basic DDS architecture is shown in Figure 2.9. The DDS synthesizes wave-

forms using a numerically controlled oscillator (NCO). The NCO consists of two

components: a phase accumulator and a phase-to-amplitude converter. The phase

accumulator is a register of N bits whose value corresponds to the current phase of

the NCO such that each of the 2N possible values are evenly spaced in the range

[0, 2π). The phase accumulator is incremented by some amount θinc every clock

cycle of the DDS, where θinc is also defined by an N bit register mapping it to the
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range [0, 2π). Given a DDS frequency of fDDS, the output frequency of the DDS is

fout =
θinc

2π
fDDS . (2.14)

Note that in order to satisfy the Nyquist Theorem, θinc should be less than π; other-

wise, the DDS will synthesize an aliased frequency.

At every iteration of the DDS clock, the value of the phase accumulator is input

to the phase-to-amplitude converter. The phase-to-amplitude converter determines

the amplitude value of a sine or cosine wave for the given phase value, often using

a lookup table of amplitude values.

The DDS conveniently allows for quick changes in output frequency simply

by modifying the value of θinc. Some DDS products implement a digital ramp

feature, which allows θinc to be swept upward or downward quickly, enabling the

generation of the LFM waveform. Additionally, in some DDS products, the phase

of the phase accumulator and the amplitude of the output can be modified, allowing

for modulation of the amplitude and the phase of the output waveform in addition

to the frequency.

The conversion from digital to analog requires the use of a digital-to-analog

converter (DAC). Most DDS products include a DAC integrated within the same

∑ 
Phase-to-Amplitude 

Converter 

Phase Accumulator

Tuning Word θinc Digital-to-Analog 
Converter (DAC)

Analog fout 

Numerically Controlled Oscillator (NCO)

fDDS 

Figure 2.9: The basic archtecture of a DDS
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integrated circuit (IC) containing the DDS core described above. As such, the DAC

will often use the DDS clock to time the output of each sample. Each sample

of the waveform output by the DAC does not transition smoothly into the next.

Instead, each sample is held constant at its value for the entire sample period before

transitioning to the next sample. The resulting output waveform has a stairstep

appearance to it, resulting from the unfiltered harmonics of the digital signal. An

analog filter, often referred to as a reconstruction filter, at the output of the DAC

removes the harmonics and smooths the waveform into the desired sinusoid, as

shown in Figure 2.10.

2.2.2 Digitization of Received Signal

In addition to synthesizing the transmit waveform, the radar digital back-end

must also convert the received signal back into a digital signal to be stored and

processed. Nominally, this step requires only an analog-to-digital converter (ADC)
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Figure 2.10: The ideal DAC output before and after analog filtering
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with a sampling frequency fs at least two times greater than the bandwidth β of

the radar signal. However, if the sampling frequency and bit resolution of the ADC

are high enough, the ADC will generate a massive amount of data every second

that must be reliably stored in memory. For instance, given a signal bandwidth β

of 100 MHz sampled by a 10-bit ADC at a sampling frequency of 200 MHz, the

data channel communicating each sample of the ADC into memory must be capable

of handling 2 Gbps at a minimum. To accommodate larger signal bandwidths and

better receiver dynamic range, the number of bits per sample and the sampling

frequency can become very large, which makes the high-speed capture of the ADC

data difficult.

In order to handle these high data rates, radar systems often connect the ADC

to a field-programmable gate array (FPGA) with some high speed data transfer pro-

tocol. The FPGA is then configured by the user to process and store the data, or

transfer it to a computer for processing. Typically, the ADC will begin sampling

as soon as it is turned on, so the FPGA must be programmed to decide when to

store the samples generated by the ADC in memory. This may be accomplished by

applying some internal or external trigger command to the FPGA to signal that data

should be captured from the ADC. The trigger command issued to the FPGA of-

ten must be issued synchronously with the clock of the high-speed communication

protocol. Therefore, the configuration of the high-speed communication protocol

between the FPGA and the ADC has a direct impact on the digital coherence of the

radar system, potentially leading to increased variance in τdig and a degraded range

resolution as discussed in Section 2.1.2.
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2.2.2.1 The JESD204B Protocol

One popular communication protocol between the FPGA and ADC is the JEDEC

JESD204B protocol [9]. JESD204B utilizes differentially-fed serial lanes operating

at speeds up to 12.5 Gbps to communicate data between devices. The serial lanes

are much easier to route on a PCB than a parallel bus, and JESD204B encodes data

using an 8b/10b scheme, allowing clock recovery from the data and eliminating the

need for a separate data clock line.

To allow for data communication without a clock line, the interface uses a low-

speed signal called the SYSREF to set up and align an internal clock in each device

called the Local Multiframe Clock (LMFC). The LMFC times the transmission and

reception of large groups of samples called multiframes. Each multiframe consists

ofK frames of samples, and each frame consists of F octets (bytes) worth of sample

data per lane. Each sample of data contains N bits per sample and the data is

communicated over L different serial lanes. The number of data converters (i.e.

ADCs and DACs) taking advantage of the serial link is M , and the number of

samples transmitted by each converter in a single frame is S. The bit rate on each

lane (fL) is generally related to the sampling frequency of the data converter. In

many cases, the parameters given above are set for a particular data communication

application, with only K being defined by the user.

The frequency of the LMFC (fLMFC) is then given in [10] by

fLMFC =
fs

K × S ×M
. (2.15)

To achieve the desired LMFC, the SYSREF signal must be configured to the de-

sired LMFC frequency. The LMFC controls the timing of all groups of samples
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between the ADC and FPGA in a JESD204B link, and as such, a new data capture

must begin on the rising edge of the LMFC. It follows that the trigger signal to

the FPGA initiating a data capture must deterministically align with the edge of the

LMFC. Otherwise, there will be a non-deterministic latency between the trigger sig-

nal being issued and capture taking place, leading to digital incoherence discussed

in Section 2.1.2.
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Chapter 3

Initial System Design

The work done in this thesis is based on an original radar design developed in

[11] at the University of Oklahoma. In this work, an RF analog front-end is de-

signed, and components of a digital back-end are selected. This chapter contains an

explanation of the original system’s theory of operation, including a brief discus-

sion of the analog front-end, the digital components of the RF transceiver, and the

digital control system. With respect to the digital back-end section of this chapter,

the focus is on system-level requirements driving the selection of hardware. The

specific elements of the digital hardware implementation are discussed in further

detail in Chapter 4.

3.1 Theory of Operation

The radar is designed to be used in a synthetic aperture radar (SAR) application

on board a lightweight aircraft. The radar operates at Ku-band with a carrier fre-

quency of 16.6 GHz. The waveform is an LFM pulse with 300 MHz of bandwidth

and a pulse width of 1 µs transmitted with 2 W of power. The bandwidth of the

waveform results in a range resolution of 0.5 m at boresight using (2.3), and in a

SAR application with a 30° look angle it results in a cross-track resolution of 1 m.
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To form an image with this resolution, the radar must capture pulses over a synthetic

aperture length of 253.6 m, which is accomplished over the course of 4.5 seconds

of flight time by a Piper PA-28-161 Warrior III flying at 57 m/s. In a typical monos-

tatic radar application, the 1 µs pulse width would result in a 150 meter blind range.

However, this radar system utilizes a quasi-monostatic configuration with two an-

tennas with high isolation, allowing for simultaneous-transmit-and-receive (STaR)

operation, which eliminates the blind range.

The system operates with a PRF of 3 kHz. This frequency was chosen to absorb

the entire Doppler bandwidth of a stationary SAR scene observed at an altitude of

1.5 km with a look-angle of 30° and an aircraft velocity of 57 m/s.

This section is concerned with the original design of the Ku-band radar system.

The original radar block diagram is shown in Figure 3.1, and an image of the full

radar hardware is shown in Figure 3.2. The theory and design of both the RF front-

end and the digital back-end are detailed in the following sections.

3.2 The RF Front-End

The RF front-end accepts the signal from the digital back-end as an LFM pulse

with 150 MHz of bandwidth centered at 1 GHz. The LFM pulse is amplified and

upconverted by a x2 frequency multiplier to 300 MHz of bandwidth at 2 GHz. The

harmonics of this multiplication are then filtered and the signal is mixed up to the

carrier frequency of 16.6 GHz by an LO of 14.6 GHz generated by a dielectric res-

onating oscillator (DRO). The output RF signal is then amplified to a 2 W transmit

power and transmitted by the transmit antenna. It should be noted that the 2 W am-

plifier is not pulsed: as such, the pulsing of the waveform is accomplished digitally

rather than at the output of the RF transmitter.
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Figure 3.2: The original radar hardware

The receiver accepts the reflected LFM signal with a minimum detectable signal

(MDS) at -110 dBm and an input saturation power of -30 dBm. The signal is

amplified by a low-noise amplifier (LNA) and filtered, and then mixed back down
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to an IF of 2 GHz using the same LO as the transmitter. The IF signal is further

amplified and filtered, and the final signal is input directly to the ADC at 2 GHz.

3.3 The Digital Back-End

The digital back-end circuitry is selected with the goal of incorporating and

testing state-of-the-art digital transceiver hardware. The digital signal generator is

the Analog Devices AD9914 DDS with integrated 12-bit DAC, which has a max-

imum reconstruction frequency of 3.5 GHz [12]. The receiver subsystem is the

Texas Instruments ADC12J4000 ADC, which has a maximum sampling frequency

of 4 GSPS [1] with 12-bit sampling resolution. The ADC mates with the Texas In-

struments TSW14J56 FPGA capture board through a high pin-count (HPC) FPGA

mezzanine card (FMC) connector [13]. The capture board contains an Altera Ar-

ria V GZ FPGA and 4 GB of onboard RAM. Data is collected from the ADC by the

FPGA using the JESD204B interface through the FMC connector, and is then off-

loaded to a PC for post-processing through a USB cable. For simplicity, each digital

device is purchased on an evaluation board to allow the immediate development of

a system.

The DDS is operated at the maximum frequency of 3.5 GHz. Operating at a

higher frequency pushes the harmonic outputs of the DDS to a higher frequency,

making it easier to filter. The DDS generates the 150 MHz LFM pulse over the

course of 1 µs, which is then multiplied to 300 MHz of bandwidth in the RF front-

end. As stated in Section 3.2, the RF amplifier is not pulsed. As such, the amplitude

window of the pulse must be applied by the DDS.

To save FPGA memory during the capture of the waveform, the ADC is oper-

ated at a sampling frequency of 1.6 GSPS. This undersamples the 2 GHz waveform
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from the IF of the receiver, resulting in the captured signal being an aliased signal at

400 MHz. Because the sampling frequency is still greater than twice the bandwidth

of the signal per the Nyquist Theorem, the full signal spectrum is preserved.

To derive the digital clocks used in the system, a 100 MHz crystal oscillator

on the ADC evaluation board is multiplied by various phase-locked loops (PLLs)

to the desired frequencies. The ADC evaluation board utilizes two onboard PLLs

to synthesize the sampling clock and the JESD204B clocks: the TRF3765 and the

LMK04828 [14, 15, 16]. The precise operation of these devices will be discussed

in Section 4.3. The DDS contains an internal PLL that can be used to synthesize a

clocking frequency internally; however, it has a maximum clock output of 2.5 GHz,

meaning that the 3.5 GHz clock must be synthesized off-chip by an external PLL.

The PLL selected for this is the Analog Devices ADF4351 [17]. The 100 MHz

clock reference on the ADC evaluation board is tapped off to the ADF4351, which

multiplies the signal by x35 to obtain the necessary clocking frequency.

In the initial back-end design, an NI DAQ USB-6251 was used as a controller

platform to generate the PRF signal, simultaneously triggering the DDS to synthe-

size a single pulse and the FPGA to begin saving samples from the pulse on each

cycle of the PRF [18]. The configuration of each device is implemented using a

USB interface to each evaluation board. The original digital back-end diagram is

shown in Figure 3.3.

3.3.1 Evaluation Software

Because the digital components are purchased as evaluation boards, it is conve-

nient to utilize evaluation software to interface with them. Each digital component

(with the exception of the FPGA, discussed later) is internally configured by a set
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Figure 3.3: The original digital back-end block diagram

of registers, and the registers are written to through an SPI interface. The evaluation

boards each have an SPI programmer chip that is controlled by a user’s PC through

USB. The evaluation software is essentially a user-friendly way of interfacing with

the devices, allowing for changes in device operation to be made without a full un-

derstanding of the device registry (although register level interface is also available

through the evaluation software). Because the hardware can be interfaced directly

through SPI, the evaluation software is used with the expectation that an SPI in-

terface will eventually be developed to program all the devices on startup with one

single piece of software, rather than using a different piece of software for each

device.

To interface with the FPGA, a piece of software developed by TI called HSDC
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Pro is used. The HSDC Pro GUI is shown in Figure 3.4. HSDC Pro allows for

firmware to be ported to the FPGA and it provides an interface for loading captured

data from the FPGA RAM into the computer over a USB cable. The software

also provides some basic digital signal processing features, including frequency

domain analysis and tapering windows. Raw data can also be exported from HSDC

Pro in a comma-separated value (CSV) or raw binary file for further processing in

MATLAB.

The software is useful in that it enables the basic use of the FPGA without

writing custom firmware. The major drawback to HSDC Pro in a pulse-Doppler

application is that it does not allow for pulsed data captures. Instead, the software

only allows for the manual retrieval of a single data capture at a time. In conjunction

with the unmodified FPGA firmware shipped with the capture board, the capture of

radar pulses is only possible through the continuous capture of samples. At a sample

Figure 3.4: The HSDC Pro GUI
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rate of 1.6 GHz and 2 bytes of memory required for each sample, the FPGA memory

will fill up after 1.25 seconds, falling short of the 4.5 seconds required to form a

full imaging CPI [11]. Solving this problem requires some minor modifications to

the FPGA firmware to allow pulsed data captures without pulsed interfacing with

HSDC Pro.

3.4 Summary

This chapter presents the initial design of the radar system, including its theory

of operation and a high-level overview of the RF front-end and the digital back-end

hardware. Before the work done in this thesis was performed, the RF front-end was

well-developed, while the hardware for the digital back-end was selected but not

connected or tested. Therefore, to begin using the radar as a complete system, the

hardware for the digital back-end must be connected, configured, and tested.
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Chapter 4

Digital System Configuration

In this chapter, the implementation details of the digital system described in

Section 3.3 are elaborated upon. Although the top-level hardware for the digital

transceiver was selected in [11], the full operation of the system requires much

more involved digital design and the development of additional hardware. In the

preliminary stages of implementing the digital radar transceiver, anomalies in the

frequency spectra of the LFM pulses were observed, indicating improper waveform

synthesis. This problem is also presented in detail in this chapter, along with the

preliminary and permanent solution. Some of the modifications to the digital system

detailed in this chapter are implemented in the final operation of the radar system -

the others are presented in Chapters 5 and 6.

4.1 PLL Configuration

Before the DDS can be used, it must be clocked by an appropriate reference

frequency. The DDS clock frequency is to be derived from the 100 MHz oscillator

onboard the ADC evaluation board available through the OSC IN SMA port. This

port is intended to be used as an external clock input in the event that the 100 MHz

oscillator is not suitable for a given application; however, the 100 MHz signal is
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available as an output from this port as well. It is desired to multiply the 100 MHz

clock up to 3.5 GHz by using the ADF4351 PLL from Analog Devices.

The device operation is fairly simple, and the evaluation software makes it sim-

ple to configure the PLL without a detailed knowledge of the device registry. A

simplified diagram of the PLL architecture is shown in Figure 4.1. The PLL con-

tains support for FRAC-N clock manipulation, but this feature is not used and is

omitted from this analysis. The PLL takes an input signal at frequency REFIN

and divides it down to a frequency fPFD to the input of a phase-frequency detector

(PFD). The output of the PFD is low-pass filtered by a loop filter and used to bias

a voltage-controlled oscillator (VCO) which generates a much higher frequency

fVCO. The output of the VCO is divided by N and used as closed-loop feedback to

the PFD, and the PFD eventually settles to an output which biases the VCO such

that the divided-by-N version of fVCO matches fPFD in both frequency and phase,

at which point the VCO output is “locked.” The output of the VCO is then sent

through an output divider stage DRF giving the final phase-locked and multiplied

signal RFOUT.

The value of fPFD is given by

fPFD = REFIN
D + 1

R(T + 1)
(4.1)

PFD VCO ÷DRF

÷N

÷R ÷(T+1)×(D+1)REFIN RFOUT

fPFD fVCO

Figure 4.1: A simplified diagram of the ADF4351 PLL architecture
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where D and T are bits controlling an optional x2 multiplier and a /2 divider at

the input, and R is a prescaling integer divider that can be selected between 1 and

1023 [17]. The PFD requires an input of less than 32 MHz. The output of the PLL

RFOUT has a frequency

RFOUT = fPFD
N

DRF
= REFIN

N(D + 1)

DRFR(T + 1)
. (4.2)

To ensure that fPFD is sufficiently low, R is set to 4 to divide the 100 MHz RFIN

to 25 MHz. Setting D and T to 0, DRF to 1, and N to 140 results in an output

frequency RFOUT of 3.5 GHz.

The output of the PLL is differential, and the evaluation board breaks the differ-

ential leads into two single-end SMA outputsRFOUTA+ andRFOUTA−. RFOUTA−

is terminated in a 50 Ω load, and RFOUTA+ is connected to the REF IN port on the

DDS to clock it at 3.5 GHz.

4.2 DDS Configuration

The ADC evaluation board and software have several pre-defined configuration

files enabling application-agnostic operation at several different sampling frequen-

cies (including 1.6 GHz). Because the ADC does not require fine-tuning to enable

the system to start running, the primary task in setting up the digital back-end is us-

ing the DDS to correctly synthesize the LFM pulse. The key constraint that the DDS

must fulfill is the synthesis of a 150 MHz LFM pulse at a 1 GHz center frequency

with the output of the DDS windowed to 1 µs. This synthesis must be accom-

plished assuming a 3.5 GHz input as the reference clock generated by the external

ADF4351 PLL. Additionally, the DDS must produce this LFM pulse each time it
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is triggered externally by the 3 kHz PRF. Although the evaluation software can be

used to configure the device to operate as desired without an intimate knowledge of

the register-level device operation, the USB control of the DDS must be disabled in

order to interface with the required control pins to generate the pulses correctly. As

such, an SPI protocol must be used (discussed more in Section 4.4) to program the

DDS, and the programming must be accomplished at the register level. As such,

the operation and use of the digital registry within the DDS is discussed in detail

below.

4.2.1 LFM Pulse Generation

To generate the LFM pulse, a feature of the AD9914 called the Digital Ramp

Generator (DRG) is employed. The DRG allows the controlled linear sweeping

of the frequency, phase, or amplitude of the output waveform, enabling frequency,

phase, or amplitude modulation. Using the DRG to sweep over frequency enables

the generation of a 150 MHz LFM pulse at 1 GHz by sweeping from 925 MHz up

to 1075 MHz.

The output frequency of the AD9914 is controlled by a frequency tuning word

(FTW) 32-bit register. The FTW register is computed similarly to θinc in (2.14) for

a given output frequency fOUT and a DDS clock frequency fDDS by

FTW = round
(

232

(
fOUT

fDDS

))
(4.3)

where the FTW becomes the number of cycles per sample scaled to fill a 32-bit

integer. The DRG is configured by giving a lower frequency limit FTW fLO, a

higher frequency limit FTW fHI, a frequency step step size ∆f , and a ramp rate ∆t.

Given these configuration values, the DRG will begin the frequency sweep with
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an output frequency of fLO and will increase in frequency by ∆f Hz every ∆t s.

The frequency sweep will end once fHI is reached by the sweep, and in its default

state, the DDS will continue outputting the fHI until the DRG is reset to fLO, at

which point the sweep will restart. The registers representing fLO and fHI are given

by FTWLO and FTWHI, respectively, and are solved for using (4.3). The 32-bit

register value representing ∆f is STEPP and is given by

STEPP = round
(

232 ∆f

fDDS

)
(4.4)

while the 16-bit register value representing ∆t is P and is given by

P = ∆t
fDDS

24
. (4.5)

The factor of 24 in (4.5) is because the internal timer clock governing the DDS

operations and the steps of the sweep runs at the frequency of the DDS sampling

clock divided by 24. That is, the timer clock runs at a frequency ftimer given by

ftimer =
fDDS

24
. (4.6)

The effects of this clock on system coherence are discussed later.

The number of steps required to complete a sweep can be solved for both as a

function of the sweep bandwidth and the pulse length. That is,

# Steps =
fHI − fLO

∆f
=
Tp
∆t

(4.7)

where Tp is the pulse length discussed in Section 2.1. To give the most continuous

sweep, ∆t is assumed to be the smallest possible value. This is achieved when
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P = 1, leading to ∆t = 24
fDDS

. Rearranging the right-hand side of (4.7) to solve for

∆f yields

∆f =
∆t (fHI − fLO)

Tp
=

24 (fHI − fLO)

fDDSTp
. (4.8)

Given fLO = 925 MHz, fHI = 1075 MHz, fDDS = 3.5 GHz, and Tp = 1 µs, ∆f

is determined to be 1.0286 MHz. Using P = 1 and rearranging (4.5) for ∆t yields

∆t = 6.8571 ns. Using (4.3)-(4.5), the register values required for the desired DDS

configuration are solved for. These configuration values are given in Table 4.1.

Once the DRG is configured to produce the LFM waveform, the signal must

then be windowed at the DDS output. Because the RF front-end does not utilize

a pulsed amplifier, this windowing must be performed in the DDS. To perform the

output windowing, three features of the DDS are utilized: the output shift keying

(OSK) function, the DRG over (DROVER) digital output, and the “autoclear digital

ramp accumulator” function.

The OSK feature of the DDS, when enabled, allows the user of the DDS to

switch the output amplitude of the DDS back and forth between two different states.

The OSK is controlled by an external OSK pin. When the OSK pin is held logic low,

the output amplitude is set to 0. When it is held logic high, the output amplitude is

set to a pre-programmed amplitude value controlled by a 12-bit amplitude profile.

The amplitude register is simply set to 0xFFF to effectively set the output amplitude

to 1 when the OSK pin is held high.

Parameter Register Name Parameter Value Register Value (Hex)
fLO FTWLO 925 MHz 0x43A83A83
fHI FTWHI 1075 MHz 0x4EA0EA0E
∆f STEPP 1.0286 MHz 0x00134272
∆t P 6.8571 ns 0x0001

Table 4.1: The register values used to configure the DDS DRG
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In order to window the output of the DDS correctly using the OSK feature, a

1 µs square pulse must be applied to the OSK pin at precisely the time the DRG

is sweeping up in frequency. To accomplish this, the DDS is configured to apply a

“self-window” using the DROVER pin. The DROVER is a digital output pin that,

when enabled, is held high by the DDS once the DRG has completed a sweep. That

is, for this application, the DROVER pin will be held at logic low during the gen-

eration of the LFM pulse, and will then alternate to logic high once the frequency

sweep has concluded. Theoretically, this produces a signal that is logic low for ex-

actly the 1 µs pulse length during the generation of the pulse. To obtain the correct

polarity pulse to be used as an input to the OSK pin, the output of the DROVER pin

is passed through a 7404 inverter DIP chip on a breadboard. This inverted pulse is

a 1 µs logic high pulse centered (ideally) around the LFM ramp generated by the

DRG.

Because the DRG holds the output frequency at fHI at the end of the frequency

sweep and DROVER is held high indefinitely afterward, the output of the DDS will

remain off until the DRG is somehow reset to fLO. Therefore, to actually window

the output of the DDS, a mechanism must be set in place to trigger the DRG to begin

a new sweep when a new pulse is desired to be generated. This is accomplished

using the “autoclear digital ramp accumulator” function, or autoclear. When this

feature is enabled, the accumulator used to keep track of the output frequency of

the DRG is reset when a digital input pin called the IOUPDATE observes a rising

edge. That is, when a rising edge is applied to IOUPDATE, the frequency sweep

is reset. Therefore, if a pulse trigger is input to IOUPDATE, the DDS will output

a single microsecond pulse. A diagram demonstrating the signal states relative to

one another during a pulse is shown in Figure 4.2.
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Figure 4.2: A diagram of the DDS control signals during the generation of a pulse

4.2.2 DDS Output Waveform

Using the waveform generation method described in Section 4.2.1, the DDS

outputs a radar pulse to the RF front-end. The pulse was measured directly at the

output of the DDS to determine the quality of the signal. The time-domain pulse

and its associated spectral content are shown in Figure 4.3. It can clearly be seen

that there is an amplitude bounce problem at the beginning of the pulse. The pulse

appears to turn on briefly before turning back off and then on again. In addition

to this, the spectral content of the LFM pulse appears distorted on the higher end

of the spectrum, and the roll-off from the main bandwidth of the signal is distorted
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and not smooth. For reference, the spectrum of an ideal chirp with 150 MHz of

bandwidth centered at 1 GHz is shown in Figure 4.4.

To determine the cause of these time-domain and spectral anomalies, it is help-

ful to observe the instantaneous signal frequency as a function of time during the

pulse. The instantaneous frequency is computed for the function using the algo-

rithm described in [19]. The instantaneous frequency of the pulse in Figure 4.3 as a

function of time is shown in Figure 4.5.

Viewing the instantaneous frequency around the beginning of the pulse, it ap-

pears that the frequency is actually held at fHI for 40 ns until the ramp is restarted,
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Figure 4.3: The DDS generated pulse (top) and the pulse’s spectral content (bottom)
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Figure 4.5: The time-varying instantaneous frequency of the LFM pulse

indicating that the OSK amplitude and DRG frequency updates to the output wave-

form are not implemented simultaneously. The reason for this is that the internal

structure of the DDS uses a pipeline architecture. For reasons abstracted from the

end user, updates to the frequency, phase, and amplitude of the DDS output are

not implemented simultaneously in the default configuration of the device due to

varying latency through the DDS pipeline. Fortunately, the DDS has a “matched

41



latency” feature which, when enabled, forces the updates to frequency, phase, and

amplitude to be applied to the output waveform simultaneously. This feature is im-

plemented and the signal is regenerated. The resulting signal’s time-domain repre-

sentation, frequency spectrum, and time-varying instantaneous frequency are shown

in Figure 4.6.

While this appears to correct for most of the timing and spectral anomalies of

the pulse, the LFM waveform is still not windowed perfectly. It can be seen in

Figure 4.6 that the spectrum is not symmetric around 1 GHz, but that it is weighted

more heavily toward the higher frequencies. From the instantaneous frequency plot,

this is evidently because the LFM pulse starts at a slightly higher frequency than

925 MHz and is then held for 70 ns at the high frequency before shutting off. This

indicates again that the amplitude window applied to the OSK pin is not timed

correctly. The loss of the full signal spectrum leads to a degradation of the range

resolution of the radar due to a lower bandwidth in (2.3).

Because the matched latency feature has already been implemented, the remain-

ing source of error can only be attributed to the DROVER. From [20], it is seen that

the DDS series including the AD9914 does not account for the pipeline delay in

the DROVER signal. As such, it is not suitable for use in the precise timing of the

output amplitude of a 1 µs pulse. It follows that the DDS is not capable of imple-

menting the rectangular amplitude window for the pulse by itself. The mechanism

used to correctly implement the pulse window is discussed in Section 4.4.

4.3 ADC and FPGA Configuration

For the most part, the ADC is configured entirely by using the evaluation soft-

ware associated with the evaluation board. However, there are several facets of the
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Figure 4.6: The time-domain pulse (top), spectral content (middle), and instanta-
neous frequency (bottom) of the LFM pulse after “matched latency” implementa-
tion

internal operation of the ADC that are useful to understand, particularly with re-

spect to its association with the FPGA. Additionally, the FPGA itself requires some

configuration through the HSDC Pro software to enable it to function as desired.
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These configuration steps are discussed below.

4.3.1 Basic ADC Configuration

The evaluation software for the ADC12J4000EVM does not allow for quite as

precise control of the ADC as the DDS software. The ADC cannot be configured by

the software to any arbitrary sampling frequency, but is instead restricted to a short

list of preset operational modes. This is in part due to the fact that the ADC evalu-

ation board synthesizes all of its relevant clock frequencies using a 100 MHz oscil-

lator reference onboard rather than relying on an external clock, like the DDS. As

such, each different sampling frequency requires configuration details not only for

the ADC but the PLLs used to synthesize the relevant clocks as well, making it diffi-

cult to implement a continuously reconfigurable sampling frequency. The configu-

ration details for each device (the ADC12J4000, the TRF3765, and the LMK04828)

are stored in configuration files which essentially list the hexidecimal values to be

loaded into each register on the device and the order in which they are to be loaded.

When programming the evaluation board, the evaluation software reads the register

values listed in these files and sets each register to its associated value found in the

configuration file. Therefore, if the configuration of the devices must be changed

beyond the capability of the evaluation software, the registry of the devices can still

be modified as needed by altering the configuration files.

Fortunately, a 1.6 GHz sampling frequency is a pre-defined setting in the eval-

uation software, so to begin operating the ADC at this frequency does not require

any modifications to the configuration files. The default 1.6 GHz settings use the

TRF3765 to multiply the 100 MHz oscillator by x16 to obtain the clocking fre-

quency to the ADC. The ADC is operated by default in “bypass mode,” which refers
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to bypassing the digital down-conversion (DDC) block in the ADC that would ef-

fectively downsample the waveform. The result is that data is recorded in real

format rather than as complex baseband data, requiring down-conversion in the

post-processing stage in MATLAB.

4.3.2 ADC-to-FPGA JESD204B Configuration

The ADC and FPGA communicate with one another via a JESD204B inter-

face. The interface is implemented in the firmware shipped with the FPGA and is

a feature that is built into the ADC. For any particular configuration of the DDC in

the ADC, the parameters of the JESD204B interface are mostly fixed with a minor

amount of flexibility in selecting the K value, which has a default value of 4. The

JESD204B parameters for the ADC12J4000 in bypass mode are given in Table 4.2.

Given a sampling frequency of fs = 1.6 GHz and the parameters listed in Ta-

ble 4.2, (2.15) gives a local multi-frame clock frequency fLMFC of 10 MHz. When

in bypass mode, the ADC also uses a double data rate (DDR) setting to double

the clock frequency of the sampling clock to derive the serial lane clock, giving a

JESD204B lane frequency of fl = 3.2 GHz.

To derive the 10 MHz LMFC, the SYSREF signal must be derived and used

as an input both to the ADC and the FPGA. This signal is synthesized by the

LMK04828. The 1.6 GHz clock generated by the TRF3765 is passed through a

divide-by-2 buffer to create an 800 MHz signal, which is input to the LMK04828.

This 800 MHz signal is internally divided by 80 by the LMK04828 to create the

10 MHz SYSREF signal. The SYSREF clock is then distributed by two discrete

outputs of the LMK04828 to the ADC and the FPGA to setup the LMFC on each

device.
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JESD204B Parameter Value
N 12
L 8
F 8
M 8
S 5
K 4-32

Table 4.2: Bypass Mode JESD204B Parameters for the ADC12J4000 [1]

4.3.3 FPGA Configuration

The FPGA is configured using the HSDC Pro software discussed in Section 3.3.1.

Once connected to the FPGA through USB, HSDC Pro is configured to process the

ADC data based on its model and the desired decimation mode. An HSDC Pro con-

figuration is available for the ADC in bypass mode. The configuration information

is contained in a .ini file which defines several different parameters of the software

and FPGA operation. The primary parameters of note are the FPGA JESD IP Core

parameters and the Trigger Input Polarity Selection parameter.

The JESD IP Core parameters simply define the operation of the JESD204B

interface between the FPGA and the ADC, and they are set to match the ADC

parameters given in Table 4.2. The Trigger Input Polarity Selection defines whether

the digital trigger to the FPGA through the TRIG IN pin is active high (1) or low (0).

That is, it defines whether the FPGA should begin a data capture on the rising edge

or falling edge of the trigger signal. To ensure that the data capture takes place

simultaneously with DDS waveform generation, Trigger Input Polarity Selection

is set to 1. The trigger generated by the digital control system (see Section 4.4)

that is input to IOUPDATE on the DDS to trigger a waveform generation is also

input to TRIG IN on the FPGA, simultaneously initiating waveform synthesis and

waveform capture.
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To enable the FPGA triggering through hardware, the “Trigger Mode Enable”

option must be selected in HSDC Pro. This enables the FPGA to begin the data

capture when a signal is applied to TRIG IN rather than when an arbitrarily timed

trigger (dubbed a “Software Trigger”) is created by HSDC Pro. HSDC Pro also

allows the number of captured data samples to be modified. In order to observe an

entire pulse, only 4096 samples are required.

4.4 Digital Control System Configuration

Because the DDS and FPGA are not capable of generating a PRF internally or

operating synchronously with one another by nature, some form of digital control

system is required to synchronize the system and generate control signals, namely

the PRF trigger. The original vehicle for the control system was the NI DAQ USB-

6251, which was selected based on the DAQ’s ability to coherently capture and

generate multiple signals, and the ease of integration with an NI LabVIEW custom

control GUI.

There are a few drawbacks to using the NI DAQ. The primary consideration is

the poor SWaP performace of the device. The DAQ, shown in Figure 4.7, is quite

bulky and heavy, especially compared to alternatives. Additionally, as discussed in

Section 4.2, the DDS must be configured using an SPI interface implemented by

the digital control system. The NI DAQ does not contain built-in support for SPI,

instead requiring a custom SPI driver to be programmed from scratch in LabVIEW.

While this is possible, the resulting interface is very slow and unreliable.

An alternative solution to the NI DAQ is to use a microcontroller with a break-

out board. Most microcontrollers include an SPI subsystem block in hardware,

requiring minimal configuration before use. Additionally, the core microcontroller

47



Figure 4.7: The NI DAQ USB-6251 BNC

functions are performed on a single IC, enabling small and light controller boards.

The only drawback to using such a controller is the absence of native integration

capabilities with LabVIEW. However, most microcontrollers also contain support

for RS-232 communication through a USB port, allowing communication with a

PC in LabVIEW through the NI VISA feature.

The microcontroller that is initially selected to replace the NI DAQ is the mbed

NXP LPC1768 [21]. An image of this microcontroller is shown in Figure 4.8. This

controller and its associated API abstract away most of the low-level programming

to high-level functions, making it very quick and easy to develop rapid prototypes

of the system. The microcontroller contains an onboard 12 MHz crystal oscillator

and operates at a clock frequency of 96 MHz. The microntroller must program the

DDS using the SPI interface on startup, and it must also generate a 3 kHz PRF
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signal to trigger the DDS and FPGA.

4.4.1 PRF and Offset Amplitude Window

As discussed in Section 4.2.2, the amplitude windowing of the LFM pulse gen-

erated by the DDS cannot be accomplished using any onboard mechanism on the

DDS. As such, the trigger to the IOUPDATE and OSK pins on the DDS must be

asserted for exactly 1 µs - this will window the output of the DDS to the desired

pulse length. The amplitude window is implemented with the PRF by using the

pulse-width modulation (PWM) subsystem of the microcontroller.

PWM is designed to generate square-wave pulses with any arbitrary period and

pulse width. PWM operates in most microcontrollers using a hardware timer that

resets to 0 once the value in a match register (MR) is reached. The PWM period

is equal to the value in MR plus 1 and multiplied by the clock period of the PWM

subsystem, which is often equivalent to the clock period of the microcontroller.

The output of each PWM channel is set to high when the timer reaches another

channel-specific match register (MR1), and is set low when the timer reaches a third

match register (MR2). In this way, the pulse length, period, and phase of the PWM

channels can be controlled with precision. An example of the PWM operation is

Figure 4.8: The NXP LPC1768 microcontroller
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shown in Figure 4.9. To generate a 1 µs pulse at a frequency of 3 kHz (or a period

of 333.3 µs), the PWM is configured to output a pulse that is off for 31904 clock

cycles (332.3 µs at a 96 MHz clock frequency) and on for 96 clock cycles (1 µs),

giving a total period consisting of 32000 clock cycles. To accomplish this, MR is set

to 31999, MR1 is set to 31903, and MR2 is set to 31999, causing the PWM channel

to turn on for 1 µs at the end of the period.

Although this correctly generates the 1 µs window to be passed to the IOUP-

DATE and OSK pins, the instantaneous frequency plot and chirp spectral content

still appear similar to those in Figures 4.3 and 4.5, indicating that the amplitude win-

dow is still not properly aligned with the DRG reset. To compensate, the double-

edged PWM feature is employed. This allows two PWM signals with the same

period to be implemented with the rising and falling edges timed differently from

one another. When IOUPDATE and OSK are asserted simultaneously, the DRG

does not reset the frequency sweep before the amplitude is turned on. Therefore,

the correction must enable IOUPDATE to be asserted before OSK. Based on the

latent amount of time in the pulse that the frequency ramp is not correct, the timing

offset should be set to as close to 40 ns as the microcontroller can obtain.

0 100 200 300 400 500 600 700 800 900

Clock Cycles

PWM Example

Ch1.MR1 Ch2.MR2 Ch1.MR2Ch2.MR1

Channel 1

Channel 2

Figure 4.9: A 2-channel PWM example with MR= 999, Channel 1 MR1 = 299 and
MR2 = 799, and Channel 2 MR1 = 149 and MR2 = 499
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Two PWM signals with the same period of 32000 clock cycles (MR = 31999)

are configured. The first signal remains off for 31904 clock cycles and turns on for

96 clock cycles as it did originally. That is, for the first channel, MR1 = 31903

and MR2 = 31999. This signal is input to the OSK pin to window the pulse output

to 1 µs. The second signal remains off for 31900 clock cycles and turns on for

100 clock cycles, meaning that it goes high 4 clock cycles (41.67 ns) before the first

signal. That is, for the second channel, MR1 = 31899 and MR2 = 31999. This

signal is input to the IOUPDATE pin to trigger the DRG to begin a new frequency

ramp. The resulting chirp instantaneous frequency and spectral content, shown in

Figure 4.10, are linear over the correct frequency range for exactly 1 µs and closely

match the ideal spectrum in Figure 4.4.

4.5 Full System Loopback Test

Once the system is verfied to consistently generate a chirp with the correct char-

acteristics and be able to capture the signal for post processing, a full system loop-

back is performed. This test is performed by connecting the digital back-end to

the RF front-end as it would be in normal operation as in Figure 3.1 with a short

coaxial cable and an 80 dB attenuator connecting the output of the transmitter with

the input of the receiver.

When the system is operating properly, the signal observed at the ADC should

be an LFM pulse with 300 MHz of bandwidth centered at 400 MHz. The in-

stantaneous frequency plot should show a linearly increasing frequency starting

at 250 MHz and ending at 550 MHz. The signal, shown in Figure 4.11, meets

these criteria, indicating that the signal produced and captured by the digital back

end is compatible with the RF front-end and meets the spectral requirements of the
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Figure 4.10: The spectral content (top), and instantaneous frequency (bottom) of
the LFM pulse when IOUPDATE is triggered 4 clock cycles before OSK

radar waveform. The waveform is not perfect, as it appears to have some defects in

the time and frequency domains, namely a rolloff in ampliude towards the higher

frequencies of the pulse. This is almost certainly due to non-ideal frequency re-

sponse shape in the passband of the filters and amplifiers used in the RF front-end.

These defects could potentially be solved using some sort of digital predistortion or

automatic gain control techniques, though these features are not pursued here.
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Figure 4.11: The time-domain pulse (top), spectral content (middle), and instanta-
neous frequency (bottom) of the LFM pulse through the RF front-end

4.6 Summary

This chapter presents the configuration and layout of the digital back-end of the

radar. The full block diagram with detailed pinouts for this version of the back-end
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is shown in Figure 4.12. This initial configuration contains enough implementation

details to allow the desired pulsed LFM signal to be generated with the proper

spectral properties and to be sampled and saved properly by the ADC and FPGA.
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Figure 4.12: A detailed block diagram of the digital back-end
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Chapter 5

Pulse-to-Pulse Incoherence

In the previous chapter, the implementation details allowing the digital back-

end to generate and capture single pulses with correct waveform characteristics

and spectral quality was discussed. The proper signal characteristics enable the

predictable signal processing steps of single pulses as discussed in Section 2.1.1.

However, single pulses are generally not useful by themselves - a coherently timed

pulse train provides gain from coherent integration and allows Doppler information

to be extracted and a synthetic aperture to be formed for SAR imaging.

In this chapter, the timing characteristics of the system with respect to coherent

pulsing are discussed. Several issues concerning high-speed clock coherence are

discussed, leading to decreased range precision as explained in Section 2.1.2. The

engineering solutions to those issues are delivered, resulting in modifications to the

RF front-end and digital back-end. The changes to the system developed in this

chapter result in a radar system that is coherent in timing from pulse to pulse with

less than 60 ps of timing jitter on each pulse.
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5.1 Timing Jitter from Pulse to Pulse

Given the success in generating properly shaped radar pulses individually, the

next step in operating the radar is to determine whether transmitting a coherent

pulse train is possible. At the time this part of the project was completed, coherent

pulsing capabilities for capturing pulse trains on the FPGA described in Chapter 7

were not available. However, pulses could still be triggered individually by the PRF

and captured one at a time to indicate the timing stability of the pulses.

Observering the timing difference between pulses using the radar configured in

Chapter 4 shows that there is a large range of variation in pulse latency each time

a pulse is captured. Three pulses captured in succession are plotted in time in Fig-

ure 5.1. These pulses are transmitted through a loopback cable, implying that their

propagation delay from the DDS to the ADC will be constant. Therefore, the pulses

should overlap perfectly to indicate perfect coherence in timing and phase. Instead,

they are spaced out with a variation of 60 ns. Using (2.13) determines that this will

introduce 9 m of ambiguity to any range measurement. At its worst, timing varia-

tions up to 100 ns were observed, resulting in a 15 m range ambiguity introduced

to measurements. Given that the range resolution of the radar is 0.5 m, this value

should preferably be on the order of 5 cm or less. In the following sections, the

solutions to this problem are derived.

5.2 Clock Incoherence Between FPGA and PRF Trigger

Timing inconsistency in a digital system is often caused by metastability due

to varying misalignment in clock edges governing the system. Generally, in order

for clocks in a digital system to be aligned properly and consistently, their frequen-
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Figure 5.1: Three pulses plotted in time showing 60 ns of variation

cies must be integer multiples of one another and they must be phase-locked to

one another through the use of a phase locking mechanism like a PLL. Digital sys-

tems without clock distributions like this are referred to as asynchronous. While

asynchronous circuits can be useful in low-power and low-speed serial communi-

cations, they cannot be used to construct a pulse-Doppler radar system with strict

timing requirements.

Because the variance in pulse timing occurs up to 100 ns per pulse, this implies

that the variance is due to misalignment with a clock operating with a clock period

of 100 ns, or a frequency of 10 MHz. The only clock in the system (apart from

the 3 kHz PRF) that operates at such a low speed is the LMFC of the JESD204B

interface, which operates at exactly 10 MHz. As explained in Section 2.2.2, the

trigger signal issued to the FPGA to begin a data capture must be synchronous with

the LMFC; otherwise, the capture will not occur exactly when the trigger is issued.

If the trigger edge varies in time relative to the edge of the LMFC, this will lead to

a variation in timing of each pulse.

Because the microcontroller generating the 3 kHz PRF triggering the data cap-
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tures is clocked using its own oscillator, it must be assumed that it cannot generate

a synchronous PRF signal with the FPGA LMFC. To determine if the timing vari-

ation can be removed or reduced by issuing a synchronous trigger with the LMFC,

the digital back-end is disconnected from the PRF signal from the microcontroller.

The trigger is then generated using the FPGA “software trigger” feature, which

generates a hardware trigger on the FPGA when instructed by HSDC Pro to do so.

Because the trigger is generated for the purpose of triggering the FPGA in addi-

tion to other devices, the trigger signal is assumed to be triggered synchronously

with the LMFC. The trigger is used to initiate the capture on the FPGA but can

also be broken off the board through an SMA port (TRIG OUT) to be used else-

where. Since the trigger generated by the FPGA cannot be configured to a desired

pulse width and is not 1 µs in length, it cannot be used to window the DDS output

like the microcontroller. As such, the DDS is temporarily reconfigured to “self-

window” using the DROVER feature. Although this will hurt the pulse waveform

characteristics, the pulses will still be timed consistently and give an indication of

the pulse-to-pulse timing characteristics.

The test setup is summarized in Figure 5.2. As expected, the LFM pulse de-
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Figure 5.2: A simplified digital block diagram using the FPGA software trigger
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grades in quality to that seen in Figure 4.6. However, the variation in pulse latency

is reduced in this scheme from 100 ns to close to 7 ns, bringing the range ambi-

guity down from 15 m to around 1 m. Note that the precise change in latency is

difficult to determine because the sample period at 1.6 GHz is 625 ps. Thus, the

exact latency variation value is somewhere within the range of 7±0.625 ns. This is

a marked improvement, but it is still necessary to remove the remaining variation

to make the radar operational. Additionally, this solution to the latency variation

cannot be permanent, as it does not allow for the correct pulse windowing like the

microcontroller does and cannot be extended to a 3 kHz PRF trigger. The hardware

changes necessary to permanently rectify this issue are given in Section 5.4. A

plot of three chirps demonstrating the variation in latency using the FPGA software

trigger is shown in Figure 5.3.

5.3 Clock Incoherence Between FPGA and DDS System Clock

To further tighten the timing of the pulses, the cause of the 7 ns variation must

be determined. Using similar reasoning to that in Section 5.2, the 7 ns variation is
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Figure 5.3: Three pulses plotted in time showing close to 7 ns of variation
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likely caused by clock edge misalignment involving a clock with a period of 7 ns.

The frequency of a clock with a 7 ns period is 142.9 MHz. Although no such clock

exists within the system, the DDS timer clock, which is 1
24

of the 3.5 GHz recon-

struction frequency and is given by (4.6), has a clock frequency of 145.83 MHz

and a period of 6.86 ns. Given that this clock period lies within predicted range of

7±0.625 ns, the DDS timer clock is likely the culprit. Because the timer clock is

used to update the frequency and amplitude output of the DDS, any changes to the

waveform (including turning it on and off) must be performed on the edge of the

timer clock.

To evaluate why this clock might be an issue, consider the relationship between

the FPGA-generated trigger and the DDS system clock. The trigger will be gener-

ated on the edge of the 10 MHz LMFC. Although the LMFC and the DDS timer

clock are derived from the same 100 MHz oscillator, the process of clock division

and multiplication that each one experiences ensures that they are not phase locked.

Moreover, they are not integer multiples of one another, ensuring that their clock

edges will never consistently align. Given this restriction, the trigger issued from

the FPGA will almost certainly alter position with respect to the rising edge of the

timer clock, leading to variation in when the DDS output can be turned on.

Because the clocks are derived through PLLs from the same oscillator, they are

technically phase-locked to one another. This implies that the coherence issue can

be solved by modifying one clock such that the DDS timer clock is an integer mul-

tiple of the LMFC. Due to constraints placed on the LMFC by the ADC sampling

frequency and the pre-defined values of the JESD204B configuration variables, the

LMFC can only be altered by factors of 2. As a result, the DDS timing clock

frequency ftimer, and therefore the reconstruction clock frequency fDDS, must be

modified.
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To determine what frequency is acceptable for fDDS, the integer multiple rela-

tionship between ftimer and fLMFC is described by

ftimer =
fDDS

24
= k × fLMFC k ∈ N . (5.1)

Solving for fDDS given fLMFC = 10 MHz determines that fDDS must be an integer

multiple of 240 MHz.

An additional constraint on fDDS is that the maximum output frequency that can

be synthesized is 0.4 times fDDS. Because the maximum output frequency fHI is

1075 MHz, fDDS must be greater than or equal to 2.6875 GHz. Based on these

criteria, the list of possible DDS clock frequencies is 2.88 GHz, 3.12 GHz, and

3.36 GHz. Obviously, the highest frequency is desirable as it will produce the

highest-fidelity waveform.

To verify that the LMFC can by synchronized on a pulse-to-pulse basis with the

DDS timer clock, the DDS frequency fDDS is modified to be 3.36 GHz, placing the

timer clock frequency ftimer at 140 MHz. This is done by altering the multiplication

factor on the PLL to x33.6 rather than x35, which is possible since the ADF4351

has fractional-N multiplication capabilities. The registers in the DDS relevant to

the frequency ramp are modified as well using (4.3)-(4.8) to recompute the register

values for the same fHI, fLO, and Tp, but with fDDS = 3.36 GHz. The results of

multiple pulses transmitted through loopback using the FPGA trigger and the new

DDS frequency are shown in Figure 5.4. In this plot, it can be seen that the three

pulses are indistiguishable from one another, implying that the latency variation

has been eliminated. The timing variation was measured again using a 40 GSPS

oscilloscope and determined to be less than 60 ps, resulting in a range ambiguity of

1 cm. This significantly lowered timing variation and range ambiguity are deemed
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Figure 5.4: Three pulses plotted in time showing lack of variation

to be acceptable as the clock incoherence issue is apparently resolved.

5.4 System Modifications

Based on the conclusions of Sections 5.2 and 5.3, the cause of the timing vari-

ation has been narrowed down, but the fixes used to eliminate the variation are not

useful for a permanent solution. To obtain optimal performance, the system must

be implemented such that the pulses are transmitted coherently and with the correct

frequency ramp and amplitude window applied. Comparing the FPGA triggering

with the microcontroller triggering, these two goals are in opposition with each

other. One possible solution is to modify the FPGA firmware to enable triggers that

window the pulse to 1 µs, enable an offset for the IOUPDATE pin to initiate the

DRG at the correct time, and are generated at 3 kHz rather than on the press of a

button in HSDC Pro. However, a much simpler solution is to modify a microcon-

troller’s clocking to be coherent with the rest of the system. If the system clock

of the micrcontroller is derived from the same oscillator as the ADC, FPGA, and

DDS clocks, then it will theoretically be capable of generating a PRF signal whose
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edges align with both the LMFC and the DDS timer clock so long as its final clock

frequency is carefully selected. Furthermore, the pulses can be windowed properly

using the same PWM windowing technique developed in Chapter 4.

To clock the microcontroller synchronously with the rest of the system, the mi-

crocontroller CPU clock must be replaced with a clock derived in some way from

the same coherent reference signal employed by the rest of the system. Generally,

the only available clock references within appropriate range of a typical microcon-

troller clock (usually no greater than ∼120 MHz) are the 100 MHz ADC oscillator

reference and the DDS timer clock, which can be broken off the DDS evaluation

board through the SYNCCLK SMA port.

At this junction in the system construction, the entire clock distribution scheme

is reconsidered from an overall coherence standpoint. Consider the phase of the

DDS timer clock ftimer. Because it is internally divided down by 24 from the sam-

pling clock fDDS, it can take on 1 of 24 different phases each time the DDS is turned

on. Furthermore, while the DDS does have a mechanism for selecting the phase of

the timer clock upon system startup, it is not convenient for use in this application

given the specific input clock frequency required for synchronization and it is not

guaranteed to function properly if fDDS is greater than 2.5 GHz [22]. As a result,

there is no way to exactly synchronize the phase of the DDS timer clock with the

rest of the system.

To get around this restriction, the clock distribution scheme in the system is re-

designed to use ftimer as the coherent reference rather than the oscillator onboard

the ADC. Furthermore, ftimer is set to 100 MHz to force it to be related by an in-

teger value to the fs of 1.6 GHz. This way, the ADC will be phase-locked with

the DDS regardless of the random clock phase selected by the DDS for ftimer. To

implement this modification in parallel with the coherent microcontroller clocking,
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several changes must be made to the rest of the back-end. These are described

in Section 5.4.1. Additionally, to configure ftimer to 100 MHz, fDDS is altered to

2.4 GHz, requiring modifications to the signal generation and therefore the Tx IF

portion of the RF front-end. These are described in Section 5.4.2.

5.4.1 Digital Back-End Redesign

To avoid power-splitting the clock signal out of the 50 Ω SYNCCLK SMA port, a

scheme is derived where the generated clocks are “daisy-chained” between devices.

Additionally, this clock scheme was derived in an attempt to eliminate timing in-

consistency between system resets; however, this ultimately proved unsuccessful.

The solutions for this reset coherency problem are discussed in Chapter 6. A sim-

plified diagram of the proposed clock distribution scheme is shown in Figure 5.5. In

this scheme, the DDS timer clock is used as the base clock to the microcontroller.

The microcontroller then uses its PWM module to divide ftimer down to a lower fre-

quency reference. This reference is then passed to the ADC in place of its onboard

100 MHz oscillator and the high-frequency clocks are derived from the reference.

As before, the 3 kHz PRF is also generated on the microcontroller to trigger the

DDS and FPGA.

SYNCCLK

DDS

CPU_CLK

Microcontroller

PWM OSC_IN

ADC

PRF
SYSREF

FPGA

SYSREF
IOUPDATE TRIG_IN

Figure 5.5: A simplified diagram of the proposed new clock distribution scheme
derived from the DDS timer clock
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In theory, both the microcontroller and ADC could be clocked from the output

of SYNCCLK. However, when this was attempted, the microcontroller would stop

working once the clock driver was transitioned to use the external rather than in-

ternal clock reference. Therefore, it was determined that using the PWM module

as a clock divider and buffer would allow both the microcontroller and ADC to be

clocked from derivative signals of the DDS timer clock.

To implement the new microcontroller clocking solution, a microcontroller is

required that can accept a 100+ MHz input clock signal. While the LPC1768 can

operate at speeds up to 100 MHz through the use of an internal PLL, the highest

frequency it can accept as an external clock input is 50 MHz [21]. Therefore, a new

microcontroller that can operate with a single-ended clock input up to 100 MHz

is selected - the Texas Instruments LAUNCHXL-F280049C (shown in Figure 5.6)

[23]. The layout of this microcontroller development board makes it simple to

remove the onboard oscillator and solder leads to the oscillator pins to input the

external clock signal to the chip [24].

The first step in enacting the modifications to the digital back-end is to recon-

figure the DDS to be operated at a reconstruction frequency fDDS of 2.4 GHz and

Figure 5.6: The Texas Instruments LAUNCHXL 280049C microcontroller
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the timer clock frequency ftimer of 100 MHz. This is a convenient clock frequency

because the DDS contains an internal PLL that is designed to operate with an out-

put between 2.4 and 2.5 GHz. As a result, the DDS can be clocked by a 3.3 V

100 MHz oscillator connected directly to the REF IN SMA port and internally de-

rive the 2.4 GHz clock frequency. The ADF4351 PLL can be removed from the

system, simplifying the layout and power distribution of the system as a whole.

A major consequence of reducing the DDS reconstruction frequency to 2.4 GHz

is that the maximum output frequency is reduced to 960 MHz, making the gener-

ation of an LFM pulse from 925 to 1075 MHz infeasible. Instead, the output fre-

quency is divided by two to give an output sweeping from 462.5 MHz to 537.5 MHz

- an LFM pulse with 75 MHz of bandwidth centered at 500 MHz. The RF front-end

is then modified to multiply by x4 in the IF section rather than x2, resulting in the

same signal being transmitted. These changes to the RF front-end are discussed in

Section 5.4.2. Using (4.3)-(4.8), the appropriate register values for the proposed

DDS configuration are computed. These values are given in Table 5.1.

The 100 MHz timer clock is broken off the board through the SYNCCLK SMA

port and input to the microcontroller clock through a twisted pair transmission line.

The 20 MHz oscillator on the microcontroller is removed from the board and re-

placed by soldering the leads of the twisted pair to the oscillator pads, shown in

Figure 5.7. By default, the microcontroller is clocked using an internal 10 MHz

oscillator (INTOSC2) which is multiplied to 100 MHz by the microcontroller PLL

[25]. Switching over to the external oscillator as the clock source requires only

changing the clock control register CLKSRCCTL1.OSCCLKSRCSEL from 0x0 to

0x1 and the the register XTALCR.SE from 0x0 to 0x1 to enable a single-ended

clock input.

In order to daisy-chain the clock from the microcontroller to the ADC, the PWM
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Parameter Register Name Parameter Value Register Value (Hex)
fLO FTWLO 462.5 MHz 0x31555555
fHI FTWHI 537.5 MHz 0x39555555
∆f STEPP 0.75 MHz 0x00147AE1
∆t P 10 ns 0x0001

Table 5.1: The register values used to configure the DDS DRG when the DDS is
clocked at 2.4 GHz

Figure 5.7: The microcontroller oscillator before (left) and after (right) the twisted
pair carrying the DDS timer clock reference is soldered to the pads

subsystem is used to generate a 25 MHz clock reference. This can be generated

along with the 3 kHz PRF triggers since the LAUNCHXL-F280049C has 8 distinct

PWM modules, each containing two PWM channels and with each being capable

of operating with a different period [25]. The PWM is setup easily by setting MR to

3, MR1 to 1, and MR2 to 3, generating a clock output of 25 MHz with a duty cycle

of 50%.

Connecting the 25 MHz clock as the reference to the ADC requires a few addi-

tional steps. First, the 100 MHz oscillator must be disconnected from the TRF3765.

A 0 Ω resistor (R38) connects the output of the oscillator to both the OSC IN SMA

port (from which the reference was originally obtained) and the clock input to the

TRF3765. Removing this resistor disconnects the oscillator and allows the 25 MHz

PWM signal to be input to OSC IN.
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Another modification is to reconfigure the TRF3765 to multiply the 25 MHz

signal up to 1.6 GHz for the ADC sampling clock. The TRF3765 is a PLL with

a very similar architecture to that of the ADF4351 shown in Figure 4.1. The only

relevant differences are that there are not x2 and /2 blocks immediately after the

REFIN input, and the N divider in the feedback loop is split into two dividers - an

N divider which can take on any value from 1 to 65535, and an NRF divider which

can only take on the values of 1, 2, or 4. The default parameters of the device are

R = 2, N = 16, NRF = 4, and DRF = 2. For an input REFIN of 100 MHz, this

gives an fPFD of 50 MHz, an fVCO of 3.2 GHz, and an output RFOUT of 1.6 GHz.

To accomodate the new REFIN of 25 MHz, the TRF3765 configuration file is

modified so that N = 64. This change causes fPFD to be 12.5 MHz but leaves the

output at 1.6 GHz.

The final change to the back-end, which was implemented in an unsuccessful

attempt to synchronize the DDS phase with the LMFC on system startup, is to

change the LMFC from 10 MHz to 2.5 MHz. Despite the change not producing the

desired effect, it was kept in the system because it forces the LMFC to be an integer

multiple of the 25 MHz reference produced by the microcontroller from which the

LMFC is derived. Implementing a 2.5 MHz LMFC requires both that the SYSREF

signal generated by the LMK04828 be set to 2.5 MHz and that the JESD204B K

value be modified. Solving (2.15) for K gives a new K value of 16.

Modifying the SYSREF signal on the LMK04828 is straightforward. A register

on the device (SYSREF DIV) specifies the amount to divide the input clock to

obtain the SYSREF signal. Since the input clock is half the sampling frequency, or

800 MHz, the default value of the register is 80. Modifying the register to a value

of 320 divides the output to 2.5 MHz.

Changing the K value is also straightforward. To do so on the ADC requires
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that the K-minus-1 (KM1) register be changed from 3 to 15. Changing the K value

on the FPGA is a little more complicated because the JESD204B parameters in

the FPGA configuration file are not defined correctly - the default value of K is

listed as 32, and the default value of F is listed as 1, neither of which is the correct

value listed in Table 4.2. According to a TI engineer in [26], the K value in the

configuration file should be set to the product of K and F . Therefore, to set K to

16, the value of K in the configuration file should be set to 128.

The longer period of the LMFC must be considered when setting up the PWM

signals for the PRF. Because the new LMFC period is 400 ns, the period of the

PWM must be an integer multiple of 400 ns, or 40 clock cycles at a clock speed

of 100 MHz. This will ensure that every trigger generated by the microcontroller

to begin the waveform generation and capture is synchronous with the LMFC, pre-

venting any latency variation between pulses. The value of MR that meets this

criterion and gives the PWM period closest to 333.3 µs (3 kHz) is 33199. Setting

MR1 to 33099 and MR2 to 33199 gives a period of 100 clock cycles (1 µs) for the

OSK window. The IOUPDATE trigger is generated using an MR1 value of 33095,

allowing it to lead the amplitude window to the DDS by 40 ns.

It is possible that the PRF will be stopped and restarted during the operation

of the radar. As such, it is desirable that the PWM module being used to generate

the PRF signals have some method of synchronizing the phase of the PWM timer

with the edge of the LMFC. To do this, a minor firmware modification was solicited

from TI for the FPGA, which allows the LMFC signal internal to the FPGA to be

broken out on the TRIG OUT B SMA connector [27]. This signal is connected to a

GPIO pin of the microcontroller that is multiplexed to synchronize the timebase of

the microcontroller with a rising edge whenever the register TBCTL.PHSEN is set

to 0x1. As such, when the PWM PRF is turned on, the TBCTL.PHSET bits for the
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relevant PWM modules are enabled for 1.2 µs to guarantee that at least one clock

edge of the LMFC will synchronize the phase of the PWM module. This solution

is tested and it is shown that turning the PRF off and back on does not modify the

timing between the transmission and receipt of a pulse.

A detailed diagram of the clock distribution scheme described in this section is

shown in Figure 5.8. With the implementation of these changes, the digital system

is expected to maintain coherency. When tested in loopback with the output of the

DDS connected directly to the input of the ADC, the sequence of pulses appears

similar to that in Figure 5.4. The spectrum and instantaneous frequency plot are ex-

pected to appear similar to those shown in Figure 4.10, but with a frequency range

from 462.5 MHz to 537.5 MHz rather than 925 MHz to 1075 MHz. The final sig-

nal characterisitics including the time-domain signal, spectrum, and instantaneous

frequency plot are shown in Figure 5.9. These pulse characteristics confirm that the

modifications to the digital back-end have not compromised the desired generation

of the pulse.

5.4.2 RF Front-End Modifications

To accomodate the change in output frequency from the DDS, a few modifica-

tions need to be made to the RF front-end. The waveform generated by the digital

back-end is identical to the original, but with half the bandwidth and half the center

frequency. As such, the analog front-end can basically be left unchanged but with

an additional x2 frequency multiplier placed right after the output of the DDS. The-

oretically, a x4 multiplier could be used in place of two x2 multipliers. In practice,

however, the unwanted output harmonics spaced only 500 MHz apart would be very

difficult to reliably suppress with a practical bandpass filter.
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Figure 5.8: The clock distribution scheme in the updated digital back-end

Consider the IF chain on the transmitter of the radar, shown in Figure 5.10. It

accepts a 1 GHz LFM with 150 MHz of bandwidth from the DDS with a power of

-1.5 dBm, and outputs a 2 GHz LFM with 300 MHz of bandwidth to the mixer at

a power of -3.5 dBm. The new IF will accept a 500 MHz LFM with 75 MHz of

bandwidth, also with a power of -1.5 dBm. To minimize the changes to the front-

end, it is desirable to add components between the original IF chain and the DDS

to condition the new input waveform to match the original waveform in frequency

and be as close as possible in power level.
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Figure 5.9: The time-domain pulse (top), spectral content (middle), and instanta-
neous frequency (bottom) of the 500 MHz LFM pulse after clock domain modifi-
cations to the digital back-end

The first new component in the IF chain is a lowpass filter with a cutoff near

the 537.5 MHz high frequency output of the DDS. The filter that is selected is the

Mini-Circuits LFCN-575+, which has a 3-dB cutoff frequency of 770 MHz and an

72



PLFM    
925.0 MHz -
1.075 GHz

Mini-Circuits
SYK-2-33+
CL = 13 dB 

In. Pow > 12.0 dBm

X2

Mini-Circuits
GVA-62+
+16 dB

P1dB=+19 dBm

  1.85 GHz -
2.15 GHz

Mini-Circuits
LFCN-2250+
Fc = 2.0 GHz

Mini-Circuits
HFCN-1910+
Fc = 2.0 GHz

-1.5 dB

-1 dB

+13 dBm

Mini-Circuits
LFCN-2250+
Fc = 2.0 GHz

-1 dB-3.5 dBm -1 dB

PLFM
1.85 GHz -
2.15 GHz

Mini-Circuits
LFCV-1450+
Fc = 1.2 GHz

-0.5 dB

-1.5 dBm

Figure 5.10: The original IF chain on the radar transmitter

insertion loss of 0.75 dB in the signal band [28]. The filter has a rejection of over

35 dB at fs
2

(1.2 GHz), which is sufficient to eliminate the image signals in higher

Nyquist zones.

The x2 multiplier that is selected is the Mini-Circuits SYK-2R+ because it has

an input frequency range of 10 MHz to 1000 MHz [29]. It requires an input power

level between 12 dBm and 16 dBm, and has a typical conversion loss of 11 dB.

The signal power at the output of the lowpass filter is -2.25 dBm. To obtain the

drive power required by the SYK-2R+, this signal must be amplified by between

14.25 dB and 18.25 dB. The amplifier selected for this is the Mini-Circuits GVA-

62+ because is has an acceptable gain of 15.75 dB in the signal band and it is used

elsewhere in the system, reducing the number of spare parts required to keep on

hand [30].

The output of the x2 multiplier is the 1 GHz LFM pulse at a nominal power

level of 2.5 dBm. It must be filtered to eliminate the potentially large 4th order

harmonic output at 2 GHz, which is only 10 dB lower than the desired output sig-

nal [29]. In addition to the original reconstruction lowpass filter, the Mini-Circuits

LFCV-1450+, the Mini-Circuits CBP-1000F+ bandpass filter is included at the out-

put of the multiplier. This filter has high selectivity between 900 and 1100 MHz,

contributing to the suppression of the spurs at the output of the x2 multiplier [31].

Including the rejection by both filters and the harmonic suppression provided by the
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x2 multiplier, the 1st-, 3rd-, and 4th-order harmonics are all suppressed by more

than 100 dBc relative to the output of the desired 2nd-harmonic. To force the final

output power to be close to the original power level, a 4 dB attenuator is included

between the 2x multiplier and the cascaded filters, resulting in a final output power

of -4 dBm provided to the mixers, which deviates from the original output power

by only 0.5 dBm. The final IF chain block diagram is shown in Figure 5.11.

The signal spectrum after a full RF loopback test is shown in Figure 5.12 and

appears nearly identical to the original in Figure 4.11, indicating that the new IF

chain does not negatively impact RF performance.

5.5 Summary

In this section, multiple pulse-to-pulse timing incoherence prolems were dis-

covered and addressed. The solutions required some significant modifications to

the clock distribution scheme in the system and a slight increase in complexity of

the RF front-end, but the fundamental digital hardware was not replaced and the
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Figure 5.11: The updated IF chain on the radar transmitter
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Figure 5.12: The time-domain pulse (top), spectral content (middle), and instan-
taneous frequency (bottom) of the LFM pulse through the RF front-end with the
updated IF section

system parameters and performance have not been altered. Furthermore, the modi-

fications allow the radar to transmit coherent pulses at the desired PRF with little to

no timing jitter without sacrificing the ideal spectral content of the LFM pulse.
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Chapter 6

Start-Up Incoherence and Loopback Calibration

In Chapter 5, a pulse-to-pulse incoherence that caused each pulse to have a

variable latency between the digital transmitter and receiver was discovered and

resolved. Resolving this issue ensures that pulses can integrate coherently and,

when combined over an entire CPI, perform range-Doppler processing as seen in

Figure 2.6 rather than the unfocused one shown in Figure 2.8. However, in order to

accurately plot range data, the two way propagation time τp must be known. Based

on (2.12), the values of τRF and τdig must be known and calibrated out along with

Tp for τp to be extracted from τm.

During system testing, it is determined that despite the pulse-to-pulse timing

being resolved, the latency between the DDS and ADC changes if the system is

turned off and back on again. Although the pulses are still timed identically from

pulse to pulse and will integrate coherently, the range axis cannot be reliably set

because τdig is not known consistently. In this chapter, solutions to this problem are

proposed. Some modifications to the digital clocking scheme that ultimately proved

unsuccessful are briefly discussed. The solution that fixed the issue is discussed in

detail and test data proving the efficacy of the implemented solution is presented.
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6.1 Initial System Modification Attempt

The ideal solution will completely eliminate the latency variation between sys-

tem resets such that τdig remains a constant whenever the system is turned on. The

amount of time that the latency would vary by is close to the period of the LMFC

(100 ns at one point, 400 ns at another point), indicating that the LMFC phase is

not being set up consistently with respect to some other important clock domain.

Two different approaches were taken to fix the issue by deriving a new clocking

scheme. The first attempted solution was to bypass the LMK04828 on the ADC

evaluation board and instead generate a 10 MHz SYSREF signal on the micro-

controller. Theoretically, this would allow the phase of the SYSREF signal to be

controlled and give a guarantee that it would be lined up with the edge of the PRF

trigger. Although the new SYSREF source did not cause additional problems, it

also did not reduce the timing variation when the system was reset.

The second approach is the original reason that the LMFC frequency was mod-

ified to 2.5 MHz in Chapter 5. As mentioned previously, the DDS contains an syn-

chronization input/output (SYNC IN and SYNC OUT) that is used to synchronize

the phases of the DDS timer clocks across multiple DDS devices in a multichannel

system. The synchronization input/output operates at 1
16

the frequency of ftimer. If

the DDS reconstruction frequency fDDS is set to 2.88 GHz, ftimer will be 120 MHz

and the synchronization signal will be at 7.5 MHz, which is an integer multiple of

2.5 MHz. Since 2.5 MHz is attainable as an LMFC frequency, it could be multiplied

at the output of the FPGA by a low frequency PLL to obtain 7.5 MHz and then used

to synchronize the phase of the DDS with the FPGA. Because the PRF trigger can

also be synchronized to the phase of the LMFC, this would theoretically lock all

of the clocks together in phase on startup and eliminate the reset-to-reset latency
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variation.

Unfortunately, this was not successful. This is potentially due to some flawed

premise in the setup, but could also be due to the fact that the synchronization input

is not guaranteed to work when fDDS is above 2.5 GHz. After multiple attempts to

get a clever clocking solution to function, it is decided that a solution other than a

large modification to the clocking scheme would be more practical.

6.2 Theory of Loopback Calibration

Rather than trying to eliminate the reset-to-reset incoherence, it is more practical

and feasible to determine a method for compensating for it during processing. It is

desired to determine what the variation in delay is whenever the system is turned

on. To do so, the DDS and ADC must be able to cooperate in capturing a single

pulse with a known propagation delay between the DDS and ADC. It is simple to

do this using a delay line or using a large reflector with a precisely known distance

from the radar. In this way, the sum of τRF and τdig can be determined by rearranging

(2.12) because τp, τm, and Tp are known.

However, calibrating the radar like this by using external equipment or a pre-

cisely located reflector is not practical if the calibration must be performed each

time the radar is turned on. Moreover, since the RF front-end can be expected to

have a reliably constant group delay, the calibration only really needs to be per-

formed directly between the DDS and ADC. To that end, it is proposed to include

RF switches directly at the output of the DDS and the input of the ADC with options

to multiplex the signal either through the RF front-end or through a direct cable con-

necting the switches. A basic diagram of this setup is shown in Figure 6.1.
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Figure 6.1: The proposed RF switch digital loopback setup

6.2.1 Derivation

With the concept for the loopback calibration established, the methodology for

implementing it must be established. To begin, there are multiple different sources

of propagation delay within the system that contribute to the round-trip delay of a

signal from generation by the DDS to receipt by the ADC and FPGA. To effectively

calibrate the system, these delays must first be disambiguated.

The most important delay is that caused by the actual wave propagation to a

measurement scene, τp. For the purposes of radar calibration, we refer to this as τcal

since the radar will utilize a calibration cable whose delay is known. The delays

introduced by the RF front-end transmitter and receiver are denoted by τTx and

τRx, respectively. The delay through each RF switch is denoted by τsw. Note that

this derivation assumes that the delay through each switch is identical, but the end

result does not depend on this being true. The loopback cable delay between the two

switches is denoted by τloop. Finally, the variable delay between the DDS and ADC
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is given by τdig. The signal transmitted through the RF front-end and the calibration

cable will be delayed by

τm,cal = 2τsw + τTx + τcal + τRx + τdig (6.1)

while the signal transmitted through the switch loopback will be delayed by

τm,loop = 2τsw + τloop + τdig . (6.2)

A high-level diagram of the system with the different delay sources labelled is

shown in Figure 6.2.

Consider the real-valued continuous-time signals r0(t) and d0(t). These are the

analog radar waveform as it is received by the ADC and as it is generated by the

DDS, respectively, with the waveform starting at t = 0 and ending at t = Tp.

Assume that the system is turned on and a pulse is transmitted through the RF

 τsw

ADC

DDSRF Transmitter

RF Receiver

Ca
bl

e

 τsw

 τdig

 τTx

 τRx

 τcal  τloop

Figure 6.2: A diagram showing the different delays in the radar system
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front-end and the calibration cable, giving an RF calibration signal

rcal(t) = r0(t− τm,cal) (6.3)

and a pulse is transmitted through the loopback path, giving a digital calibration

signal

dcal(t) = d0(t− τm,loop) . (6.4)

Recall that the cross-correlation of two functions f1(t) and f2(t) given by

Rf1f2(τ) =

∫ ∞
−∞

f1(t)f2(t+ τ)dt (6.5)

will have a maximum at the lag time at which f2(t) is most similar to f1(t). There-

fore, the cross-correlation between r0(t) and rcal(t) given by Rrr(τ) will have a

maximum at τ = τm,cal. Backing out τcal gives

τm,cal − τcal = 2τsw + τTx + τRx + τdig ≡ τ0 (6.6)

where τ0 is defined as the delay introduced by the system during the calibration.

Similarly, the cross-correlation between d0(t) and dcal(t) given by Rdd(τ) will have

a maximum at τ = τm,loop. The value of τm,loop obtained during the calibration rou-

tine is defined as τd0. Because τcal is the value of interest in the radar measurement,

the time axis used to plot the matched filtered signal should be adjusted by subtract-

ing τ0, or the range axis can be adjusted directly by subtracting cτ0
2

. The value of τ0

and the sequence dcal(t) are saved for use in calibrating the radar on startup later.

To begin ordinary radar operation, the system is turned off and the calibration

cable is disconnected from the radar. The radar front-end is connected to antennae
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through cables which collectively introduce a known delay τant, shown with the rest

of the system delays in Figure 6.3. This eliminates the possibility of collecting

a reliably delayed signal through the RF front-end; however, a signal can still be

transmitted through the loopback switches. This signal is denoted as d1(t). With

the assumption that τsw and τloop have not changed but that the digital delay has

changed by some amount ∆τdig, the cross-correlation between d0(t) and d1(t) will

produce a maximum at τd0 + ∆τdig. More directly, the cross-correlation of dcal(t)

with d1(t) will have a maximum at ∆τdig. Because τTx, τRx, and τant are all assumed

to stay constant as well, the time axis for the current system runtime can be adjusted

by subtracting the sum of τ0 + ∆τdig + τant.

Similarly to (2.8), note that the cross-correlation of two signals f1(t) and f2(t)

can be rewritten by

Rf1f2(τ) =

∫ ∞
−∞

f1(t)f2(t+ τ)dt

=

∫ ∞
−∞

f̂1(τ − t)f2(t)dt

= f̂1(t) ∗ f2(t)

(6.7)

 τsw

ADC

DDSRF Transmitter

RF Receiver

 τsw

 τdig

 τTx

 τRx

 τant  τloop

Figure 6.3: A diagram showing the delays in the system with the antenna
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where

f̂1(t) = f1(−t) . (6.8)

This shows that the cross-correlation can be implemented as a convolution with

a time-reversed f1(t). Furthermore, properties of the Fourier Transform make it

convenient to express the convolution operation as a multiplication in the frequency

domain. That is,

Sf1f2(ω) = F̂1(ω)F2(ω) (6.9)

where

F̂1(ω) = F
{
f̂1(t)

}
F2(ω) = F {f2(t)}

Sf1f2(ω) = F {Rf1f2(τ)} .

(6.10)

Thus,

Rrr = F−1
{
R̂0(ω)Rcal(ω)

}
Rdd = F−1

{
D̂cal(ω)D1(ω)

}
.

(6.11)

This property will be convenient when the cross-correlation is implemented digi-

tally.

6.2.2 Digital Algorithm Implementation

The above derivation in continous time shows how the variation in τdig can be

characterized each time the radar is turned on. However, the method must be de-

fined carefully when it is implemented using the real digital hardware comprising
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the radar back-end. Consider the N -point digital sequences d0[n] and r0[n] where

N = fsTp + 1 = 1601 (6.12)

and the M -point digital sequences rcal[n], dcal[n], and d1[n] where M is an arbitrary

number of captured samples. In the actual implementation in MATLAB, M is

set to 4096. All of the above sequences are discrete-time representations of the

continuous-time signals defined previously.

To find τ0, a similar approach to the continuous-time version is taken, exploiting

the Fourier Transform property of cross-correlation defined in (6.11). First, the

time-reversed signal r̂0[n] is created by flipping the order of the sequence. Next,

the K-point discrete Fourier Transform (DFT) of r̂0[n] and rcal[n] are both taken,

where

K = M +N − 1 (6.13)

which is accomplished using the fft command in MATLAB. The DFT sequences are

multiplied together, resulting in Srr[k] where k ∈ [0, K − 1] indexes frequencies in

[0, K−1
K
fs]. The frequency domain representation of the cross-correlation is useful

because the DFT can be zero-padded to a length of αK, and when the inverse

DFT is applied, the resulting sequence will have a time-domain resolution that is

α times finer than the original sequences. The value of 16 is selected for α in this

application. This will give a more precise time value associated with the maximum

in Rrr[n].

After zero-padding to a length αK, the inverse DFT is taken using the ifft com-

mand in MATLAB to obtain an αK length sequence for Rrr[n]. Because r0[n] was

originally indexed on [0, N − 1], the time-reversed sequence r̂0[n] is indexed on
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[−N + 1, 0]. The calibration sequence rcal[n] was indexed on [0,M − 1]. The time

values associated with the sequence Rrr[n] will therefore be on [−Tp, αM−1αfs
].

The assumption is made that with a short cable loopback, the SNR will be very

high. This guarantees that the peak of Rrr[n] will correspond to the time point τm,cal

and not another peak caused by noise. Therefore, the value of time associated with

the index of max (Rrr[n]) is a precise estimation of τm,cal. Subtracting the known τcal

from τm,cal gives τ0, which is saved along with a digital loopback sequence dcal[n]

for use later.

Once the system is connected to the antenna as in Figure 6.3 and restarted, the

digital loopback sequence d1[n] is captured. Using the same DFT methodology, the

cross-correlation of d1[n] and dcal[n], Rdd[n], is found. The only difference will be

that

K = 2M − 1 (6.14)

because both d1[n] and dcal[n] are length M. Time-reversing dcal[n] to d̂cal[n] and

taking the K-point DFT of both d̂cal[n] and d1[n] and multiplying results in Sdd[k].

Again zero-padding the DFT to length αK and taking the inverse DFT gives the

sequence Rdd[n] indexed in time on
[
−M
fs
, M−1

fs

]
. Searching for max (Rdd[n]) and

finding the associated value in time gives ∆τdig. Taking into account the base delay

τ0, the antenna cable delay τant, and the change in digital delay ∆τdig, the range axis

can be set after pulse compression by

R =
c(τm − τ0 − τant −∆τdig − Tp)

2
(6.15)

which will correctly align the range profiles to the calibration standard.
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6.3 Loopback Calibration Hardware

It is desirable to use the same switch model for both sides of the loopback for

simplicity. Because the switch on the ADC must pass both the 500 MHz signal and

the 2 GHz signal, it should have a bandwidth from at least 462.5 MHz to 2.15 GHz.

Additionally, to avoid reflecting power back at an IF amplifier, the DDS, or ADC,

the switches should be non-reflective and terminate into a 50 Ω load when not en-

abled.

The switch that is selected is the Mini-Circuits HSWA2-63DR+. This switch

has an operational bandwidth from 100 MHz to 6 GHz and an insertion loss of 1 dB

in the signal bands of interest [32]. The loss can be compensated for by modifying

attenuators in the RF front-end to ensure that the signal power at the input of the

ADC and the output of the Tx antenna is not changed. The switches have three RF

ports RF COM, RF1, and RF2, and two digital control signals Control 1 and Control

2. When both control signals are driven low, any power input to the switch through

any port is dissipated internally in a 50 Ω load. When Control 1 is driven high and

Control 2 is driven low, power can flow in either direction between RF COM and

RF1. Conversely, when Control 2 is driven high and Control 1 is driven low, power

can flow in either direction between RF COM and RF2. The switch documentation

does not define the switch behavior when both control inputs are driven high.

The switches are connected as shown in Figure 6.4. The control signals are

driven using GPIO pins on the LAUNCHXL microcontroller. By default, they are

configured to both be driven low so that no power can flow, giving the user the

chance to turn on all the equipment before accidentally applying RF power to a

device. To enable the loopback calibration path, Control 1 is driven high on the

Tx switch and Control 2 is driven high on the Rx switch. To enable the normal
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operation path, Control 2 is driven high on the Tx switch and Control 1 is driven

high on the Rx switch.

6.4 Calibration Results

To prove that the calibration routine works, a 1 m cable with 80 dB of attenu-

ation is connected to between the Tx and Rx RF ports of the front-end. This cable

and attenuator combination has an electrical length of 1.3 m, giving a τcal of 4.33 ns.

The system is turned on and turned off five times, and during each system turn-on

an RF sequence ri[n] and a loopback sequence di[n] is captured, i ∈ [1, 5]. The

RF calibration is performed using r1[n] and d1[n] as rcal[n] and dcal[n]. The digital

sequences di[n] are shown in Figure 6.5, and the RF sequences ri[n] are shown in

Figure 6.6. Notice that the offset between di[n] and ri[n] is the same for all i.
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Figure 6.4: The RF switch setup with labelled ports
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Figure 6.5: The loopback sequences di[n] for 5 different system resets
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Figure 6.6: The RF calibration sequences ri[n] for 5 different system resets
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If these datasets were to be pulse compressed without any compensation, they

would produce peaks that vary in time (or range) by a large amount. Using the loop-

back calibration technique allows the propagation delay through the system to be

eliminated and for the change in τdig to be compensated for. A comparison between

the “default” uncalibrated pulse compression of each RF dataset and the calibrated

pulse compression of each RF dataset is shown in Figure 6.7. The uncalibrated

pulse compressed peaks occur with ∼40 m of range variation. After calibration,

the peaks line up nearly perfectly with one another with around 1 cm of deviation

between them, which corresponds to the pulse-to-pulse latency variation of 60 ps.

Notice also that the peaks appear at 0.65 m in range (denoted in Figure 6.7 as a black

dashed line), which corresponds to the 1.3 m cable range because it is calculated
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Figure 6.7: The uncalibrated pulse compression of the 5 datasets (top) vs. the
calibrated pulse compression of the datasets (bottom)

89



assuming 2-way propagation as in (2.1).

6.5 Summary

In this chapter, a loopback calibration method was derived and implemented to

account for variation in digital back-end latency between separate system resets.

The loopback calibration methodology is proven theoretically to give the necessary

calibration information, and the practical hardware setup is designed. When imple-

mented, it is shown that the calibration method can sufficiently account for variation

in latency between different start-ups. With this fix in place, the radar is coherent

from pulse-to-pulse and from reset-to-reset, meaning that it can consistently mea-

sure ranges to targets accurately.

90



Chapter 7

Final Improvements and Sensing Results

With the radar operating as expected with the correct waveform properties, PRF,

and strict timing between the DDS and ADC/FPGA, it is suitable for use. An image

of the completed radar hardware is shown in Figure 7.1. Additionally, a simplified

block diagram of the completed radar system is shown in Figure 7.2. This block

diagram omits some details of the IF chain for simplicity, but indicates how the parts

of the radar will be broken up in future miniaturizations of the system hardware.

To make the radar more usable, several additional items are implemented and are

briefly described in this chapter. These additional changes do not fundamentally

alter the operation of the radar in any way, but they allow the radar to be useful

both in a pulse-Doppler and a SAR application. This chapter also describes a test

performed with the completed radar system to verify the pulse-Doppler operation

of the system.

7.1 FPGA Firmware for Pulsed Captures

The most important feature added to the radar operation is an augmentation to

the FPGA firmware allowing for pulsed captures of data. By default, the FPGA

will capture one set of data at a time with an arbitrary number of samples captured.
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Figure 7.2: A simplified block diagram of the completed radar system.

Even by using the maximum amount of RAM on the FPGA (4 GB), the radar will

only be able to capture 2 billion samples, or 1.25 s of data, which is not enough

to form a significant synthetic aperture even at a high speed. Furthermore, most of

the captured data is not useful. Given an expected flight altitude of 1.5 km and a

look-angle of 30°, the radar returns are expected to be significant from 10-13 µs

after being transmitted. This implies that the remaining 320 µs of data per pulse are
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not useful.

Therefore, it is desireable to modify the FPGA firmware to capture 2.5-20 µs

of data each time it is triggered by the PRF signal and append each “mini-capture”

into a single dataset to be parsed into individual pulses during processing. This

means that longer timeframes of data (5-10 s) can be captured using only a fraction

of the RAM on the FPGA. This feature was implemented in the FPGA firmware,

allowing between 4080 and 16320 samples (2.55-10.2 µs) per mini-capture and

between 1000 and 30208 mini-captures (0.33-10.07 s) in total. Furthermore, recall

that the PRF signal used to initiate IOUPDATE is not restricted to be 1 µs in length.

Therefore, by configuring the FPGA to be triggered on the falling edge of this PRF

signal rather than the rising edge (see Section 4.3.3) and by increasing the length

of the IOUPDATE PRF signal, the data capture can be configured to begin at an

arbitrary time. A pulse train of 10 out of 1000 captured pulses with 4080 samples

captured during each mini-capture is shown in Figure 7.3. The pulses are captured

through the loopback switches, and as such the the waveform is at 500 MHz and
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Figure 7.3: The first 10 pulses of a pulse train captured with 4080 samples per
capture
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the measured time is expected to be constant for each pulse.

To show that the FPGA firmware modifications do not introduce incoherence

from pulse to pulse, a range-pulse map centered at 0 m is shown in Figure 7.4,

indicating that the measured time (or range) does not vary from pulse to pulse.

Additionally, the range-Doppler map of the CPI in Figure 7.5 shows that the pulses

integrate coherently to give a peak at 0 m in range and 0 m/s in velocity.
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Figure 7.4: A range-pulse map of the pulsed capture of 1000 pulses centered at 0 m
showing that the measured range remains constant throughout the CPI
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Figure 7.5: A range-Doppler map of the pulsed capture of 1000 pulses centered at
0 m showing that all 1000 pulses integrate coherently
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7.2 LabVIEW GUI

Because the microcontroller USB port can be interfaced with as an RS-232

COM port, it can be communicated with via NI VISA through a LabVIEW appli-

cation. To make the operation of the radar feasible from a high level, a LabVIEW

GUI is developed to instruct the radar to perform certain core functions. An image

of the GUI is shown in Figure 7.6.

The GUI contains controls for operating the radar during runtime and for con-

figuring the DDS. The controls for radar operation are as follows:

• Microcontroller Serial Port - Allows the user to select the correct COM port

that the microcontroller is connected to, since this may vary between different

computers. Defaults to “COM 4”

• 3 kHz PRF - Enables or disables the PRF triggering output by the microcon-

troller. Defaults to off

Figure 7.6: An image of the LabVIEW GUI for controlling the radar
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• DDS Clock to CPU Clock - When enabled, causes the microcontroller CPU

to be clocked by the external 100 MHz ftimer clock provided by the DDS.

Should be enabled before calibrating the ADC but disabled if the DDS is

restarted. Defaults to off

• RF Switches ON - When disabled, the switches are configured to pass all

power input to the switch directly to a 50 Ω termination. When enabled,

power flow is controlled by the Normal Operation/Loopback control. De-

faults to off

• Normal Operation/Loopback - Controls whether the loopback switches al-

low power through the loopback cable or to pass to the RF front-end for

normal operation. Defaults to “Loopback”

The controls for programming the DDS are as follows:

• Write Values to DDS - When this button is pressed, the DDS registers are

sent to the microcontroller, which programs the DDS through SPI

• Start Frequency (MHz) - Allows the user to modify fLO in the chirp in MHz.

Defaults to 462.5

• End Frequency (MHz) - Allows the user to modify fHI in the chirp in MHz.

Defaults to 537.5

• IOUPDATE Delay Value - Specifies the number of clock cycles of the mi-

crocontroller CPU clock by which the IOPUDATE PRF trigger should be

offset from the OSK PRF trigger. Defaults to 4

• DDS Frequency (MHz) - Specifies the frequency of the DDS in MHz. De-

faults to 2400
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In addition to the basic controls, the user can modify the raw register values be-

fore programming the DDS, allowing for enabling or disabling matched latency,

enabling or disabling the internal DDS PLL, and any other features of the DDS not

discussed in this thesis. Note that for the radar operation described in this thesis,

the default configuration options for the DDS should not be modified.

When configuring the radar, the typical startup sequence is as follows:

1. Power on all components of the radar

2. Program the DDS

3. Enable “DDS Clock to CPU Clock” to change the microcontroller clock

4. Use the ADC GUI to program the ADC

5. Use HSDC Pro to load firmware onto the FPGA

6. Enable “RF Switches ON” while leaving the switches configured to “Loop-

back”

7. Enable “3 kHz PRF” to begin pulsing. Capture a dataset in HSDC Pro and

save it to be used as d1[n] in calibration during processing

8. Disable “3 kHz PRF.” Flush the FPGA RAM so that the RAM will begin

filling with new pulses once “3 kHz PRF” is enabled again

9. Switch from “Loopback” to “Normal Operation”

10. Enable “3 kHz PRF.” The pulse data saved by the FPGA will begin as soon

as the PRF is enabled

11. Load the data from the FPGA to HSDC Pro and save it for processing
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After performing range calibration as described in Section 6.2.2, the saved data can

be processed into range-Doppler maps and eventually SAR images. Examples of

measured range-Doppler maps are given in Section 7.4.

7.3 IMU Triggering

To perform SAR imaging, the precise location of the radar with respect to the

scene of interest must be known during each pulse. While it is theoretically pos-

sible to predict the motion path of the radar through estimation from kinematics,

airplanes and other aerial platforms cannot realistically follow an ideal path due to

unpredictable disturbances. To accurately monitor the location of the radar during

flight, a device called an inertial measurement unit (IMU) is used. The IMU mea-

sures acceleration and angular velocity, and can interpolate position with varying

degrees of accuracy by fusing these measurements with GPS data through an al-

gorithm such as the Kalman Filter, as in [2] and [33]. The precision of the IMU

should be comparable to the wavelength at the carrier frequency, since the motion

compensation must account for small changes in received signal phase due to the

change in position on each pulse [34].

Given the 1.8 cm wavelength for the operation of this system, an IMU with cm

level accuracy is desirable. This is accomplished using the NovAtel Synchronous

Position, Attitude and Navigation (SPAN) IMU-ISA-100C™. When fused with

GPS through the ProPak6™ receiver and post-processed, the typical error in the

IMU measurements is expected not to exceed 1 cm [35]. The IMU, the ProPak6,

and the GPS antenna used in the radar are shown in Figure 7.7.

Because the IMU can only provide information at a maximum of 200 Hz, it is

not practical to trigger it on every pulse to capture the position of the radar [35].
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Figure 7.7: An image of the IMU, the GPS and data receiver, and the GPS antenna
taken from [2]

Instead, the IMU is triggered to begin capturing position data on the first pulse of

the radar. With the PRF being known and the time of the first pulse being correlated

with the first measurement of the IMU, the data can be upsampled through some

method of interpolation to obtain the correct position data at the time of each pulse.

The IMU and ProPak6 have several event inputs and outputs, allowing the de-

vices to interact with other hardware through timed event pulses. The trigger inputs

are interfaced through an I/O port DB9 connector on the ProPak6. The ProPak6 can

be configured to log the inertial state of the IMU and the GPS time when triggered

by one of the inputs (called “marks”) [36]. To trigger the ProPak6, Mark1 is used,

which is associated with pin 4 of the I/O port [37]. The ProPak6 is configured in

the firmware to log the position and GPS time when an event is received on Mark1.
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Because the long DB9 cable potentially adds capacitance that may affect the quick

rise times of the IOUPDATE and OSK triggers, a separate PWM signal that is iden-

tical in configuration and timing to the OSK trigger is used on the microcontroller

to generate the trigger. The DB9 cable is cut and broken out on one end, and the

conductor attached to pin 4 is connected to this PWM channel. This enables the

position measurements of the IMU to be logged and associated with the pulse times

of the radar, allowing the data to be motion compensated to form SAR images.

7.4 Measured Field Results

To test the operation of the radar in a realistic environment, an outdoor field

test is performed. The radar is used in a pulse-Doppler mode to measure the range

and velocity of two moving trucks in the main beam of the radar. The trucks are

travelling in opposite directions along a radial range line in the main beam of the

antenna. One truck is driving away from the radar at 15 mph measured by the

speedometer (6.7 m/s), while the other truck is driving toward the radar at 20 mph

measured by the speedometer (8.9 m/s). The setup of the radar for this test is shown

in Figure 7.8.

The data is captured using a firmware set that captures 15360 mini-captures with

4080 samples per mini-capture, giving 2.55 µs of capture time per mini-capture and

a total CPI time of 5.12 s. To employ the processing techniques discussed in Sec-

tion 2.1.1, the real data captured by the ADC is first reduced to complex baseband

data by use of the Hilbert transform and a digital mixing with the 400 MHz sig-

nal band center frequency. The complex data is then pulse compressed to give the

range-pulse map shown in Figure 7.9. The change in range of the trucks as they

move from pulse to pulse is evident in this image. After Doppler processing, the
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Figure 7.8: The radar set up outside (top) and the mounted quasi-monostatic horn
antennae (bottom)

range-Doppler map shown in dB in Figure 7.10 is produced. Clearly, the trucks can-

not be focused into a single range bin due to range migration over the course of the

fairly long CPI. To account for the range migration, the Keystone Transformation

described in [38] is used. This transformation modifies the data in the frequency do-

main to account for linear range migration, allowing targets smeared in range over

the course of a CPI to be focused into a point. The point for a moving target after the

Keystone Transformation will appear at the range the target is located at the middle

of the CPI. The range-Doppler map of the scene after the Keystone Transformation
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is shown with a Google Earth image of the physical scene in Figure 7.11.

The results shown in Figure 7.11 indicate moving targets with velocities of

16.3 mph (7.3 m/s) away from the radar and 19.2 mph (8.6 m/s) toward the radar.
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Figure 7.9: The range-pulse map of the 5.12 s CPI
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Figure 7.10: The range-Doppler map (in dB) of the 5.12 s CPI
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Figure 7.11: A Google Earth image of the target scene (top) and the range-Doppler
map of the scene with the Keystone Transformation applied to the data (bottom)

These values are not exactly the values measured using the speedometers of the

trucks but taking into account measurement and driver error they are close enough

to verify the radar’s operation. In the clutter caused by the ground, a road sign is

also captured by the radar with a strong return at 36 m. Measuring from the radar

location to the sign verifies that this is correct to within a range bin.

7.5 Summary

In this chapter, final improvements and operational modifications to the radar

were presented. These modifications, while perhaps somewhat trivial in imple-
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mentation, are crucial to the operation of the radar both in the basic pulse-Doppler

mode of operation and also in the eventual SAR application. Furthermore, mea-

sured results from the radar taken in a noisy environment with real targets were

demonstrated. These results indicate the radar’s ability to resolve targets both in

range and in Doppler. The feasibility of Doppler processing confirms the PRF is set

properly, and the lack of range drift from pulse to pulse beyond the range migration

indicates that the radar is suitably coherent from pulse to pulse. More broadly, these

results indicate that in the future, the radar is usable for SAR data collection and

processing.
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Chapter 8

Conclusion and Future Work

At the Advanced Radar Research Center, a pulse-Doppler radar system has been

designed and constructed using exclusively COTS parts for application as a low

SWaP-C SAR system for imaging applications onboard lightweight aerial vehicles.

The contribution of this thesis is the implentation of a coherent digital transceiver

using high-frequency digital evaluation modules. A control system is designed for

the radar to regulate the generation of ideal LFM pulses that can be transmitted at

a desired PRF without spectral distortion or timing jitter from pulse to pulse. A

clocking system and modified RF front-end are designed as well to ensure system

coherence and phase-locked behavior between the DDS and ADC. The problem

of startup timing calibration is dealt with using an original RF switch loopback

scheme, whose operation is proven both theoretically and practically. In January of

2020, the radar was used in a field test to generate accurate range-Doppler maps of

moving targets, indicating the radar’s ability to resolve scatterers both in range and

in Doppler shift.

Moving forward, there are multiple improvements that can be made to the sys-

tem to make it more useful, as well as additional data that can be obtained. The

first improvements involve enhancing the automation of the radar data capture. The

ADC chip, the TRF3765, and the LMK04828 each can be programmed without the
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ADC GUI through a serial interface similar to the DDS. Programming the micro-

controller to program these chips on startup with the DDS would eliminate usage

of the ADC GUI and simplify the startup process. Additionally, a DLL exists that

allows commands to be issued to HSDC Pro automatically to load firmware, con-

figure the FPGA, and capture and save data. This DLL could be incorporated into

LabVIEW, which would allow the entire operation of the radar to be performed

from a single user interface.

One benefit of the digital radar system as it is designed is that it can be recon-

figured to arbitrary specifications of operation given an appropriately modified RF

front-end. The LFM bandwidth at the output of the DDS can be arbitrarily increased

to 960 MHz, while the maximum bandwidth that can theoretically be absorbed by

the ADC is 2 GHz, enabling very high bandwidth and fine range-resolution. Addi-

tionally, the PRF and pulse width can also be set arbitrarily. A future improvement

would be to add controls to the LabVIEW GUI to allow for reconfiguration of these

characteristics.

To enable the placement of the radar onto a flight platform, the back-end evalu-

ation boards must be organized into a small form-factor chassis of some sort. Ad-

ditionally, there are currently plans for fabricating a PCB to fully integrate the RF

front-end and include a custom power supply. This will significantly reduce the size

and weight of the radar and make it feasible to fly on a plane to generate airborne

SAR images.

To further prove the pulse to pulse coherence of the radar and the loopback

calibration, it is desired to obtain range measurements through an optical delay

line. An optical delay line takes an RF input and upconverts the signal to optical

frequencies and then transmits the optical signal through a fiber optical cable with a

precisely known length. At the end of the optical cable, the signal is downconverted
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again to the original RF frequency and output from the delay line chassis. This

allows the radar transceiver to be tested with a precisely known delay time, enabling

exact calibration of the radar’s range measurements.

Finally, as mentioned in Section 7.5, the radar is currently capable of performing

SAR imaging given its proper pulse-Doppler operation and the ability to integrate

with the IMU for motion compensation. It is currently planned to use the radar in

a SAR ground test to form an image of the Gaylord Family Oklahoma Memorial

Stadium. The image can be formed using a fairly short synthetic aperture given that

the distance from the antenna to the scene center of the stadium image will be quite

small.
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