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Abstract	
 
Tropopause-penetrating convection is capable of rapidly transporting air from the lower 

troposphere to the upper troposphere and lower stratosphere (UTLS). Since the vertical 

redistribution of gases in the atmosphere by convection can have important impacts on 

the chemistry of the UTLS, the radiative budget, and climate, it has become a recent 

focus of observational and modeling studies. Despite being otherwise limited in space 

and time, recent aircraft observations from field campaigns such as the Deep Convective 

Clouds and Chemistry experiment have provided new high-resolution observations of 

convective transport. Modeling studies, on the other hand, offer the advantage of 

providing high-resolution spatially and temporally continuous output related to the 

physical, dynamical, and chemical characteristics of storms and their environments. 

While it is currently known that stratosphere-to-troposphere transport and troposphere-to-

stratosphere transport are possible, it is not understood what mechanisms are responsible 

for transport and what impact convection has on UTLS composition. 

Since the characteristics of simulated convection depend on the chosen model 

design, the sensitivity of simulated convective transport to the choice of physical (bulk 

microphysics or BMP and planetary boundary layer or PBL) and chemical 

parameterizations was examined in the Weather Research and Forecasting model coupled 

with Chemistry (WRF-Chem). In particular, multiple cases where in situ observations are 

available from the recent (2012) Deep Convective Clouds and Chemistry (DC3) 

experiment were simulated. Model output is evaluated using ground-based radar 

observations of each storm and in situ trace gas observations from two aircraft operated 

during the DC3 experiment. Model results show measurable sensitivity of the physical 

characteristics of a storm and the transport of water vapor and additional trace gases into 

the UTLS to the choice of BMP. The physical characteristics of the storm and transport 

of insoluble trace gases are largely insensitive to the choice of PBL scheme and chemical 

mechanism, though several soluble trace gases (e.g., SO2, CH2O, HNO3) exhibit some 

measurable sensitivity. 
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To evaluate the mechanisms responsible for stratosphere-to-troposphere transport 

of ozone-rich air, high-resolution simulations of a case with observed stratosphere-to-

troposphere transport around the anvil of a mesoscale convective system (MCS) were 

performed using WRF-Chem. Several hypotheses, which include dynamic instabilities, 

mass conservation, and ageostrophic circulations driven by pressure perturbations are 

evaluated. Model results suggest that this transport pathway occurs as a two-step process: 

(1) downwelling that is driven by mass conservation as the MCS deposits air into the 

UTLS and (2) differential advection of outflow air in the upper troposphere, which wraps 

high ozone air around and under the MCS anvil. Dynamic instabilities are not a leading 

contributor to this transport process. Although WRF-Chem appears to adequately 

simulate this transport, trajectory calculations indicate that the transported air does not 

originate above the lapse-rate tropopause (LRT). Since observations showed ozone 

mixing ratios in excess of 200 ppb (typical of the lower stratosphere), this suggests that 

the model did not fully represent this transport process. 

To examine the impact of tropopause-penetrating convection on the chemical 

composition of the UTLS, two 10-day periods of high frequency, tropopause-penetrating 

convection over the United States were simulated with WRF-Chem. One period 

representative of springtime convection (May 18-27, 2011) and one period representative 

of summertime convection (August 5-15, 2013) were chosen to examine the differences 

in convective transport between the two seasons. Overall, springtime convection has a 

larger impact than summertime convection, with a net effect of increasing water vapor in 

the lower stratosphere and increasing ozone in the upper troposphere. Springtime 

convection frequently increases the water vapor mixing ratio in the lowermost 

stratosphere by over 20% while changes in stratospheric water vapor from summertime 

convection are much lower (~7-11% increase). Increases in the upper tropospheric ozone 

mixing ratio range from 8-19% from springtime convection and are minimal from 

summertime convection. Changes in the composition of the UTLS are largely sensitive to 

the height of the tropopause, with the largest changes being in environments with 

tropopause heights between 11 and 13 km (typical of springtime environments in the 

United States). An objective algorithm to detect stratosphere-to-troposphere transport of 

ozone-rich air shows that while this air occasionally descends in the troposphere around 
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the anvil of convective storms, the air is of upper tropospheric origin and little air comes 

from the stratosphere. The algorithm suggests that large springtime convective systems in 

low-tropopause environments are most responsible for this downward transport. 
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Chapter 1 
 

Introduction and Background 

 

1.1 Stratosphere-Troposphere Exchange 
Stratosphere-troposphere exchange (STE) is an important mixing event in which mass 

and chemical species are transported between the troposphere and stratosphere. Mixing of 

stratospheric and tropospheric air masses can have significant impacts on the chemistry 

and radiation budget of those layers. Many processes contribute to STE, including large-

scale processes such as the Brewer-Dobson circulation, stratospheric intrusions, and 

transport along the warm conveyor belt of an extratropical cyclone. In general, these 

large-scale processes have been studied extensively, and are fairly well understood 

[Holton et al., 1995]. In recent years, STE from deep convection has received 

considerable attention.  

 

1.1.1 Chemical Composition of the UTLS 
Water vapor (H2O), ozone (O3), and carbon monoxide (CO) in the troposphere and 

stratosphere are ideal tracers for transport studies due to their lifetime and unique 

composition in each layer. Here, the typical UTLS composition of each will be discussed. 

H2O is highly variable in the atmosphere. In the troposphere, the H2O content of the air is 

tied to the availability of liquid/solid water and the efficiency of the 

evaporation/sublimation process near the surface. In general, H2O decreases with height 

from O(105 ppm) near the surface to ~5-10 ppm in the stratosphere. The mixing ratio of 

H2O in the stratosphere is primarily controlled by large-scale transport from the 

troposphere in the tropics [Brewer, 1949] and also from methane oxidation in the 

stratosphere [LeTexier et al., 1998]. The amount of H2O that can be transported across 

the tropopause depends on the coldest temperature the air will encounter [Mote et al., 

1996; Holton et al., 1995; Sherwood and Dessler, 2001; Fueglistaler et al., 2009]. 

Changes in the cold point have been linked to changes in stratospheric H2O and are 

expected to dominate the H2O variations in the lowermost stratosphere [Solomon et al., 
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2010]. The contribution of methane oxidation to stratospheric H2O is low, especially near 

the tropopause, and estimates of the radiative forcing from such changes are small [Rohs 

et al., 2006]. 

There are several known and well-understood sources of O3 in the troposphere 

and these include: 1) photochemical production in the upper troposphere [e.g., 

Chameides, 1978; Liu et al., 1980; Jaeglé et al., 1998], especially in convective outflow 

regions where lightning-generated nitrogen oxides (LNOx) accelerate O3 production [e.g. 

Pickering et al., 1990], 2) slow downward transport from the stratosphere via large scale 

circulation and synoptic-scale dynamical processes [Holton et al., 1995; Sprenger and 

Wernli, 2003; Hsu et al., 2005] such as stratospheric intrusions [Danielson, 1968; 

Shapiro, 1980; Pan et al., 2010; Lin et al., 2012; Langford et al., 2012], and 3) 

production from anthropogenic and natural precursors near the surface [e.g., Logan, 

1985; Lelieveld and Dentener, 2000] that are subsequently lofted by convection and other 

mechanisms. Tropospheric O3 is low compared to that in the stratosphere. O3 may be high 

close to the surface in urban areas, in which mixing ratios can be high enough to affect 

human health and cause damage to plants and buildings. In general, however, it is 

typically less than ~80 ppb throughout the depth of the troposphere and increases sharply 

around the tropopause.  Stratospheric O3 is primarily controlled by photochemical 

production and loss involving nitrogen oxides (NOX = NO + NO2), hydrogen oxides 

(HOX = OH + HO2), and oxygen and generally peaks at about 10 ppm in the mid-

stratosphere (between ~20-30 km).  

CO is generally produced by oxidation of methane and nonmethane hydrocarbons 

and fossil fuel combustion and is abundant in the boundary layer [e.g., Levy, 1973; 

Crutzen, 1973], particularly in biomass burning plumes originating from the surface 

[Duncan et al., 2003]. Above the boundary layer, CO mixing ratios are fairly constant 

and decrease sharply at the tropopause. While sources of CO are generally high near the 

surface, CO can be transported to the UTLS through large-scale and small-scale 

processes, and most efficiently by deep convection. Unlike H2O, CO is not removed by 

condensation, and while it is oxidized by OH [e.g., Levy, 1973; Crutzen, 1973], there are 

no UT sources of CO, unlike with O3. Therefore, CO acts as a fairly good tropospheric 

tracer for transport studies.  



	 											3	

1.1.2 Transport Pathways 
Transport and mixing can occur in both the upward and downward directions: 

stratosphere-to-troposphere transport (STT) and troposphere-to-stratosphere transport 

(TST). Both transport types can occur through several pathways. TST primarily occurs 

through the Brewer-Dobson circulation, which is characterized by slow ascent of 

tropospheric air in the tropics, poleward transport in the stratosphere, and subsidence in 

the extratropics, which takes several years to complete [Brewer, 1949; Dobson, 1946]. 

Other transport pathways take place on timescales of ~days-weeks, including upwelling 

in the Asian monsoon anticyclone [Randel et al., 2010] and quasi-lateral isentropic 

transport of tropical upper troposphere air into the extratropical lower stratosphere above 

the subtropical jet [e.g., Olsen et al., 2008; Olsen et al., 2010; Pan et al., 2009; Pan et al., 

2010]. The latter has been found to occur during large-scale Rossby wave breaking 

events [e.g., Newman and Schoeberl, 1995; Vaughan and Timmis, 1998; O’Connor et al., 

1999; Bradshaw et al., 2002], which not only transports TTL air into the lower most 

stratosphere (LMS), but also extratropical LS air into the tropical UT [e.g., Waugh and 

Polvani, 2000; Waugh, 2005].  

TST from deep convection differs from the aforementioned processes in that it 

occurs rapidly, such that air may be transported from the boundary layer to the UTLS in 

less than one hour [Mullendore et al., 2005]. The pathway is particularly efficient in 

transporting very short-lived species (VSLS) from the surface, preserving the chemical 

mixing ratio of the air while synoptic scale and turbulent mixing would require days and 

months, respectively, to achieve the same mixing [Sigmond et al., 2000; Dickerson, 

1987]. The rapid transport of these gases [Mullendore et al. 2005], many of which 

typically have a short lifetime near the surface, can have a large impact on the chemistry 

of the UTLS [Barth et al., 2012] as will be discussed in the following section.  

An important pathway for STT is stratospheric intrusions, or tropopause folds, 

which can lead to irreversible transport of stratospheric air if inertia-gravity waves [e.g., 

Danielsen et al., 1991], Kelvin-Helmholtz instabilities [e.g., Shapiro, 1980], boundary 

layer mixing [e.g., Johnson and Viezee, 1981], or diabatic processes such as latent 

heating and radiative cooling from clouds near the tropopause [e.g., Price and Vaughan, 

1993; Lamarque and Hess, 1994] occur along the boundary between troposphere and 
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stratosphere air. Convective injection into a stratospheric intrusion may also lead to 

irreversible mixing and could potentially have large impacts given the deep descent of 

stratospheric intrusions and the rapid transport of air in a convective updraft. Recent 

observations have also shown that stratospheric air is capable of being wrapped around 

the anvil of an MCS and into the upper troposphere [Pan et al., 2014]. While this 

transport process was the focus of speculation in previous studies [Dickerson et al., 1987; 

Poulida et al., 1996; Stenchikov et al., 1996], the observations presented in Pan et al. 

[2014] were the first unambiguous presentation of this process.  

 

1.1.3 Effects on Chemistry and the Radiation Budget 
Cross-tropopause mixing has an important impact on the chemistry and radiation budget 

of the UTLS. The UTLS layer is typically characterized by sharp gradients in O3, CO, 

H2O, and other trace gases. O3 and H2O are particularly important because they are 

greenhouse gases in the UTLS and changing their mixing ratios has important impacts on 

the radiation budget of the troposphere and stratosphere [e.g., Forster and Shine, 1999].  

Lacis et al. [1990] showed that O3 variations in the UTLS are most effective in 

changing the radiative forcing because the greenhouse efficiency on a per molecule basis 

is greatest for O3 changes around the tropopause. O3 is particularly complex because it 

absorbs both shortwave (solar) and longwave (infrared) radiation, and plays a large role 

in determining the energy balance of the troposphere and stratosphere. Furthermore, 

mixing ratios of other radiatively active and inactive gases are capable of affecting O3 

mixing ratios, particularly in the stratosphere where they play a role in O3 destruction 

[WMO, 1982; WMO, 1986]. It is also possible that other trace gases may react and 

thereby modify O3 in the UTLS, which may produce a significant climate forcing since 

the greenhouse effect is larger for O3 in the troposphere than stratosphere [Ramanathan 

and Dickerson, 1979; Wang et al., 1980].  

Solomon et al., [2010] showed that increases (decreases) in stratospheric H2O 

result in troposphere warming (cooling) and others have suggested that changes in 

stratospheric H2O may have a significant effect on climate change [Forster and Shine, 

1999; Smith et al., 2001; Shindell, 2001]. Stratospheric H2O primarily absorbs outgoing 

longwave (infrared) radiation, but also absorbs some incoming shortwave (solar) 
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radiation. Kernal function calculations for vertical changes (i.e., the radiative forcing per 

layer) show that the influence of stratospheric H2O on longwave radiation is larger than 

shortwave radiation with the highest peak in the kernel function around the tropopause 

[Solomon et al., 2010].  

Convection is also important because it can uniquely and rapidly transport VSLS 

to the UTLS. Specifically, transported species such as non-methane hydrocarbons 

(NMHCs), peroxides, formaldehyde (CH2O), and methanol (CH3OH), can react to form 

HO2 and RO2 and produce O3 [e.g., Pickering et al., 1992] while lightning-produced 

nitrogen oxides (LNOx) are also an important precursor in O3 production [Ridley et al., 

1994, 2004]. NMHCs, sulfur dioxide (SO2), and volatile organic compounds (VOCs) can 

react and create new aerosols when transported to the UT [e.g., Thornton et al., 1997]. 

Some halogen species can be transported to the stratosphere where they can affect O3 

chemistry [Dvortsov et al., 1999]. As noted, the exchange of longer-lived greenhouse 

gases such as O3 and H2O within convection and from other processes can significantly 

impact the radiation budget [e.g., Forster and Shine, 1999].  

The recent observation of STT of O3-rich air around an MCS anvil is potentially 

important for our understanding of O3 in the UTLS. First, it challenges the current 

understanding of the impact of LNOX on the production of upper tropospheric O3. A 

summertime enhancement in upper troposphere O3 is typically observed in the SE United 

States and has been attributed to photochemical production from LNOx [Cooper et al., 

2006; 2007]. This additional transport pathway from the stratosphere complicates the 

understanding of LNOx-induced O3 production since this process was previously 

unaccounted for [Jourdain et al., 2010; Barth et al., 2012]. Secondly, global climate 

models do not consider this transport process because they cannot resolve convective 

transport. Since hundreds of tropopause-reaching/overshooting convective storms occur 

over the United States each year, this could be a significant source of UT O3 [Bedka et 

al., 2010; Cooney et al., 2018]. 

 

1.2 Transport Mechanisms in Convection 
It is desirable to understand the mechanisms responsible for irreversible transport. 

Understanding these processes not only helps to clarify the transport mechanisms, but 
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also provides a conceptual basis for in situ aircraft measurements. Furthermore, such 

knowledge will afford modelers the ability to perform quantitative computations so as to 

obtain more accurate estimates and better transport parameterizations for global models. 

Wang et al. [2003] investigated the transport of H2O into the lower stratosphere with high 

resolution numerical simulations. The results showed that breaking gravity waves at 

cloud top can cause H2O and cloud ice to be injected into the stratosphere in the form of 

plumes above a thunderstorm anvil. The study found that there are two types of plumes, 

anvil sheet plumes and overshooting plumes, and that the injection process is diabatic. 

Other convectively-driven transport processes, such as the transport of stratospheric air 

around an MCS anvil, are not fully understood. Given the importance of UT O3 on the 

radiation budget and UT chemistry, it is important to understand the mechanisms 

responsible.  

 

1.3  Tropopause Definitions 
Quantifying STE requires a proper definition of the tropopause. The tropopause 

represents a physical boundary that separates the upper troposphere from the lower 

stratosphere [de Bort, 1902; Assman, 1902]. While there are several definitions for 

characterizing the tropopause, each is poorly defined in the vicinity of deep convection. 

In fact, it has been suggested that there is no definition of the tropopause during active 

deep convection [Maddox and Mullendore, 2018]. Therefore, depending on the 

tropopause definition, transport calculations may vary considerably. Maddox and 

Mullendore [2018] outline several tropopause definitions that are important for STE 

studies: the temperature lapse rate, potential vorticity, static stability, and chemical 

tracers.  

 

1.2.1 Thermal Tropopause 
The temperature lapse rate definition follows the criteria of World Meteorological 

Organization [1957] in which the tropopause is defined to be the “lowest level at which 

the lapse rate decreases to 2°C/km or less provided also the average lapse rate between 

this level and all higher levels with 2 km does not exceed 2°C/km.” Multiple tropopauses, 
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which are often observed around the jet stream, fronts, storms, and stratospheric 

intrusions [Shapiro, 1980], are permitted using this definition under scenarios where the 

lapse rate is greater than 3°C/km for 1 km above the first tropopause and the tropopause 

criteria is met again at a higher altitude. Since the LRT is derived from vertical 

temperature soundings, it also marks the vertical discontinuity in static stability [e.g., 

Vömel et al., 2007; Logan et al., 1999; Birner et al., 2002; Pan et al., 2004]. This 

definition is attractive because similar thermal structures are observed at all latitudes and 

it exhibits breaks near the jet streams. This definition is also particularly useful for 

transport studies because the transition of chemical tracers (e.g., CO, O3, and H2O) is 

typically centered on the thermal tropopause [Pan et al., 2004]. 

 

1.2.2 Dynamic Tropopause 
The potential vorticity (PV), or “dynamical tropopause” definition is commonly used for 

synoptic-scale events or climatological studies in the extratropics, or studies that desire a 

material surface that separates stratospheric and tropospheric air masses. This definition 

requires three-dimensional temperature and wind data and represents changes in both 

static stability and vorticity, which is representative of the dynamic stability [Danielsen, 

1964], as opposed to the thermal tropopause, which represents static stability. Therefore, 

PV is able to represent the discontinuity in static stability at the tropopause as well as 

gradients in vorticity, such as those found around the flanks of the subtropical jet. The 

definition of PV by Rossby [1940] and Ertel [1942] using isentropic coordinates and the 

hydrostatic approximation is as follows: 

𝑃𝑉 =  
𝜁! + 𝑓
𝜎                                                               (1)  

 

where 𝜁! is the relative vorticity evaluated on isentropic coordinates, f is the Coriolis 

parameter, and 𝜎 is the isentropic density, defined as: 

 
𝜎 = 𝜌(!"

!"
)!! = −(𝑔 !"

!"
)!!                                            (2) 

 
where 𝜌 is density, 𝜃 is potential temperature, z is altitude, g is gravity, and p is pressure. 
Alternatively, PV can be expressed directly in terms of static stability N2: 
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𝑃𝑉 = 𝑁! !
!"
(𝜁! + 𝑓)                                               (3) 

 
PV is conserved for adiabatic and inviscid flow, which makes it a quasi-material surface 

and thus, an attractive tropopause definition for studies involving large-scale dynamics in 

the extratropical UTLS [Hoskins et al., 1985]. Since a large PV gradient exists in the 

UTLS, studies typically subjectively choose a potential vorticity threshold to serve as the 

barrier between the troposphere and stratosphere [Gettleman et al., 2011]. For synoptic-

scale studies, a 2 potential vorticity unit (PVU; 1 PVU = 10-6 K kg-1 m2 s-1) threshold is 

typically chosen, however, other values have been chosen to represent the WMO thermal 

tropopause or chemical transition and can range from 1.5 – 5 PVU, depending on season 

[e.g., Hoerling et al., 1991; Kunz et al., 2011]. However, since PV approaches a value of 

zero near the equator, the dynamic tropopause ceases to represent the troposphere-

stratosphere boundary at lower latitudes (typically those equatorward of the subtropical 

jet), and therefore is not appropriate for transport studies in the tropics. 

 

1.2.3 Static Stability Tropopause 
The irreversible transport of mass from one reservoir to another (e.g., from troposphere to 

the stratosphere) depends on the buoyancy of the air parcels. Air parcels originating in 

the troposphere and transported to the stratosphere will, unless heated, be negatively 

buoyant and return to the troposphere. To be irreversibly transported to the stratosphere, 

those air parcels must be heated by some process, which typically occurs (in the case of 

convective transport) through latent heating in the updraft or turbulent mixing at cloud 

top [e.g., Mullendore et al., 2005]. Therefore, the discontinuity in static stability, defined 

by the vertical gradient in potential temperature, can be used to determine the transition 

between the troposphere and stratosphere. Similar to the temperature LRT, the potential 

temperature lapse rate also exhibits a distinct change. The troposphere is less stable and 

as such the potential temperature increases much slower with height compared to the 

stable stratosphere, in which potential temperature increases rapidly with height. 

Transport studies typically subjectively determine a potential temperature lapse rate 

threshold from the pre-convective environment to use as the tropopause. For example, 

Mullendore et al. [2005] used a threshold of 0.00935 K m-1 and Maddox and Mullendore 
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used a threshold of 0.012 K m-1 to represent the tropopause in their studies of convective 

transport. Air that has crossed this threshold will likely remain in the other layer long 

enough to be sufficiently mixed and irreversibly transported. 

 

1.2.4 Chemical Tropopause 
As noted in section 1.1.1, the chemical composition of the UTLS is characterized by 

sharp gradients in several trace gases, allowing for certain trace gases to be identified as 

troposphere tracers (i.e., being most prevalent in the troposphere) or stratosphere tracers. 

Common troposphere tracers are CO and H2O, while O3 is commonly used as a 

stratosphere tracer. The strong gradients of these tracers near the tropopause are a result 

of the sharp change in static stability (as discussed in section 1.2.3), which inhibits 

vertical motion in the absence of diabatic processes or isentropic wave breaking.  

 The long history of ozonesonde (balloon-borne) measurements have provided a 

robust understanding of the vertical profile of O3 in the lower and middle atmosphere. As 

such, the vertical O3 gradient has most often been used to identify a chemical tropopause 

[Browell et al., 1996; Bethan et al., 1996]. However, estimates of the tropopause using 

both O3 threshold values and its vertical gradient can sometimes differ from the thermal 

tropopause by 800m [Bethan et al., 1996]. More recently, the chemical transition has 

been identified using tracer-tracer correlations. In this approach, the chemical tropopause 

is identified as the altitude corresponding to the inflection point in the correlation 

between a troposphere tracer and stratosphere tracer. Pan et al. [2004] showed that this 

approach to defining the chemical tropopause was statistically centered on the altitude of 

the thermal tropopause.  

 

1.4 Analysis Methods 

1.4.1 Past Observational Studies and Motivation for Modeling 
Many recent observational and modeling studies have focused on documenting the 

effects of extratropical tropopause-penetrating convection on the composition of the 

UTLS and investigating the mechanisms responsible for exchange. Aircraft observations 

from individual events have been used to identify how tropopause-penetrating convection 
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redistributes trace gases in the atmosphere [e.g., Fischer et al., 2003; Hegglin et al., 

2004; Ray et al., 2004; Hanisco et al., 2007; Anderson et al., 2012; Homeyer et al., 

2014a; Pan et al., 2014]. However, in situ observations of the convective overshoot (that 

extending well above the tropopause) are not possible with current research aircraft.  

Observational studies using satellite retrievals have identified the role that deep 

convection plays in stratosphere-troposphere exchange using different techniques 

incorporating visible or near-infrared image texture and reflectance [e.g., Berendes et al., 

2008; Lindsey and Grasso, 2008; Rosenfeld et al., 2008]. While these algorithms perform 

well during daytime hours, they suffer from enhanced texture at large solar zenith angles, 

effectively reducing their ability to detect only daytime storms. This becomes 

problematic since many tropopause-penetrating storms occur at night and would not be 

detected by these algorithms [Bedka et al., 2010]. Homeyer et al., [2014] notes that 

satellite data does not adequately support analysis on the vertical extent of the storm and 

associated transport into the stratosphere since cloud top heights are inferred by LW IR 

temperatures and a reference tropopause temperature but do not include thermodynamic 

modifications of the environment from convection and mixing of the overshooting top in 

the LS. Additionally, fixed IR temperature-based detection criteria often induces biases in 

the detection of overshooting tops [Bedka and Khlopenkov, 2016]. Other studies have 

used a technique based on the difference between the 6-7 µm water vapor channel and 

~11 µm infrared window channel brightness temperature for overshooting convection 

[e.g., Fritz and Laszlo, 1993; Ackerman, 1996; Schmetz et al., 1997; Setvak et al., 2007; 

Martin et al., 2008], however, this technique requires the stratospheric lapse rate to be 

inverted and the environmental temperature to increase with height [Setvak et al., 2013], 

which is often violated in reality. Furthermore, since long-lasting overshooting tops are 

usually composed of many smaller overshooting turrets (< 1 km) that last for very short 

periods (1-2 min; Fujita, 1974), high-resolution sampling and spatial resolution is 

necessary. 

Modeling studies have been employed to provide new insights that could not be 

found through in situ observations [e.g., Stenchikov et al., 1996; Gray, 2003; Wang, 

2003; Mullendore et al., 2005; Lane et al., 2014b; Bigelbach et al., 2014]. Studies 

involving numerical simulations have shown the importance of gravity wave breaking in 
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irreversibly transporting tropospheric air into the stratosphere. Gravity wave breaking has 

been shown to be responsible for direct injection of cloud material from an overshooting 

top and has been shown to be a necessary condition for the formation of an above anvil 

cirrus plume [Wang, 2003; 2016; Homeyer et al., 2017]. Other studies have shown that 

this mechanism can result in the hydration of the lower stratosphere [e.g., Hassim and 

Lane, 2010]. Idealized modeling studies have shown that the efficiency of transport and 

overall mass transport varies by storm organization [e.g., Mullendore et al., 2005; 

Bigelbach et al., 2012]. However, there has not been a modeling study of the bulk 

impacts of convection on UTLS composition during a multi-week period at a horizontal 

resolution of less than 4 km.  

Since studies of convection-driven STE have only recently become the topic of 

observational and modeling studies, our current understanding of the impacts of 

overshooting convection on UTLS composition is limited. While it is currently well 

known that troposphere-to-stratosphere transport (TST) and stratosphere-to-troposphere 

transport (STT) are both possible, it is not entirely known how often STE occurs via deep 

convection, the depth and magnitude of chemical impact, the mechanisms responsible for 

irreversible transport, and the response of overshooting convection to a changing climate. 

Since satellite and aircraft observations can be limited in space and time and in situ 

chemical observations are rare, numerical model simulations are needed to better 

understand the effects of extratropical convection  

 

1.4.2 Tropopause-Relative Analyses 
The goal of most transport studies is to evaluate the amount of mass transported across 

the tropopause or changes in mixing ratios of key tracers above and below the 

tropopause. It is often advantageous to examine profiles of key trace gases with the 

tropopause-relative altitude as the vertical coordinate. This framework provides an 

advantage over using either potential temperature or altitude as the vertical coordinate in 

that these coordinates require knowledge of the tropopause altitude to assess changes in 

UTLS composition.   
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1.4.3 Tracer-Tracer Correlations 
To examine the chemical impact of tropopause-penetrating convection on the UTLS 

layer, tracer-tracer diagrams were analyzed to identify unique mixing signatures. Tracer-

tracer diagrams have been used in many studies to identify irreversible mixing between 

the UT and LS [e.g., Hintsa et al., 1998; Fischer et al., 2000; Hoor et al., 2002; Pan et 

al., 2004, 2007; Tilmes et al., 2010; Homeyer et al., 2011; Konopka and Pan, 2012; 

Homeyer et al., 2014]. The tracer-tracer diagram is a scatterplot (or correlation) between 

a tropospheric tracer (H2O or CO) and a stratospheric tracer (O3). The scatterplot of a 

troposphere and stratosphere tracer results in an “L”-shaped correlation for air masses 

with no mixing between the stratosphere and troposphere (Figure 1). The vertical branch 

is the stratospheric branch, in which the stratospheric tracer is highly variable while the 

tropospheric tracer remains fairly constant. The horizontal branch is the tropospheric 

branch, in which the tropospheric tracer is highly variable while the stratospheric tracer 

remains constant. The space in between the two branches is the transition layer, which is 

influenced by the amount of mixing between the stratospheric and tropospheric tracers. 
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Figure 1. Schematic demonstrating the identification of the troposphere, stratosphere and transition layer 
branches in tracer-tracer space. Adapted from Figure 6 in Pan et al., [2004]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



	 											14	

Chapter 2 

 

Sensitivity of Tropopause-Penetrating Convection to Physical 

Parameterization in WRF-Chem 
 

To better understand the mechanisms responsible for transport and mixing and the 

significance of convection-driven transport to UTLS composition, new numerical 

simulations of extratropical tropopause-penetrating convection are needed. However, 

since the evolution, vertical extent, and intensity of convection are sensitive to the model 

design, it is important to determine the choices that best reproduce the physical and 

chemical transport characteristics of observed storms. Model sensitivity tests for the 

choice of horizontal and vertical grid resolution have recently been completed, and show 

that the depth of overshooting and cross-tropopause transport increase with finer 

horizontal grid spacing, but decrease with finer vertical grid spacing [Homeyer, 2015].  

 

2.1 Model Design, Data, and Methods 

2.1.1 Model Description and Initialization 
Version 3.7.1 of the Weather Research and Forecasting model [Skamarock et al., 2008] 

coupled with Chemistry [Grell et al., 2005; Fast el al., 2006] is used in this study. 

Simulations are run with one-way nesting from a parent domain with a horizontal grid 

spacing of 10 km to a nested domain with 2 km grid spacing. The vertical grid consists of 

101 levels with a nominal grid spacing of ~ 250 m in the free troposphere and a model 

top of 30 hPa (~24 km). A 5-km damping layer is employed to prevent reflection of 

spurious waves off the model top. Strong overshooting convection is capable of reaching 

altitudes of 17-18 km. Therefore, the model top must be high enough that these storms do 

not reach the damping layer, which begins ~19 km with this model setup. Meteorological 

initial and boundary conditions are provided every 6 hours from the ERA-Interim 

reanalysis, which are available with a horizontal resolution of ~80 km and a vertical 

resolution ranging from 650 – 1000 m in the extratropical UTLS [Dee et al., 2011]. 
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Chemical initial and boundary conditions are defined using output from the Model of 

Ozone and Related chemical Tracers, version 4 (MOZART-4; Emmons et al., [2010]) 

chemical transport model. 

Three bulk microphysics parameterizations (BMP), planetary boundary layer 

(PBL) parameterizations, and chemical mechanisms are tested in this study. The full list 

of simulations conducted is provided in Table 1. The chosen microphysics 

parameterizations are the Morrison 2-moment (MOR; Morrison et al., [2005]), the 

Milbrandt and Yau 2-moment (MY; Milbrandt and Yau, [2005]), and the NSSL 2-

moment (NSSL; Mansell et al., [2010]) schemes. The chosen PBL parameterizations are 

the Yonsei University (YSU; Hong et al., [2006]), the quasi-normal scale elimination 

(QNSE; Sukoriansky et al., [2005]), and the asymmetric convective model, version 2 

(ACM2; Pleim, [2007a]) schemes. The chosen chemical mechanisms are the Regional 

Atmospheric Chemistry Model (RACM-ESRL; Stockwell et al., [1997]; Ahmadov et al., 

[2012]) coupled with the Modal Aerosol Dynamics Model for Europe/Secondary Organic 

Aerosol Model (MADE/SORGAM; Ackermann et al., [1998]; Schell et al., [2001]), the 

Carbon Bond Mechanism, version Z, (CBMZ; Zaveri and Peters, [1999]) coupled with 

Model of Simulating Aerosol Interactions and Chemistry 4-bin aerosol model (MOSAIC; 

Zaveri et al., [2008]), and the Model of Ozone and Related chemical Tracers chemical 

mechanism (MOZART; Emmons et al., [2010]) coupled with the Georgia Institute of 

Technology–Goddard Global Ozone Chemistry Aerosol Radiation and Transport aerosol 

model (GOCART; Chin et al., [2000a]; Ginoux et al., [2001]). While testing the model 

sensitivity to each type of parameterization, the remaining two were held constant (Table 

1), resulting in 7 independent simulations of each targeted convective event (described in 

more detail below). In particular, the schemes held fixed in each sensitivity test are the 

NSSL microphysics parameterization, YSU PBL parameterization, and RACM-ESRL 

chemical mechanism (control run). 

Additional model design choices held constant in all simulations are as follows: 

Smagorinsky first-order closure was used for horizontal subgrid-scale mixing. The 

RRTMG scheme was used for both short-wave and long-wave radiation [Iacono et al., 

2008]. Anthropogenic emissions were generated using the 2011 National Emissions 

Inventory (NEI 2011). Biogenic emissions were calculated online with the Model of 
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Emissions of Gases and Aerosols from Nature (MEGAN V2.04; Guenther et al., [2006]). 

Photolysis rates were calculated using the Fast-J scheme [Wild et al., 2000; Fast et al., 

2006]. 

The reflectivity calculation for the simulations was done using the Center for 

Analysis and Prediction of Storms (CAPS) Polarimetric Radar data Simulator (CAPS-

PRS; e.g., Jung et al., [2008]; Dawson et al., [2014]). The CAPS-PRS is capable of 

computing polarimetric radar variables from high-resolution numerical simulations using 

microphysics schemes with one, two, and three moments. Polarimetric variables are 

expressed as a function of hydrometeor mixing ratio as well as their drop size distribution 

and densities. The melting layer is accounted for using a continuous melting process for 

the entire spectrum of varying density and dielectric constants [Jung et al., 2010]. 

However, the simulator may over-predict simulated reflectivity in the stratiform rain 

region due to the assumption of a fixed drop size distribution (DSD) intercept parameter 

for hail and ice particles due to the neglection of non-Rayleigh scattering effects [Jung et 

al., 2008]. Reflectivity calculations were done using a T-matrix method, which 

differentiates between Rayleigh and Mie scattering where appropriate and is more 

accurate than the online WRF radar reflectivity calculation, which only uses Rayleigh 

scattering.  

 

2.1.2 Descriptions of the Model Parameterizations 
Tables 2-4 list some distinguishing features of each parameterization tested in this study. 

Justification for choosing each scheme is briefly elaborated upon here. 

 

2.1.2.1 Bulk Microphysics 
Storms that penetrate the tropopause are often very intense convective events that 

produce large hail, strong winds, and sometimes tornadoes at the Earth’s surface. These 

storms also have unique physical features, such as strong updrafts, overshooting tops, and 

sometimes above-anvil cirrus plumes, which are important for STE of water vapor. Since 

the physical characteristics of these storms depend on microphysical processes, model 

representations can vary considerably with the choice of BMP. In addition, since each 
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BMP assumes certain hydrometeor types and sedimentation rates, we expect the choice 

of BMP to impact the simulated hydration of the UTLS. Based on these anticipated 

sensitivities, three BMPs of 2nd order or higher were selected (Table 2) instead of single-

moment schemes, since double-moment schemes are generally more successful at 

reproducing observed convective storms [Igel et al., 2015].  

The MOR, MY, and NSSL 2-moment schemes were chosen. These schemes 

differ in the number of predicted hydrometeor classes, assumptions about the gamma 

function in the size distribution, and the ability to interact with chemistry modules. MY 

and NSSL each predict the number concentration and mass mixing ratio for 6 

hydrometeor classes: cloud droplets, rain, snow, cloud ice, graupel, and hail. MOR only 

predicts 5 hydrometeor classes: cloud droplets, rain, snow, cloud ice, and graupel or hail. 

In this study, hail is predicted for MOR. In the gamma function, MY allows the shape 

parameter to vary as a function of mean-mass diameter which results in more reliable size 

sorting and sedimentation rates, while the other two BMPs do not. NSSL, however, 

predicts the density of hail and graupel and assigns a shape parameter based on the 

predicted densities. Lastly, MOR and NSSL allow aerosols predicted by WRF-Chem to 

affect droplets number concentrations and subsequent cloud physics. However, while 

prognostic aerosol effects were turned on, other aerosol effects (aerosol-radiation) were 

turned off such that the sensitivity to each parameterization could be individually 

evaluated without complexities arising from different interactions between the 

meteorology and chemistry schemes. 

 

2.1.2.2 Planetary Boundary Layer 
The PBL scheme in a numerical model such as WRF-Chem determines the subgrid-scale 

turbulence and vertical mixing, as well as the vertical thermodynamic and kinematic 

profiles of the lowest model levels. Thus, the choice of PBL scheme will impact the 

simulated PBL height, the location and timing of convection initiation, and the source of 

the air ingested by the storm and transported to the UTLS. Current PBL schemes 

available in WRF-Chem can be classified into three different groups based on their 

treatment of subgrid-scale mixing: local, non-local, and hybrid (i.e., both local and non-

local). The basic difference between local and non-local mixing involves the depth over 
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which vertical levels influence a variable at a given point. That is, in a local mixing 

scheme, a variable is only influenced by variables at directly adjacent vertical levels. In a 

non-local mixing scheme, a variable may be influenced by a number of vertical levels. 

For a hybrid scheme, the stability of the boundary layer determines whether local or non-

local mixing is used (i.e., for neutral or stable conditions, it uses local closure and turns 

off non-local transport). To evaluate PBL schemes here, we chose one scheme from each 

category (Table 3): QNSE (local), YSU (non-local), and ACM2 (hybrid).  

 

2.1.2.3 Chemical Mechanism 
In WRF-Chem, numerous options are available for the chemical mechanism. Among the 

30 different options are seven gas-phase chemical mechanisms with different couplings 

to aerosol schemes, optional incorporation of aqueous chemistry, adaptions to use the 

Kinetic Pre-Processor library (KPP) and the Rosenbrock solver [Sandu et al., 2006], or 

other deviations from the default procedure of each mechanism. Since the chemical 

effects of convection-driven STE can be represented differently depending on the 

chemical mechanism used, three commonly used gas-phase mechanisms were chosen 

(Table 4), each coupled to aerosol modules of varying complexity.  

The representation of aerosol chemistry varies from a simple representation in 

MOZCART to more complex approaches in CBMZ-MOSAIC and RACM-ESRL with 

MADE/SORGAM. In particular, RACM-ESRL is coupled to the MADE/SORGAM/VBS 

aerosol module that represents secondary organic aerosol formation (SOA) and thus is 

designed to give more representative concentrations of particulate matter at diameters 2.5 

microns and less (PM2.5) than the other two chemical mechanisms presented here. SOA 

formation in CBMZ-MOSAIC follows a simplified approach [e.g., Zaveri et al., 2008; 

Hodzic and Jimenez, 2011] and MOZCART does not include SOA formation. The SOA 

formation used in CBMZ-MOSAIC follows an empirical parameterization based on the 

ratio between observed SOA concentrations to excess CO and the photochemical age of 

the airmass. In this formulation, organic mass is emitted as lumped SOA precursor 

surrogate in proportion to anthropogenic or biomass burned CO emissions following the 

observed SOA and CO ratio in aged air. This surrogate then reacts with OH to form a 

single non-volatile species that condenses to form SOA [Hodzic and Jimenez, 2011]. The 
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SOA parameterization in RACM-ESRL follows the method described in Ahmadov et al. 

[2012]. Briefly, the parameterization is based on a four bin volatility basis set. VOCs are 

oxidized by the hydroxyl radical, O3, and nitrate radical into anthropogenic and biogenic 

compounds. Organic mass in each bin is produced for both high and low NOX regimes, 

and partitioned into aerosol and gas phase. Couplings to less complex aerosol modules 

(i.e., fewer bins or modes) were chosen over more detailed treatments since the main goal 

of this study is to assess the model sensitivity for bulk transport of trace gases and water. 

The wet scavenging scheme employed in RACM-ESRL and CBMZ follows the Easter et 

al. [2004] approach while in MOZCART follows the Neu and Prather [2012] approach 

for gases and Easter et al. [2004] for aerosols. Both methods treat wet deposition by grid-

resolved precipitation, scavenging of cloud-phase aerosols and gases by collection and 

freezing, interstitial-phase aerosols by impaction, and gas-phase gases by mass transfer 

and reaction. The main difference between the two approaches is the treatment of nitric 

acid (HNO3). In the Neu and Prather [2012] approach, HNO3 is partitioned into cloud ice 

as a function of temperature based on a burial model. As noted in section 2.2.1, 

prognostic aerosols were turned on for these simulations. However, aerosol-cloud 

interactions only worked with the RACM-ESRL and CBMZ scheme, and not 

MOZCART. Additionally, aerosol effects on the radiation scheme were turned off. 

 

2.1.3 Observations for Model Evaluation 
To conduct a robust evaluation of the selected model parameterizations, three observed 

cases from the Deep Convective Clouds and Chemistry (DC3) field campaign [Barth et 

al., 2015] were simulated: 19-20 May 2012, 29-30 May 2012, and 1-2 June 2012. Figure 

2 shows the DC3 flight paths for each case and the boundary of the WRF nested domain 

used for analysis. For brevity, we only discuss results from the 19-20 May case in this 

paper, but the results for the remaining cases are comparable (Figures 15-31).  

Trace gas measurements from two DC3 aircraft are used to evaluate the model 

simulated trace gas distributions in the troposphere and lower stratosphere: the National 

Science Foundation-National Center for Atmospheric Research (NSF-NCAR) Gulfstream 

V (GV) and the National Aeronautics and Space Administration (NASA) DC-8. 

Measurements of O3, CO, and H2O from each aircraft were obtained at a rate of 1 Hz, 
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which corresponds to a horizontal resolution of 100-200 m at aircraft cruise speed. 

Measurements of CH2O, SO2, and HNO3 were obtained at a resolution of 1-2 s, 2-10 s, 

and 1-2 s, respectively. Cloud measurements from the NASA DC-8 were incomplete 

during DC3 especially before 29 May when the cloud particle imager was added to the 

aircraft, such that a cloud indicator based on forward-facing video camera and cloud 

particle imaging (when available) was created to facilitate analysis of cloudy and clear-

sky conditions during the entire campaign. Additional detail on this manually developed 

cloud indicator is available in Pollack et al. [2016]. On the NSF-NCAR GV, cloud 

particles were measured throughout the field campaign using the 2D-C probe [National 

Center for Atmospheric Research, 2013]. More information about the instruments on 

board the GV and DC-8 used in this study is given in Table 5. 

The structure, intensity, and evolution of the simulated storms are evaluated in 

this study using three-dimensional composites of individual radar volumes from the Next 

Generation Weather Radar (NEXRAD) program Weather Surveillance Radar—1988 

Doppler (WSR-88D) network [Crum and Alberty, 1993]. When operating in convective 

mode, data from individual radars are available every 4-7 minutes on native spherical 

grids with 14 elevation scans. These individual radar volumes were obtained from the 

National Centers from Environmental Information (NCEI) and merged into large-area 

multi-radar composites following the methods outlined in Homeyer [2014] and updated 

in Homeyer and Kumjian [2015]. The composites have a temporal resolution of 5 

minutes, a horizontal resolution of 0.02° longitude-latitude (~2 km), and a vertical 

resolution of 1 km. 

 

2.1.4 Background and Analysis of 19 May DC3 storm 
On 19 May 2012 a deep convective line in central Oklahoma and Kansas initiated along a 

surface cold front. The storm was sampled by the NSF-NCAR GV and NASA DC-8 

between 21:00 UTC on 19 May and 02:15 UTC on 20 May. A double tropopause was 

present at the time as a result of a poleward breaking Rossby wave, which transported air 

from the tropical upper troposphere to the extratropical lower stratosphere [e.g., Pan et 

al., 2009; Homeyer et al., 2011b]. It has also been hypothesized that the double 

tropopause environment facilitated the large depth of overshooting, with storm top 



	 											21	

altitudes reaching up to 4 km above the unperturbed primary tropopause [Homeyer et al., 

2014]. 

The analysis period was 22:30 UTC – 03:00 UTC for the model simulations and 

21:00 UTC – 02:15 UTC for the observed storm, corresponding to comparable stages in 

the evolutions of the observed and modeled storms. The analysis area was a subset of the 

nested domain shown in Figure 2, which was subjectively determined in the model 

simulations to correspond to the convective system sampled by the DC3 aircraft. All 

figures shown were generated using this analysis area and time frame, unless otherwise 

noted. 

 

2.2 Results  

2.2.1 Structure and Organization of the Simulated 19-20 May 

Storm 
Figure 3 shows simulated column-maximum radar reflectivity for each independent 

model run and the observed storm at comparable times. Based on the radar reflectivity 

fields, it is apparent that the simulated storm is most sensitive to the choice of BMP and 

least sensitive to the choice of chemical mechanism. While the choice of BMP has little 

impact on the timing and location of the simulated storm (Figure 4), there are some clear 

differences in the horizontal scale and mode of convective organization. In particular, the 

NSSL BMP gives a more horizontally narrow storm than MOR or MY, which best agrees 

with the observed storm (Fig. 3). This is likely due to the NSSL scheme’s design, which 

allows the density of hail and graupel to vary and arguably leads to more reliable 

differential size sorting and sedimentation rates as described in Dawson et al., [2014]. 

The authors of this study performed, idealized simulations of an observed supercell storm 

with the NSSL 2-moment bulk microphysics scheme were done while allowing and 

disallowing size sorting for hydrometeor species, considering several velocity-diameter 

relationships for hail fall speed, and compared fixed and variable bulk densities that span 

the graupel-to-hail spectrum. The best performing simulations were the ones in which 

size sorting was allowed for rain and hail, and the bulk density and fall-speed curve for 
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hail were predicted. Thus, the differential size sorting of the NSSL BMP is likely the 

reason for the better representation of the simulated storm. 

In contrast to the BMPs, the physical characteristics of the simulated storm are 

less sensitive to the three selected PBL schemes. The main difference, however, is the 

timing (Figure 4), with simulations using the YSU and QNSE PBL schemes initiating the 

convective line about 30 minutes - 1 hour earlier than the simulation using ACM2. The 

hybrid non-local and local mixing in ACM2 produced a PBL height higher than in YSU 

and QNSE, which was likely responsible for the later convective initiation. YSU and 

QNSE PBL schemes initiated convection 1.5 hours later than the observed storm, with 

ACM2 initiating convection about 2.5 hours later than observed. 

For the chemical mechanisms there are a few differences between the three 

realizations, due to the inclusion of cloud-aerosol interactions. Other chemistry 

interactions (e.g., aerosol-radiation, cloud chemistry) were turned off. With those options 

included, there would be increased potential for measurable differences (Figure 5). In 

Figure 3, the only distinguishing feature among the three chemical mechanism sensitivity 

simulations is the shape of the discrete cell to the north of the convective line which is 

likely due to aerosol-cloud interactions. 

 

2.2.2 Vertical Extent of Simulated Storms 
To assess the sensitivity of storm top altitudes to model parameterization, simulated 

cloud top and 10 dBZ radar reflectivity echo top box plots are compared to the observed 

NEXRAD composite 10 dBZ echo tops (Figure 6). Cloud tops are determined in WRF 

simulations as the highest altitude in a column where the cloud-mixing ratio was at least 

0.1 g/kg. Note that the vertical sampling from NEXRAD (1 km) is coarser than the 

vertical resolution in WRF (250 m). Box plots of WRF output were generated with a 

coarser resolution to match the NEXRAD resolution and showed no significant 

difference (not shown). Therefore, it should be noted that WRF results are good to within 

1 km of the NEXRAD data. 

Overall, the simulated echo tops are underestimated for all BMPs, though the 

median echo top in MY is slightly closer to that observed. Similar to the BMPs, model-

simulated echo tops are low for all PBL schemes. The echo top distribution with the 
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ACM2 PBL scheme is closer to the observed echo top distribution than the other PBL 

schemes. Among the chemical mechanisms, there is essentially no difference between 

them.  

Simulated cloud top altitudes are all higher than the observed echo top, which is 

expected since NEXRAD WSR-88D radars detect only precipitation-sized particles. This 

result is in agreement with previous studies [e.g., Homeyer et al., 2014; Homeyer, 2015] 

of simulated tropopause-penetrating convection, which show that model simulated echo 

tops are typically lower than observed, while cloud top altitudes are higher. In contrast to 

the model simulated echo tops, which showed little variability in the upper bounds (75% 

and maximum) of the echo top distribution, there are notable differences between the 

BMPs. NSSL has the highest cloud top altitudes, with maxima more than 1 km above 

those in MOR. 

 

2.2.3 Chemical Distributions of Simulated Storms 
To evaluate the model simulated chemical distribution, simulated vertical profiles of 

several trace gases superimposed on the DC3 aircraft observations are presented. Vertical 

profiles were created for the minimum, median, and maximum mixing ratios over a sub-

section of the nested domain. The selected area is comparable to the area observed by the 

aircraft and at comparable times in the storm’s evolution (between the observed and 

simulated storm). In order to analyze only background and anvil-cloud points, profiles of 

trace gases were first filtered to remove any convective influence by removing columns 

where the surface precipitation accumulation is greater than 0 mm and updraft speed is 

greater than 5 ms-1. Next, profiles were stratified into in-cloud and out-of-cloud 

populations, where in-cloud are simply those where cloud particles exist in both 

simulations and observations.  The threshold for cloud particles is the same as described 

in the above section (e.g., cloud indicator for DC8, 2D-C measurements with threshold of 

0.1 g kg-1 for GV, and qtot with threshold of 0.1 g kg-1 for WRF simulations).  

For H2O, the median profiles are in general agreement among the microphysics 

schemes (Figure 7), but the maximum mixing ratios differ, especially above the 

tropopause. Since H2O injection is an important aspect of STE from extratropical 
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convection due to its chemical and radiative impacts, accurately simulating this process is 

a key criterion for the evaluation of these simulations. In both in-cloud and out-of-cloud 

profiles, the MOR and MY schemes simulates maximum mixing ratios less than 200 

ppmv, while the NSSL scheme simulates a maximum mixing ratio as high as 300 ppmv. 

In comparison, the maximum H2O mixing ratio observed in the stratosphere by DC3 

aircraft was 250 ± 12 ppmv. Thus, it can be concluded that the MOR and MY schemes 

underrepresent H2O injection while the NSSL scheme simulates mixing ratios that were 

slightly higher than observed.  

As noted earlier, the NSSL scheme’s design allows for more complex differential 

size sorting and sedimentation rates compared to the other two BMPs. In particular, 

simulations with the NSSL BMP had a higher mass mixing ratio of cloud ice in the 

thunderstorm anvil above the tropopause (Figure 8), which likely produced more rapid 

sublimation and enhancement of water vapor in the stratosphere. Larger frozen 

hydrometeors (i.e., snow, graupel, and hail) could potentially hydrate the stratosphere, 

but such hydrometeors are typically located in the interior of the cloud where they require 

strong upward motion to remain suspended. Ice particles are located near the exterior of 

the cloud and are directly exposed to the dry stratospheric air, thereby permitting rapid 

sublimation. MY had the lowest ice mass mixing ratio, but the most snow. MOR BMP 

has the highest mass mixing ratio of graupel/hail compared to the other two BMPs. These 

differences in hydrometeor class partitioning are likely responsible for the identified 

differences in H2O enhancements in the stratosphere (Figure 7).  

For the O3 and CO out-of-cloud profiles (Fig. 7), differences are found between 

the simulations in the extremes, especially in the depth of mixing above and below the 

tropopause. The MOR and MY schemes exhibit a similar depth of mixing (3-4 km), 

while the NSSL scheme shows a shallower layer (1-2 km). It is currently hypothesized 

that this difference in mixing layer depth is due to the depth of their respective anvil 

clouds, which extend above the tropopause level. Cross sections, arbitrarily taken, 

demonstrate the differences in the depths of the simulated storm anvils (Figure 9). MOR 

and MY have similar anvil depths, while NSSL has a shallower anvil. A photograph of 

the observed storm taken from aircraft show that the anvil was shallower and best 

reproduced by the NSSL scheme. Furthermore, the observations, though somewhat 
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limited, seem to suggest a shallower layer of mixing (~2 km), in agreement with the 

NSSL scheme.  

These simulations also demonstrate the impact of different transport processes 

(e.g., air mass mixing versus convective injection of ice) as shown in the differences in 

the peak altitude of the CO/O3 and H2O perturbations. Although the aircraft only sampled 

air ~1 km above the tropopause, WRF-Chem simulations suggest that H2O enhancements 

extended up to 5 km above the tropopause. Transport of constituents into the stratosphere 

is deeper for H2O compared to CO and O3 in part because the cloud and tracer boundaries 

are often not coincident in WRF-Chem. More importantly, H2O enhancements in the 

stratosphere are sourced by two processes: 1) air mass transport from the troposphere (the 

only process relevant for O3 and CO) and 2) rapid sublimation of convectively lofted ice, 

which can be lofted to higher altitudes than that achieved by convective ascent when 

gravity wave breaking occurs. In addition, since air is often near saturation and cooling as 

it ascends, H2O enhancement from air mass transport is limited to the saturation vapor 

pressure, which typically reaches 5-10 ppmv at the tropopause. Thus, most of the 

stratospheric water vapor enhancement is due to the detrainment and sublimation of cloud 

ice rather than air mass transport. This suggests that changes in CO and O3 in the UTLS 

are largely controlled by a different process (i.e., air mass transport) than those affecting 

H2O, which enables their influence on UTLS composition to vary considerably.  

For other trace gases that are important for O3 and heterogeneous chemistry in the 

UTLS (e.g., soluble species such as HNO3, SO2, CH2O), there is more variability among 

the BMPs (Figure 10). For HNO3, all three BMPs underestimate the observed maximum 

HNO3 mixing ratio in the UTLS by about 1000 pptv for both in-cloud and out-of-cloud 

profiles, suggesting that the model is over-scavenging HNO3, a result consistent with 

Bela et al. [2016]. Additionally, since HNO3 has a relatively long atmospheric lifetime, it 

is possible that some is transported to the UT from the LS, which may not have been 

represented adequately in the model (see Chapter 3). However, the HNO3 observations 

measured with a 0.1 ppb precision and 50% bias. A difference of 1000 pptv between the 

model and observations would be within the instrument’s range of uncertainty. MOR and 

MY have higher HNO3 mixing ratios below the tropopause compared to NSSL (and 

observations), possibly due to the higher precipitation mixing ratios in MOR and MY. 
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The wet scavenging schemes deplete trace gas mixing ratios based on production of 

precipitation and therefore more HNO3 should be depleted at low levels to around 2 km 

below the tropopause. However, due to the complexities of the cloud physics, it is 

difficult to say why HNO3 mixing ratios are higher in MOR and MY. Explaining these 

differences should be a part of future studies. 

For SO2, NSSL underestimates mixing ratios in the UTLS out-of-cloud while 

MOR and MY do a good job reproducing the SO2 out-of cloud profile. However, MOR 

greatly overestimates SO2 mixing ratios within cloud. For CH2O, all three BMPs are in 

good agreement with observations within cloud. For out-of-cloud profiles, MOR and MY 

overestimate CH2O while NSSL underestimates CH2O in the UTLS. Comparison of 

soluble trace gas profiles within a region not affected by the storm (not shown) reveals 

very few differences between the BMPs, suggesting that most of the differences (i.e., 

sensitivity) outlined here are due to differences in the wet scavenging method employed 

in each chemical mechanism (see Table 4). A deeper investigation into the differences 

between the parameterizations used is beyond the scope of this study. 

Figure 11 shows the chemical profiles of O3, H2O and CO for the three PBL 

schemes. There is little impact of PBL scheme choice on the vertical distribution of these 

trace gases. There are some small differences for CO and other trace gases (e.g., SO2, 

CH2O (Figure 12)), but in comparison with the aircraft observations, there is no 

objectively superior PBL scheme.  

Vertical profiles of trace gases exhibit some sensitivity to the choice of chemical 

mechanism. Overall, there is little sensitivity for O3, H2O, and CO (Figure 13), however, 

for other trace gases (Figure 14), MOZCART and CBMZ remain consistent, while 

RACM-ESRL is measurably different. In general, MOZCART and CBMZ best reproduce 

the chemical profiles of HNO3 and CH2O while greatly overestimating the maximum SO2 

concentrations in the UTLS. RACM-ESRL tends to underestimate concentrations of 

HNO3 and SO2 throughout the model domain. In RACM-ESRL, the lower SO2 

concentrations are due to a SO2 conversion to SO4 from cloud chemistry that is not done 

in MOZCART or CBMZ. The differences in HNO3, however, are not clear at this time, 

but potentially due to differences in wet scavenging. An in depth look into these 

differences is the subject of future work.  
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2.3 Discussion 
Overall, it was found that WRF-Chem simulations of the physical characteristics and 

STE of tropopause-penetrating convection are most sensitive to the choice of bulk 

microphysics parameterization. This is not surprising since microphysics play a large role 

in the structure, organization, and intensity of storms and their ability to hydrate or 

otherwise modify the composition of the UTLS. Based on the available aircraft 

observations from the case presented as well as the other two DC3 cases simulated 

(Figures 15-31), the NSSL 2-moment BMP best represented the physical and chemical 

characteristics of the simulated storms. This conclusion was based largely on the 

scheme’s representation of stratospheric water vapor enhancements (from air mass 

transport and ice injection), which is one of the most important processes that simulations 

of tropopause-penetrating convection seek to reproduce. Though not shown, the cloud 

boundary and O3/CO boundaries in overshooting convection are often not coincident in 

WRF-Chem, which leads to some of the differences in the depth of change in their 

stratospheric concentrations compared to that for H2O. Further work should determine 

whether or not this offset between the cloud and tracer boundaries is representative of 

reality. 

The choice of PBL parameterization shows less sensitivity than the BMP, but 

does show some differences in convection initiation and chemical composition due to 

differences in mixing and the height of the PBL—which may impact the chemical 

composition of the air ingested by the convection near cloud base. Among the three PBL 

schemes, while the physical characteristics were fairly similar, the timing of convective 

initiation with ACM2 occurred nearly one hour later than the other two simulations and 

2.5 hours later than that observed. For the chemical distributions, there were more 

noticeable, albeit small, differences for the in-cloud profiles than out-of-cloud profiles, 

though all PBL schemes were very similar. The differences were likely due to differing 

representations of vertical mixing, which can lead to differences in PBL height and, 

consequently, air source. Vertical mixing in QNSE is achieved by a local mixing scheme, 

which gives a lower PBL height, consistent with previous studies comparing local and 

non-local schemes [e.g., Cohen et al., 2015; Coniglio et al., 2013]. This could have 
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resulted in a source of air that was more polluted (e.g., higher CO) than the other two 

schemes (not shown). 

While the simulations presented in this study show that the choice in chemical 

mechanism offers little sensitivity, it should be reiterated that the goals of this study were 

to assess the sensitivity to bulk transport of mainly passive tracers (e.g., O3 and CO) and 

H2O. Thus, for alternative research questions (e.g., wet scavenging, cloud chemistry, etc.) 

it should be noted that the sensitivity may be larger to the choice of chemical mechanism. 

Other complexities of the chemical mechanisms, such as gas-aerosol schemes would 

arguably be better suited for studies in which an accurate representation of aerosols is 

needed.  For example, RACM-ESRL is coupled to the MADE/VBS aerosol module that 

was designed to give more representative SOA and PM2.5 concentrations than the other 

two chemical mechanisms presented here. However, in line with the goals of this study, 

aerosol-radiation effects and cloud-chemistry were turned off. With those interactions 

enabled, the physical and chemical characteristics would likely have differed, suggesting 

that the inclusion of these effects offers more sensitivity to STE from extratropical 

convection than the chosen gas-phase chemical mechanism (Figure 5). As noted, 

prognostic aerosols were turned on, though only the RACM-ESRL and CBMZ chemical 

mechanism allowed aerosol-cloud interactions. Turning prognostic aerosols off resulted 

in higher water vapor perturbations in the stratosphere and a shallower layer of mixing of 

CO/O3 out of cloud, and a slightly deeper layer of mixing in-cloud (Figure 31). For 

soluble trace gases, there was little difference outside the area of convective influence. 

Within cloud, the inclusion of aerosol-cloud interactions resulted in an increase in SO2 in 

the UTLS, however, for HNO3 and HCHO, there were increases in the concentrations of 

those gases, but the magnitude may vary by chemical mechanism (Figure 32) 

 

2.4 Conclusions 
Of the three different model parameterization types tested in this study, WRF-Chem 

simulations of tropopause-penetrating convection and STE are most sensitive to the 

choice in BMP. As expected, there is measurable sensitivity of the organization and 

vertical extent of simulated convection to the choice of BMP. Furthermore, the 

simulations in this study show that convectively injected water into the stratosphere is 
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also sensitive to the choice of BMP. Among the three BMPs tested, the NSSL 2-moment 

scheme provided the best representation of both the observed physical characteristics of 

the storm and the composition of the UTLS.  

There was little sensitivity of the physical characteristics of the storms to the 

chosen chemical mechanism. For assessing bulk transport of mostly passive trace gases, 

there were little apparent differences. Thus, the choice in chemical mechanism should be 

based on the specific research questions the user wants to investigate. For the PBL 

schemes tested, there was little sensitivity in both the physical structure of the simulated 

storm and composition of the UTLS, though there were small differences in the timing of 

convective initiation. 

Since the simulations in this study were only performed for 24 hours, the 

evaluation of long-term convective transport and the resulting chemistry could not be 

assessed. Barth et al., [2012] noted that most convection-induced O3 production occurs 

within the first 24 hours. Ending the simulation at 1200 UTC may not have allowed 

adequate time for such chemistry to take place in the model. Furthermore, simulated trace 

gas profiles were calculated and evaluated during active convection while the tropopause 

is actively perturbed. While the observations were also obtained during active 

convection, it would be useful to evaluate the model performance of long-term transport. 

Simulations could have been extended for 12-24 hours following convection and 

compared with observations obtained over that same time horizon. These additions could 

have resulted in a better evaluation of the chemical mechanisms. Despite these caveats, 

the differences in simulated LS hydration are noteworthy and should aid in decisions 

regarding model design for future studies involving the effects of convection on LS H2O. 
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Table 1. Description of simulations performed. 
 
Test group BMP PBL CHEM 
Control run NSSL YSU RACM-ESRL 
BMP-1 MOR YSU RACM-ESRL 
BMP-2 MY YSU RACM-ESRL 
PBL-1 NSSL QNSE RACM-ESRL 
PBL-2 NSSL ACM2 RACM-ESRL 
CHEM-1 NSSL YSU MOZCART 
CHEM-2 NSSL YSU CBMZ 
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Table 2. Predicted hydrometeor moments and other unique details of the bulk microphysics 
parameterizations (BMPs) employed in this study. 
 

 MOR NSSL MY 
Predicted mass mixing 

ratios 
Qc, Qr, Qs, Qi, Qg/h Qc, Qr, Qs, Qi, Qg, Qh Qc, Qr, Qs, Qi, Qg, Qh 

Predicted number 
concentrations 

Nc, Nr, Ns, Ni, Ng/h Nc, Nr, Ns, Ni, Ng, Nh Nc, Nr, Ns, Ni, Ng, Nh 

Other Prognostic aerosols 
turned on; Hail option 

turned on 

Prognostic aerosols 
turned on; 

Predicts graupel and hail 
density; assigns shape 

parameter based on 
graupel/hail density 

Allows shape parameter 
to vary in particle size 

distribution 

Reference Morrison et al. [2005] Milbrandt and Yau 
[2005] 

Mansell et al. [2010] 
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Table 3. Characteristics of the planetary boundary layer (PBL) parameterizations employed in this study. 
Adapted from Cohen et al. (2015). 
 

 YSU QNSE ACM2 
Mixing Non-local (meteorology) 

Local (chemistry) 
Local Hybrid 

Advantages Simulates deeper 
vertical mixing in 

buoyancy-driven PBL 
 

Intended to account for 
wave phenomena within 

stable PBL 
 

Potential Temperature 
and velocity depicted 
with greater accuracy; 

Same mixing for 
chemical species; 

Default BL model in 
CMAQ 

 
Disadvantages Too deep PBL for 

springtime convection 
 

Too cool, moist, and 
shallow PBL 

 

Too deep PBL 

Reference Hong et al. [2006] Sukoriansky et al. 
[2005] 

Pleim [2007a] 
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Table 4. Characteristics of the chemical mechanisms employed in this study. 
 

 RACM-ESRL CBMZ MOZART 
Aerosol Scheme MADE/SORGAM/V

BS (Modal – 3 
modes) 

MOSAIC 
(Bin – 4 bins) 

GOCART 
(Bulk) 

Aerosol/cloud 
interactions 

Yes Yes No 

SOA Formation Ahmadov et al. [2012] Zaveri et al. [2008]; 
Hodzic and Jimenez 

[2011] 

None 

Wet Scavenging Easter et al. [2004] Easter et al. [2004] Neu and Prather 
[2012] 

No. Reactions 214 (gas-phase) 132 157 (gas-phase) 
No. Species 77 52 85 
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Table 5. Precision and uncertainty of measurements from aircraft-based instruments used in model 
evaluation. 
 

Instrument Variable Precision and 
Uncertainty 

Aircraft Reference 

NCAR O3 2 ppbv±5% GV Ridley et al. [1992] 
NCAR vUV CO 3 ppbv±3% GV Similar to Gerbig et al. [1999] 

VCSEL H2O <2 %±5% GV Zondlo et al. [2010] 
GT-CIMS SO2 0.0119 ppb GV Kim et al. [2007] 
GT-CIMS HNO3 0.0396 ppb GV Huey [2017] 

CAMS CH2O 0.02-0.03 ppb ± 
0.02-0.03 ppb 

GV Fried et al. [2016] 

2D-C Cloud N/A GV NCAR [2013] 
NOAA CL O3 0.6 ppbv±5% DC8 Davis et al. [2007]; Dorsi et al. [2014] 
DACOM CO 2 ppbv±2% DC8 Ryerson et al. [1999] 

NASA DLH H2O 1 ppmv±5% DC8 Diskin et al. [2002] 

GT-CIMS SO2 0.002 ppb DC8 Kim et al. [2007] 
GT-CIMS HNO3 0.1 ppb±50% DC8 Huey [2017] 
DFGAS CH2O 0.05 ppb± 0.05 ppb DC8 Fried et al. [2016] 

Cloud Indicator Cloud --- DC8 --- 
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Figure 2. DC3 aircraft flight paths for the 19 May (light gray), 29 May (dark gray), and 1 June (black) 
research flights, with the boundary of the WRF 2-km grid shown by the thick polygons of equivalent color. 
Thin black lines in the background show state boundaries. 
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Figure 3. Model simulated column-maximum radar reflectivity for each independent model run compared 
to the observed radar reflectivity (far right). The left/middle/right columns show the result of varying 
BMP/PBL/Chemical mechanism. The middle row (outlined with the thick black border) shows the 
parameterization choices held constant during the sensitivity tests of each. The gray lines through the three 
BMP (left panel) images show the cross section line used for Figure 9. 
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Figure 4. Observed and WRF-simulated reflectivity at the time of convective initiation to nearest half hour. 
Bulk microphysics parameterizations are shown in the left column (blue outline), planetary boundary layer 
schemes are shown in the middle column (gray outline), and chemical mechanisms are shown in the right 
column (red outline). The observed storm is shown in the middle column at the bottom (black outline). The 
scheme name and time of convective initiation is shown in the heading above each frame. 
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Figure 5. Column maximum reflectivity at 0100 UTC 20 May 2012 from the two simulations run with 
CBMZ chemistry and MOSAIC 4-bin aerosols. The simulation with aerosol direct and indirect effects is 
shown on the left and the simulation without these interactions is shown on the right. 
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Figure 6. Box-and-whisker plots of simulated 10 dBZ echo tops (left) and cloud tops (right) and observed 
10 dBZ echo tops (left and right; black box-and-whiskers). The observed 10 dBZ echo top is shown with 
the simulated cloud tops for comparison. The chemical mechanisms, PBL schemes, and BMPs are shown 
in red, gray, and blue, respectively. The extrema of the box-and-whiskers show the minima and maxima of 
each distribution and the vertical lines of the boxes show the 25th, 50th, and 75th percentiles of the 
distribution. Note that the median for the observations overlaps with the 25th percentile. 
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Figure 7. Simulated trace gas profiles of water vapor (left), ozone (middle), and carbon monoxide (right) 
for the three BMPs compared to the observed concentrations from the DC8 and GV (dark gray dots in each 
panel). Out-of-cloud profiles are shown on top (7a.) while in-cloud profiles are shown on the bottom (7b.). 
The dashed lines to the left of the solid line represent the minimum simulated concentration, the solid lines 
represent the median concentration, and the dashed lines to the right of the solid line represent the 
maximum concentration. The black line at an altitude of ~11 km denotes the location of the environmental 
LRT. 
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Figure 8. Mean mass mixing ratio of frozen hydrometeors at relative altitude to the tropopause in the three 
simulations run with different BMPs. Concentrations of snow (left), graupel (middle), and ice (right) were 
averaged over a subset of the 2-km nested domain shown in Figure 2.  
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Figure 9. Vertical cross sections of cloud particle concentration (color fill) for simulations with the 3 
BMPs: (a) Morrison, (b) NSSL, and (c) Milbrandt and Yau. The black dots show the location of the LRT. 
The location of the cross section line is shown in Figure 3 and is comparable to each storm (i.e. the cross 
sections are insensitive to the exact placement of the cross section line).  
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Figure 10. As in Fig. 7, but for three soluble trace gases: nitric acid (left), sulfur dioxide (middle), and 
formaldehyde (right). 
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Figure 11. As in Fig. 7, but for the PBL schemes. 
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Figure 12. As in Fig. 10 but for the PBL schemes. 
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Figure 13. As in Fig. 7, but for the chemical mechanisms. 
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Figure 14. As in Fig. 10, but for the chemical mechanisms. 
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Figure 15. Model simulated column-maximum radar reflectivity for each independent model run compared 
to the observed radar reflectivity (far right) for the 29 May 2012 case. The left/middle/right columns show 
the result of varying BMP/PBL/Chemical mechanism. The middle row (outlined with the thick black 
border) shows the parameterization choices held constant during the sensitivity tests of each. The blank 
gray box labeled ‘N/A’ is shown in place of ACM2. 
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Figure 16. Box-and-whisker plots of simulated 10 dBZ echo tops (left) and cloud tops (right) and observed 
10 dBZ echo tops (left and right; black box-and-whiskers) for the 29 May 2012 case. The chemical 
mechanisms, PBL schemes, and BMPs are shown in red, gray, and blue, respectively. The extrema of the 
box-and-whiskers show the minima and maxima of each distribution and the vertical lines of the boxes 
show the 25th, 50th, and 75th percentiles of the distribution.  
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Figure 17. Simulated trace gas profiles at relative altitude to the tropopause of water vapor (left), ozone 
(middle), and carbon monoxide (right) for the three BMPs compared to the observed concentrations from 
the DC8 and GV (gray dots in each panel) for the 29 May 2012 case. Out-of-cloud profiles are shown on 
top (a) while in-cloud profiles are shown on the bottom (b). The dashed lines to the left of the solid line 
represent the minimum simulated concentration, the solid lines represent the median concentration, and the 
dashed lines to the right of the solid line represent the maximum concentration. The solid horizontal line 
marks the location of the tropopause. 
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Figure 18. As in Figure 17, but for three soluble trace gases: nitric acid (left), sulfur dioxide (middle), and 
formaldehyde (right). 
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Figure 19. As in Figure 17, but for the PBL schemes. 
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Figure 20. As in Figure 18, but for the PBL schemes. 
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Figure 21. As in Figure 17, but for the chemical mechanisms. 
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Figure 22. As in Figure 18, but for the chemical mechanisms. 
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Figure 23. As in Figure 15, but for the 1 June 2012 case. 
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Figure 24. As in Figure 16, but for the 1 June 2012 case. 
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Figure 25. As in Figure 17, but for the 1 June 2012 case. 
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Figure 26. As in Figure 18, but for the 1 June 2012 case. 
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Figure 27. As in Figure 19, but for the 1 June 2012 case. 
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Figure 28. As in Figure 20, but for the 1 June 2012 case. 
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Figure 29. As in Figure 21, but for the 1 June 2012 case. 
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Figure 30. As in Figure 22, but for the 1 June 2012 case. 
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Figure 31. As in Figure 17, but for simulations run with and without prognostic aerosols. Blue shades show 
simulations run with RACM-ESRL chemistry while red shades show simulations run with RADM2 
chemistry. Lighter shades show the simulations run with prognostic aerosols turned off. 
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Figure 32. As in Figure 18, but for simulations run with and without prognostic aerosols. Blue shades show 
simulations run with RACM-ESRL chemistry while red shades show simulations run with RADM2 
chemistry. Lighter shades show the simulations run with prognostic aerosols turned off. 
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Chapter 3 

 

Mechanisms Responsible for Stratosphere-to-Troposphere 

Transport Around a Mesoscale Convective System Anvil 
 

Recent observational studies have shown that stratospheric air rich in O3 is capable of 

being transported into the upper troposphere in association with tropopause-penetrating 

convection (anvil wrapping) [Pan et al., 2014]. This finding challenges the current 

understanding of upper tropospheric sources of O3, which is traditionally thought to come 

from thunderstorm outflows where lightning-generated nitrogen oxides facilitates O3 

formation. Since tropospheric O3 is an important greenhouse gas and the frequency and 

strength of tropopause-penetrating storms may change in a changing climate [citations], it 

is important to understand the mechanisms driving this transport process so that it can be 

better represented in chemistry-climate models.  

   

3.1 Possible Mechanisms for Anvil Wrapping 
While our understanding of the anvil wrapping transport process based on previous work 

is limited, several effects based on our broader understanding of cross-tropopause 

transport in convection can be hypothesized to explain this transport process, including: i) 

MCS-scale vertical circulations induced by mass continuity, and ii) their corresponding 

horizontal branches, which are influenced by differential advection in layers with strong 

vertical shear occurring within and immediately beneath the MCS anvil outflow,  and iii) 

dynamic and static instabilities (gravity wave breaking, shearing instabilities) driving 

small-scale vertical mixing.  

Mass conservation has been hypothesized as a mechanism for downward transport 

of stratospheric air as a response to deep convection crossing the tropopause layer into 

the stratosphere [Tang et al., 2011]. Global chemical transport model simulations of 

stratosphere-troposphere exchange of O3 showed that mid-latitude convection was 

capable of reaching stratospheric levels of O3 (250 ppb), resulting in STT that enhanced 
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the O3 flux by 19% of the northern hemisphere total [Tang et al., 2011]. However, the 

horizontal grid spacing was 1°x1° with a 1 km vertical resolution in the tropopause 

region in this modeling study. While the model results compared well with satellite and 

ozonesonde observations, the O3 flux and responsible mechanisms for transport are likely 

influenced by the vertical and horizontal model resolution [Homeyer, 2015]. In particular, 

STT is found to be higher with smaller vertical grid spacings and larger horizontal grid 

spacings. Model simulations performed at smaller vertical and horizontal grid spacings 

are needed to understand if mass conservation still plays a role in STT of O3 around 

convective systems. 

Perturbation pressure circulations atop storms with overshooting tops could force 

subsidence near the anvil edge that is consistent with the wrapping process  (see Fujita, 

1974, Fig. 15). In the overshoot, the air is colder than its environment, creating a 

hydrostatic pressure that is higher than the surrounding air (a mesohigh aloft). Fujita 

[1974] proposed that the horizontal pressure gradient between the mesohigh and 

surrounding lower pressure aloft drives a divergent flow of air above the anvil top, which 

then descends around the MCS anvil. Such a circulation would explain how O3-rich air 

from the lower stratosphere could descend along the anvil of an MCS and into the 

troposphere. 

Strong vertical wind shear atop, within and beneath the MCS upper-level outflow 

can result in differential advection that is conducive to turbulence generation [Trier and 

Sharman, 2009].  In some cases the differential advection can lead to Kelvin-Helmholtz 

instability [e.g., Trier et al., 2012], whereas in others [e.g., Trier et al., 2010] it can 

promote mixed convective-dynamic instabilities such as thermal-shear instability that can 

lead to turbulence and enhanced vertical mixing. These instabilities along the edge of an 

MCS anvil may promote vertical mixing of O3-rich air from the stratosphere to the 

troposphere. 

Dynamical instabilities occur in deep convective clouds by generating gravity 

waves near the tropopause when air in the updraft rises above its level of neutral 

buoyancy, encounters increasingly stable air in the stratosphere, becomes negatively 

buoyant and accelerates downward, falls below its level of neutral buoyancy and 

becomes positively buoyant again and repeats this process several times over (i.e., a 
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mechanical oscillation) [Fovell et al., 1992; Lane et al., 2001; Lane, 2008; Ansong and 

Sutherland, 2010]. These gravity waves can experience overturning and break if they 

encounter a critical layer—a layer where the horizontal phase speed of the vertically 

propagating gravity wave equals the horizontal speed of the background flow—which 

leads to wave amplification and breaking with enhanced vertical mixing in the UTLS. 

Several studies have demonstrated the important role that gravity wave breaking plays in 

stratosphere-troposphere exchange atop tropopause-overshooting convection. Wang 

[2003] showed that wave overturning and breaking can irreversibly transport water across 

isentropic surfaces and into the lower stratosphere. Moustaouri et al. [2004] 

demonstrated that interactions between gravity waves and a critical layer can cause wave 

overturning, vertically mixing O3 and other atmospheric constituents.  Lane and Sharman 

[2006] modeled gravity waves generated by deep convection with a three-dimensional 

cloud-resolving model and found that waves generated by convection propagate into the 

stratosphere and break, generating a secondary train of waves. This breakdown was 

shown to cause cross-isentropic mixing of water vapor, and could potentially mix other 

atmospheric constituents such as O3. Since the breakdown of these waves can induce 

irreversible mixing, this could play a role in cross-tropopause transport of stratospheric 

air (high O3) into the troposphere.  

 

3.2 Case Description and Model Configuration 

3.2.1 30 May 2012 Case Overview  
The targeted MCS of the simulation was observed on 30-31 May 2012 as part of the DC3 

field campaign and has been described in detail by Pan et al. [2014] and Homeyer et al. 

[2014]. Briefly, the observed MCS initiated between central and NW Kansas at about 

2100 UTC on 30 May 2012 and moved southeastward across the state. By 0200 UTC on 

31 May 2012, the MCS covered most of the state of Kansas and was positioned near the 

south-central border. The DC-8 aircraft observed the leading-line trailing-stratiform 

(LLTS) MCS [e.g., Houze et al., 1989] around 0200 UTC on 31 May 2012 while it was 

flying at an altitude of 12.5 km. At this time and location, the LRT altitude (as defined in 

WMO [1957]) was approximately 12 km. Along the aircraft’s path (see Pan et al., 2014, 



	 											69	

their Fig. 1), the DIAL lidar on board the DC-8 observed a two-dimensional curtain 

(distance along flight path x altitude) of O3 showing the wrapping feature around the 

leading anvil. The O3 concentration in this feature was in excess of 150 ppbv at altitudes 

as low as 8 km (~4 km below the local tropopause). In clear air away from the MCS, O3 

concentrations were much lower in the upper troposphere, ranging from 60 to 100 ppbv.  

 

3.2.2 Simulation Design 
Version 3.7.1 of the Weather Research and Forecasting model [Skamarock et al., 2008] 

coupled with Chemistry [Grell et al., 2005; Fast el al., 2006] was used for this study. The 

model configuration is the same as described in Chapter 2, unless otherwise noted here. 

Since Chapter 2 [Phoenix et al., 2017] determined that the BMP that best simulated 

convective transport was the NSSL 2-moment BMP, that scheme was chosen for the 

remaining simulations. Additionally, although there was little sensitivity to the chosen 

PBL scheme and chemical mechanism, the YSU PBL scheme and RACM-ESRL 

chemical mechanism (chem_opt=108), where used. For domains with horizontal grid 

spacing greater than 4 km, the Grell convective parameterization was used. Otherwise, 

convection was explicitly resolved. Simulations were run with one-way nesting from a 

parent domain with a horizontal grid spacing of 12.5 km to intermediate and final nested 

domains having 2.5-km and 500-m spacings, respectively (Figure 33). Since the MCS 

covered much of the state of Kansas when the anvil wrapping feature was observed, the 

innermost nested domain was centered on Kansas, with the eastern boundary extending 

into central Missouri to capture transport around the anvil cloud.  

The vertical grid consists of 136 levels with a nominal grid spacing of ~250 m in 

the free troposphere and stratosphere and a model top of 10 hPa (~30 km). A 5-km deep 

damping layer was employed to prevent reflection of spurious waves off the model top. 

Meteorological initial and boundary conditions were provided every 6 hours from the 

ERA-Interim reanalysis, which are available with a horizontal resolution of ~80 km and a 

vertical resolution ranging from 650 – 1000 m in the extratropical UTLS [Dee et al., 

2011].  

The parent domain (Dx = 12.5 km) was simulated with WRF-Chem but with no 

chemical trace gas and aerosol processes. Next, the simulated meteorological fields were 
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downscaled to the intermediate domain (Dx = 2.5 km) and run with full chemistry. Both 

parent and intermediate domains were initialized at 1200 UTC on 30 May 2012 and run 

for 24 hours, with output being retained every hour. Due to the resolution of the 

innermost domain (Dx=500 m) and the size of the grid (2019x786x136), the simulation 

on this domain was not run for the full 24-hour period. The simulation on the 500-m 

domain was initialized at 2000 UTC on 30 May 2012, one hour before the earliest 

convective initiation was observed on the intermediate domain, and run until 0600 UTC 

on 31 May 2012 to allow the MCS to mature to the stage that was observed by aircraft 

observations during DC3. Output was retained every 5 minutes to capture small-scale 

(spatial and temporal) features including possible circulations arising from static and 

dynamic instabilities that could be responsible for anvil wrapping.  

For the innermost domain simulation, it was determined that O3 and CO would 

not change appreciably due to chemistry during the 10-hour simulation, especially since 

the 2000 UTC to 0600 UTC time period was during night. Thus, the simulation for the 

innermost domain did not have full chemistry but instead included two passive tracers, 

one with O3 and the other with CO initial mixing ratios obtained from the intermediate 

domain simulation.    

 One sensitivity test was performed to diagnose the importance of cloud-radiative 

feedbacks (namelist option icloud) on mixing. The purpose of this sensitivity test was to 

determine if mixing at cloud top driven by radiative cooling plays an important role in the 

transport and mixing of air between the stratosphere and troposphere. Simulations with 

this feedback disabled were compared with a full-physics run for the innermost domain 

only. Column-maximum reflectivity fields from the WRF simulation without cloud-

radiative feedbacks were not significantly different from the simulation with cloud-

radiative feedbacks and will not be discussed here. 

A passive tracer was configured to track the transport of air in the MCS. One 

passive tracer was defined to specifically track convectively influenced air as follows. 

The tracer was set equal to 1 in grid boxes where the total condensed cloud mixing ratio 

exceeded 0.1 g/kg and the column-maximum vertical velocity exceeded 2 m/s. If the 

criteria were not met, the tracer was initially set to 0. The tracer was re-initialized within 

convection at every time step.  
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3.3 Comparison with Observations 
WRF-simulated reflectivity fields were evaluated using the GridRad dataset [Bowman 

and Homeyer, 2017]. The GridRad dataset consists of radar information from the U.S. 

NEXRAD WSR-88D radars merged onto a regular latitude-longitude-altitude grid at 

hourly analysis intervals. Figure 34 shows the column maximum reflectivity of the 

observed MCS and WRF-simulated MCS at 2-hour increments from 2200 UTC 30 May 

to 0200 UTC 31 May 2012. While the general E-W orientation of the convective cells is 

not well reproduced, WRF simulates the scale, organization, and timing of the MCS 

initiation and growth fairly well. It has also been shown that WRF under predicts anvil 

regions as a result of assumptions in the WRF-simulated reflectivity field [e.g., Homeyer, 

2015; Chapter 2; Phoenix et al., 2017].  

 Radar analysis of the observed MCS indicated that overshooting convection 

within the MCS reached altitudes of ~3 km above the local tropopause. Since the vertical 

extent of the MCS may play an important role in determining the amount of STT, 

histograms of simulated 10 dBZ echo tops and cloud tops were compared to the observed 

GridRad composite 10-dBZ echo tops (Figure 35).  Cloud tops are determined in WRF 

simulations as the highest altitude in a column where the total condensed cloud mixing 

ratio was at least 0.1 g kg-1, which is the typical threshold value used for the visible cloud 

boundary. Frequency distributions of WRF simulated cloud top altitudes are insensitive 

to this threshold concentration (not shown). Although the vertical sampling from GridRad 

is coarser than WRF (1 km in GridRad compared to 250 m in WRF), it has been 

previously noted that this does not result in a significant difference [Chapter 2; Phoenix et 

al., 2017].  

In comparing the simulated and observed 10 dBZ echo tops from 2200 UTC 30 to 

0300 UTC 31 May 2012 (Fig. 35), WRF tends to over-predict echo top frequencies at 

lower altitudes (7-9 km) while under-simulating echo tops in the altitude range of 10-12 

km. Additionally, the primary mode and mean simulated echo top is 1 km and 0.5 km 

lower, respectively, in WRF than in GridRad. Simulated cloud tops are generally higher 

in WRF than the observed 10 dBZ echo tops, as is expected due to the minimum 

detectable precipitation particle size of the NEXRAD WSR-88D radars. Though the full 
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vertical scale is not shown, the primary mode of the WRF-simulated cloud top altitudes is 

14 km, with a mean altitude of 14.8 km.  

In comparing the simulations with and without cloud-radiative feedbacks, there 

are some notable differences in the simulated echo tops. With cloud-radiative feedbacks 

enabled, there are generally a greater frequency of echo tops at lower altitudes (7-8 km) 

and a lower frequency of echo tops in the upper troposphere (10-11 km). Above 11 km, 

the frequencies of simulated echo tops are fairly consistent between the two simulations. 

The frequency distribution of cloud tops is consistent as well in the altitude range of 10-

15 km. In general, there were few differences for cloud top height between the 

simulations with and without cloud-radiative feedbacks indicating turbulence generated 

by cloud radiative cooling is negligible. It will be shown later that anvil wrapping is 

unaffected by the small-scale static instabilities. Therefore, all results presented are for 

the simulation with cloud-radiative feedbacks, unless otherwise noted. 

 

3.4 Evaluation of Mechanisms Influencing Anvil Wrapping  

3.4.1 Overview of Simulated Anvil Wrapping 
To show the simulated wrapping of high O3 air around the storm anvil, we utilize vertical 

cross sections of O3 and potential temperature. Figure 33 shows cross section transect 

used for all vertical cross sections. All cross sections use this same transect for four 

different times, 2030 UTC, 0000 UTC, 0200 UTC, and 0330 UTC. Figure 36 shows 

vertical cross sections of O3 at these four times. Thirty minutes after the initiation of the 

inner model domain (Fig. 36a), the environmental LRT is at ~11 km, coinciding with an 

O3 mixing ratio of about 150 ppb. Towards the eastern edge of the cross section, 

convection over Missouri is occurring, transporting low O3 into the stratosphere. By 0000 

UTC on May 31 (Fig. 36b), the MCS cloud tops extend several kilometers above the 

environmental LRT, perturbing the LRT and isentropes upward within the MCS. At this 

time, air containing O3 in excess of 200 ppb has been transported downward into the 

upper troposphere along the trailing (upstream and opposite of storm motion) edge of the 

MCS. Along the downwind (right) side of the anvil, air is being mixed downward into the 

anvil and the cloud-free air ahead of its leading (right) edge. As the MCS continues to 
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mature, the narrow filament of high O3 air along the trailing (left) edge of the anvil 

slowly recedes upward towards the stratosphere while the air ahead of the leading edge 

folds under and is mixed into the advancing anvil, producing the ‘rams horn’ shape (Figs. 

36c, d) documented for observations of this case in Pan et al. [2014]. The mixing and 

transport of UTLS air into and around the MCS appears to be characterized by two 

phases: between 2300 UTC on May 30 (when the MCS first reaches the tropopause) and 

0100 UTC on May 31, and after 0100 UTC on May 31. During the first period (2300 

UTC – 0100 UTC), UTLS air is frequently transported downward to ~ 10 km in the 

leading anvil of the MCS (~2 km below the LRT). UTLS cloud-free air ahead of the 

MCS is transported downward, but not wrapped under the anvil. After 0100 UTC, UTLS 

cloud-free air is wrapped under the anvil. Since the simulation ended during active 

convection, an assessment of the irreversibility of transport cannot be performed. 

However, since it appears that O3 contours do cross the potential temperature contours, it 

seems likely that some air was irreversibly transported. 

 To evaluate the hypothesized mechanisms contributing to the downward transport 

and wrapping of stratospheric air around the MCS anvil and into the troposphere, cross 

sections of vertical velocity, the storm-relative horizontal wind, and the vertical gradient 

of potential temperature are discussed in the next few subsections.  

 

3.4.2 Storm-Scale Vertical Displacements During the MCS 

Initiation Phase 
Figures 37a and 37b show the vertical velocity for the first several hours of MCS 

evolution. Initially, the strong vertical motions displace air vertically, such that some 

stratospheric air is displaced downward along the flanks of the MCS updraft as a result of 

compensating subsidence. Through this process, stratospheric concentrations of O3 are 

brought down into the upper troposphere especially in and outside of the trailing anvil 

edge. As the MCS continues to mature (Figure 37c,d), air along both the forward and 

trailing anvils continues to move down within regions of weak descent.  

To quantify the prevalence of these vertical motions in the MCS, timeseries of the 

maximum and minimum vertical velocity (representing maximum updraft and downdraft 
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velocities, respectively) and the updraft and downdraft areas were calculated in a ~2.5 km 

layer extending 2.5 km below the LRT to the LRT for the entire inner domain (Figure 

38). The updraft and downdraft areas represent the number of columns in the UT layer 

where the vertical velocity was either larger than 3 ms-1 (updraft) or smaller than -3 ms-1 

(downdraft). 3 ms-1 was determined to be the threshold for a convective updraft or 

downdraft based previous work. While the updraft and downdraft velocities increase 

steadily from 2100 to 0100 UTC, the updraft and downdraft areas increase sharply 

between 2230 and 2300 UTC, during the period when UTLS air was rapidly transported 

downward to the troposphere. After 0100 UTC, the updraft and downdraft areas continue 

to increase steadily while the maximum and minimum vertical velocities remain fairly 

consistent. This suggests that vertical motions associated with the MCS help to drive 

compensating downward transport of stratospheric air outside of the MCS, especially 

during the earlier stages of the MCS’s lifecycle. However, since most of the air is 

wrapped under the anvil after 0100 UTC, this does not fully explain how the anvil 

wrapping process occurs.  

 

3.4.3 Effects of Mesoscale Differential Advection in the Anvil 
Coinciding with the growth of the updraft region in the MCS and upper-tropospheric 

subsidence along its sides, a divergent horizontal outflow occurs in the MCS anvil.  The 

MCS and its anvil are embedded within a vertically-sheared background flow that 

contribute to their horizontal motions. On the forward (i.e., downshear) side of the MCS, 

the MCS outflow jet near the top of the anvil typically superposes on the background 

flow resulting in an even stronger jet than would occur in the absence of background 

flow. Beneath the strong jet, vertical shear is enhanced resulting in differential horizontal 

advection of conserved quantities (such as O3). If the MCS steering level is located 

within this vertical shear layer, the differential advection could contribute to horizontal 

transport of these quantities at different levels occurring in opposite directions relative to 

storm motion. This process would lead to the so-called “wrapping” on the forward 

(downshear) side of the anvil, with rearward (i.e., upshear) storm-relative motion at levels 

within the weaker flow beneath the anvil. Wrapping associated with differential 

advection is less likely on the rearward (upshear) side of the anvil because the vertical 
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shear beneath the divergent MCS outflow on this side of the storm is more likely to be 

opposed by the background vertical shear, resulting in weaker differential advection. 
Figure 39 shows cross sections of the storm-relative horizontal wind, which was 

calculated as the difference between the approximate storm motion of 21 ms-1 and 

horizontal component of the 3D wind along the path of the cross section, which is aligned 

with the storm motion vector. At initiation, there is a jet of positive storm-relative wind 

that appears in the center of the transect. As the MCS matures (Figure 39c,d), jets 

develop in both the forward (right) and rearward (left) directions of the vertical cross 

section, and are associated with horizontal divergence of air within the MCS as it reaches 

the LRT. The outflow jet in the upshear (left) side of the MCS and environmental flow 

likely maintain the folded filament of lower stratospheric air beneath the trailing anvil. 

Shortly after 0100 UTC (Figure 39c), a jet accelerates in the leading (right) edge of the 

anvil, while the storm-relative airflow beneath the jet is in the opposite direction (towards 

the center of the MCS), which facilitates the wrapping of UTLS air under the advancing 

anvil.  

 

3.4.4 The Role of Small-Scale Static and Dynamic Instabilities 
To assess the role of static and dynamic instabilities (e.g., gravity wave breaking, 

shearing instabilities) on the downward transport and wrapping of high O3 air, cross 

sections of the vertical gradient of potential temperature were analyzed (Figure 40). 

During the early stages of the MCS’s evolution (30 May 2300 UTC), the air around the 

MCS remains fairly stable (red shades; Fig. 40a). By 31 May 0030 UTC, weak 

instabilities, marked by near-zero and negative gradients in potential temperature, 

develop within the updraft and within the trailing anvil (Fig. 40b). Along the trailing 

anvil, O3-rich air has been mixed down in a region of generally stable air. After 0200 

UTC, instabilities form along the anvil edge in the upper troposphere (teal circles, Figs. 

40c-d). By this time, however, the filaments of high O3 air have already been wrapped 

around and under the advancing anvil. It is possible that the static instabilities generated 

from gravity wave breaking contribute somewhat to the irreversible transport process 

along the cloud edge, though it is uncertain how important they are in driving the 

wrapping process. This is further supported by cross sections of O3 and the two-
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dimensional horizontal component of the wind at 0000 UTC and 0300 UTC on the 2.5-

km intermediate domain (Figure 41). Comparisons with the O3 evolution on the 

innermost domain reveal that similar transport occurs on the 2.5-km domain as well. 

Lane and Knievel [2005] showed that simulations at O(1km) horizontal grid resolution 

under-predict gravity wave and turbulence spectra generated by convection. Therefore, 

since the MCS-relative horizontal wind structure and O3 wrapping feature is comparable 

on the 2.5-km and 500-m domains, it suggests that small-scale instabilities are of little 

significance to anvil wrapping and that differential advection of air inside and outside of 

the anvil is the main contributor to the process. 

 To understand the role of cloud-top radiative cooling and mixing and the role of 

the resulting instabilities, a sensitivity simulation was run with cloud-top radiative mixing 

disabled. Figure 42 shows the vertical gradient of potential temperature for the simulation 

without cloud-radiative mixing effects. Without cloud-radiative mixing, the area of static 

instability (∂θ/∂z < 0) identified in Figure 40 is greatly reduced in Figure 42. However, 

despite the absence of these instabilities, there is comparable wrapping. This result 

further suggests that static instabilities are an insignificant contributor to the wrapping 

phenomenon.  

 

3.4.5 Synthesis of Mechanisms Responsible for Anvil Wrapping 
WRF-Chem simulations of transported air around an observed MCS suggest that air is 

transported from the UTLS down into the troposphere by two main processes: 1) 

compensating vertical motions driven by mass continuity that transport air downward 

surrounding intensifying deep convection and 2) differential advection of outflow air in 

the leading anvil that results in horizontal transport in opposite directions relative to 

storm motion, with air in the weaker flow under the anvil advancing toward the center of 

the MCS.  In the remaining sections we determine the net effect that MCS-induced 

transport has on UT O3 mass and investigate the depth of the transported air and where 

the transported air originated. 
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3.5 Magnitude and Depth of Transported Air 

3.5.1 Net Effect of MCS Transport on UT O3 
A timeseries of O3 mass in the upper troposphere was calculated to analyze the net effect 

that this MCS had on upper troposphere O3 (Figure 43). Figure 43a shows the timeseries 

of the rate change of the mass of O3 that is in a layer extending 2.5 km below the LRT to 

the LRT. The O3 mass flux (i.e., that transported into/out of the domain along the grid 

boundaries) was subtracted from the rate change of O3 to give the net mass change of O3, 

which is expected to be largely controlled by convective transport during the relatively 

short simulation period. Using the convective tracer described in section 3.2.2, the layer 

was separated into populations of air processed through convection (i.e., air in w > 2 m/s 

updrafts in cloud at some point during the simulation) and air outside of convection. 

Since wrapping generally occurs around the cloud anvil in cloud-free air (i.e., outside of 

the MCS), an increase in the O3 mass in the non-convective air would indicate downward 

transport of high-O3 air into the upper troposphere. However, since transport in the 

convective updraft will bring boundary layer air with lower O3 mixing ratios to the UT, it 

is of interest to compare the competing effects between upward transport of boundary 

layer O3 to downward transport of UTLS O3 around the anvil. The O3 mass in the 

convective and non-convective air was normalized by the number of representing grid 

points of either convective or non-convective area to account for the size of the storm 

(and number of convective/non-convective points) in a limited domain volume. 

Otherwise, as the MCS continues to develop, the total O3 mass in the convective air 

would dominate the non-convective O3 mass simply due to the increasingly larger area 

being identified as convective. 

 Between 2200 UTC and 0100 UTC, the net rate change (total rate change – 

horizontal flux) is negative due to convective transport of low O3 to the upper 

troposphere from the boundary layer. Beginning at 0100 UTC, the net rate change 

becomes positive and increases for the remainder of the simulation. This transition occurs 

around the same time that O3-rich air was wrapped under the leading anvil, as shown in 

Figure 38. Not surprisingly, in the non-convective air, the O3 mass increases throughout 

the period while the O3 mass in the convective air decreases during the first half of the 
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period, but begins increasing around 0230 UTC. The total O3 mass in the layer decreases, 

which is partially due to horizontal flux of lower O3 air into the domain and/or O3-rich air 

out of the domain, but also due to vertical flux of lower O3 air from the surface.  Overall, 

this suggests that while an MCS does transport O3-rich air downward into the 

troposphere, the net change in O3 in the upper troposphere in and around an MCS may 

still be negative due to the large amounts of O3-poor air being transported upward from 

the surface.  

Over the simulation period, the mean UT O3 increases by about 15 ppb over the 7 

hour period (~2.14 ppb/hour) in the non-convective air but decreases by approximately 

12.5 ppb during the period (1.79 ppb/hour) in the convective air (Fig. 43b). Combining 

both convective and non-convective air masses, the mean UT O3 mixing ratio decreases 

by about 9 ppb over the 7 hours (1.29 ppb/hour). O3 production in MCS outflow has been 

estimated to be approximately 2 ppb/hour during periods of active photochemistry 

[Pickering et al., 1990; Apel et al., 2015]. The change in O3 mixing ratios from transport 

of high O3 in non-convective air estimated here is a similar magnitude as the change in 

O3 from in situ photochemistry. 

 

3.5.2 Origins of Transported Air 

3.5.2.1 Backward Trajectory Calculations 
To better understand where the wrapped air originates, backward trajectories were 

initialized within wrapped air along the leading and trailing anvil and calculated using 

Read/Interpolate/Plot (RIP, accessed at: 

http://www2.mmm.ucar.edu/wrf/users/download/get_sources_pproc_util.html). RIP 

calculates trajectories by linearly interpolating the trajectory’s position based on the u, v, 

and w wind components. Trajectory calculations were based on a model output frequency 

of 5 minutes and a trajectory interpolation interval of 30 seconds.  

Backward trajectories were initialized in the tongue of air wrapped under both the 

leading and trailing anvils at 0245 UTC on 31 May 2012 and run backwards until 2215 

UTC on 30 May 2012 (Figure 44). Timeseries of the trajectory altitude show that the air 

wrapped under both the leading and trailing anvils originates from higher altitudes, 
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typically ~1 km above the initial altitude at 0300 UTC, though some air parcels originate 

~1.5 km above the initial altitude (Figure 45). As suggested by the cross sections, 

transport along the leading anvil occurs as a gradual process over several hours while 

transport along the trailing anvil occurs more rapidly. Maps of back trajectories (not 

shown) show that the air wrapped under the leading anvil is mostly advected ahead of the 

MCS (i.e., same direction of storm motion) and is slowly transported down, eventually 

being overtaken by the more rapidly advancing anvil outflow. This supports the 

hypothesis that the transport is driven by compensating subsidence near the outer anvil 

with differential advection in the vertically sheared horizontal flow. As the MCS pushes 

up against the tropopause, lower stratospheric air is displaced outward and downward 

towards the anvil edge, where it is further transported and mixed downward and below 

the advancing anvil due to differential advection (faster horizontal motion of anvil air 

than the air directly beneath it). Backward trajectories initiated in the trailing anvil exit 

through the northern domain boundary between 0015-0045 UTC. This air is drawn in 

towards the MCS rapidly and is quickly transported downward. It is likely that this 

transport is mainly due to obstacle-like flow [e.g., Long, 1970; Brighton, 1973] due to 

competition between the strong UT jet and opposing MCS outflow (Fig. 39). In this 

scenario, the MCS outflow and tropopause act as an obstacle and rigid upper boundary, 

respectively, to the environmental flow, forcing the air to descend. This air preferentially 

moves downward into the upper troposphere, where the stability is lower.  

 

3.5.2.2 Forward Trajectory Calculations 
To better understand the starting altitude of the transported air, RIP was also used to 

calculate forward trajectories. Figure 46 shows locations of several trajectories that were 

initialized in the same area but at varying altitudes between 10.5 km and 12 km (in the 

UTLS, as the LRT was approximately 11.25 km at this time).  Forward trajectories were 

initialized ahead of the MCS during the early stages of convective initiation (2120 UTC) 

and run until sufficient wrapping had occurred (0300 UTC). For those trajectories 

initialized at 11.5 km and higher (e.g., T3 and T4 in Figure 46), the air parcels remain at 

approximately the same height for the duration of the trajectory’s path. Those trajectories 

initialized at 11 km and lower (e.g., T1 and T2 in Figure 46) descended downward by 



	 											80	

more than 2 km. Additionally, for those trajectories that descend into the troposphere, the 

highest initial O3 mixing ratio among those trajectories is about 150 ppb. Therefore, while 

air is being wrapped around the thunderstorm’s anvil, the high O3 air transported 

downward in the WRF simulation is mainly upper tropospheric and tropopause transition 

layer air, with very little air from the stratosphere.  

 

3.5.3 Discrepancies Between Modeled and Observed Ozone 
Since Pan et al. [2014] observed O3 mixing ratios in excess of 200 ppb within the 

wrapped air, it is useful to determine whether WRF-Chem is either not accurately 

representing the initial O3 profile or not fully capturing the transport process. To evaluate 

the role of storm dynamics, the level of maximum detrainment (LMD; where the peak in 

MCS outflow is observed) associated with the MCS was calculated in WRF and from 

NEXRAD. Since the anvil wrapping transport process seems to be partially driven by 

differential advection related to outflow in the thunderstorm anvil, differences in the 

LMD relative to the LRT between that simulated and observed may explain the 

discrepancy in transported O3. However, in both WRF and the observed MCS, the LMD 

was approximately 9 km, suggesting that storm dynamics were broadly well represented 

in WRF. 

Since the tropopause transition layer is marked by sharp gradients in O3, slight 

misrepresentations of the modeled background O3 state could result in biases in the O3 

transport predicted by the model. As noted, the DIAL lidar on board the DC8 observed 

O3 concentrations higher than 200 ppb while simulated O3 transport was at most 150 ppb. 

Comparisons of modeled O3 at 0200 UTC 31 May (Fig. 36) to Figure 2 of Pan et al. 

[2014], suggest that the simulated stratospheric O3 in WRF was actually higher than 

observations in the upper troposphere and lower stratosphere (~9-15 km). Therefore, the 

lower O3 in the wrapped air in WRF is likely due to an underrepresentation of the 

downward transport of stratospheric air.  

Additionally, vertical resolution in the UTLS can be an important source of 

uncertainty in simulations of the depth and amount of cross-tropopause mass transport 

[Homeyer, 2015]. For a given horizontal resolution, the amount of mass transported 

downward from the stratosphere to the troposphere as well as the depth of transport 
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increases with increasing vertical resolution. While this does not explain why very little 

stratospheric air was transported into the troposphere, it does suggest that the vertical grid 

spacing may be partially responsible for the limited amount of cross-tropopause transport. 

Still, it is likely that there are some features of this transport mechanism, specifically one 

that drives abundant transport across the tropopause, that are not adequately simulated by 

the model. It is also possible that other elements of the model design (e.g., PBL 

parameterization or cloud physics), though modeled after successful tropopause-

overshooting simulations, were not ideal for simulating the wrapping process. The 

sensitivity of simulated wrapping to physical and chemical parameterization is not 

entirely known.  

 

3.6 Conclusions and Future Work 
Previous modeling and observational studies have shown that convectively-driven STT of 

O3 around the anvil of an MCS is possible. However, the mechanism(s) that drive this 

transport process are not well understood. Several mechanisms influencing this transport, 

including dynamic instabilities and MCS-induced mesoscale circulations, were evaluated 

here using high-resolution simulations from WRF-Chem. This work indicates that the 

main contributors to this process are i) the intense convective motions and mass 

conservation that drive the initial downwelling of air outside of the anvil, and ii) 

differential advection between outflow air and air outside of the cloud that create an eddy 

circulation near the anvil edge, leading to wrapping of air down and under the anvil 

cloud. Trajectory calculations indicate that the wrapped air in WRF simulations was 

mainly tropopause transition layer air, with air originating above the LRT remaining in 

the stratosphere. Simulated O3 in the wrapping feature was lower than observations. Since 

the initial modeled O3 was actually higher in the UTLS compared to observations, this 

suggests that the model did not fully simulate the transport process. 

 Since the model does not completely simulate STT, future model simulations 

should be performed to test the sensitivity of cross-tropopause transport to vertical 

resolution in the UTLS and other model design choices. STT simulated on the 2.5 km 

horizontal grid and 500 m horizontal grid was comparable, suggesting that this type of 

transport is not sensitive to horizontal resolution. However, as suggested by Homeyer 
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[2015], stratosphere-troposphere exchange may be more sensitive to the vertical 

resolution of the model. Due to computational limitations, the primary model simulation 

used in the analysis (i.e., the 500-m domain) was not run with full chemistry, but with 

passive tracers initialized to the O3 and CO fields from the 2.5-km domain simulation. 

While the chemistry responsible for the production and loss of O3 is expected to be 

minimal during the simulation period (2100 – 0600 UTC, mainly after sunset), a longer 

simulation with full chemistry could be used to evaluate the long-term impact of the MCS 

on the O3 composition of the UTLS. Future work should aim to better understand how an 

MCS affects upper tropospheric O3 several hours to days after an event, and attempt to 

address the irreversibility of this transport process. Additionally, future studies should 

address how often STT occurs on a seasonal scale and whether this process is unique to 

MCSs.  
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Figure 33. WRF model domain configuration. The transect line used in subsequent vertical cross sections 
is shown from point ‘A’ to point ‘B.’ Note that the transect is the same for all times. 
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Figure 34. Comparison of column-maximum reflectivity in GridRad (left) and WRF (right) for three times: 
2200 UTC (top), 0000 UTC (middle), and 0200 UTC (bottom).  
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Figure 35. Histograms of WRF simulated 10 dBZ echo tops (left column, red line) and cloud tops (right 
column, red line) and GridRad 10 dBZ echo tops (black lines). WRF simulations with cloud-radiative 
feedbacks turned on are shown in a.). 
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Figure 36. Vertical cross sections of simulated ozone (color fill) and potential temperature (thin black 
lines) at four times along the transect line shown in Figure 33: 2030 UTC (a), 0000 UTC (b), 0200 UTC 
(c), and 0330 UTC (d). The cloud boundary is shown in gray and the LRT is shown as the black dots. The 
red circle shows the location of the ‘Ram’s horn’ feature described in Pan et al., [2014]. 
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Figure 37. As in Figure 36, but with vertical velocity color filled and for times 2300 UTC (a), 2330 UTC 
(b), 0200 UTC (c), and 0330 UTC (d). Note that we have zoomed in on the storm for 2300 UTC and 2330 
UTC to clearly show the vigorous vertical motions. 
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Figure 38. Timeseries of (a) maximum and (b) minimum vertical velocity (top) and (c) updraft and (d) 
downdraft prevalence (bottom). Updraft and downdraft prevalence is the area of points in the domain 
where the vertical velocity is greater than 3 m/s and less than -3 m/s, respectively.  
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Figure 39. As in Fig. 36, but with the storm-relative horizontal wind speed color filled. The ozone 
concentrations at 100 ppb, 125 ppb, and 150 ppb is contoured with the solid black lines.  
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Figure 40. As in Figure 36, but with the vertical gradient of potential temperature color filled and for times 
2300 UTC (a), 0030 UTC (b), 0200 UTC (c), and 0330 UTC (d). Note that the ozone concentration at only 
100 ppb is contoured so that the instabilities arising near the cloud boundary (indicated by the light blue 
circles) are more easily distinguishable.  
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Figure 41. Vertical cross sections of ozone (color fill, left column) and the storm relative horizontal wind 
speed (color fill, right column) on the intermediate domain (2.5-km) for two times: 0000 UTC (top row) 
and 0300 UTC (bottom row). The potential temperature is contoured with thin black lines and the ozone 
concentration at 100 ppb, 125 ppb, and 150 ppb is contoured with solid black lines. The cloud boundary is 
shown with the gray solid line and the LRT is shown with the black dots. The transect of the vertical cross 
section is approximately the same as in Figure 33. 
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Figure 42. As in Figure 40, but for the simulation with cloud-radiative feedbacks turned off. The light blue 
circles highlight the differences in the prominence of instabilities between this simulation and the 
simulation with cloud-radiative feedbacks turned on. 
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Figure 43. Timeseries of ozone mass (a) and ozone mixing ratio (b) in a 2.5 km layer in the upper 
troposphere (~8.5 km – 11 km). The instantaneous rate change of ozone mass/mixing ratio (red line, 
dO3/dt), the horizontal flux of ozone mass/mixing ratio in and out of the domain (blue line, O3 flux), and 
the difference between the rate change and horizontal flux (cyan line, net) are shown with the left vertical 
axis. The total change in ozone mass in the layer (Tot O3, solid gray) is shown with the right vertical axis in 
a.) labeled “Total Ozone Mass (kg).” The ozone mass within convective air (O3-conv, dashed dark gray) 
and the ozone mass within non-convective air (O3-nconv, dashed light gray) are shown with the right 
vertical axis in a.) labeled “Mean Ozone Mass (kg).” The layer mean, convective, and non-convective 
ozone mixing ratios are shown on the right vertical axis in b.) in the solid gray, dashed dark gray, and 
dashed light gray lines, respectively.  
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Figure 44. Vertical cross sections of ozone (color filled), potential temperature (thin black lines), cloud 
boundary (solid gray line), the tropopause (black dots) showing locations of initialized backward 
trajectories in the trailing (top) and leading (bottom) anvils (red circles). The start and end points of the 
vertical cross section are shown on the map of cloud-top relative altitude (left column). 
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Figure 45. Timeseries of the height of backward trajectories initialized in wrapped air along the leading 
(top) and trailing (bottom) anvils.  
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Figure 46. Map of forward trajectory locations initialized in clear air ahead of the MCS at 2120 UTC. 
Trajectories are colored by their corresponding ozone concentration. A timeseries of each trajectory’s 
height and ozone concentration are shown below.  
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Chapter 4 
 
 
Broad Impacts of Convection on the Upper Troposphere and 

Lower Stratosphere in Two 10-Day Simulations 
 

 

Studies of convection-driven STE have only recently become the topic of observational 

and modeling studies, our current understanding of the impacts of overshooting 

convection on UTLS composition is limited. While it is currently well known that TST 

and STT are both possible, it is not entirely known how often STE occurs, the depth and 

magnitude of chemical impact, the mechanisms responsible for irreversible transport, and 

the response of overshooting convection to a changing climate. Since satellite and aircraft 

observations can be limited in space and time and in situ chemical observations are rare, 

numerical model simulations are needed to better understand the effects of extratropical 

convection. In this study, a set of two 10-day model simulations are analyzed to 

understand the effect of extratropical convection on the chemical composition of the 

UTLS over the United States. Two main compositional changes of interest are: upward 

transport and injection of H2O into the lower stratosphere and downward transport of O3 

into the upper troposphere. This chapter will address several research questions to 

improve our understanding, including: 

• What is the impact of convection on UTLS composition?  

• How does it vary depending on storm and environment characteristics?  

• How does the impact vary depending on season? 

 

4.1 Model Setup and Design 
Version 3.7.1 of the Weather Research and Forecasting model [Skamarock et al., 2008] 

coupled with Chemistry [Grell et al., 2005; Fast el al., 2006] was used for this study. The 

model configuration is the same as that described in Chapters 2 and 3 unless otherwise 

noted here. Simulations were first performed for the parent domain (Dx = 15 km) and 
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then downscaled to the nested domain (Dx = 3 km) (Figure 47). Both parent and nested 

domains were initialized at 1200 UTC on 18 May 2011 and 05 August 2013 and run for 

240 hours, with output being retained every hour. While longer simulation periods were 

desired, computational limitations restricted then length of the simulated periods. A 

passive tracer package was configured to track the transport of air in and around 

convection. One passive tracer was defined to specifically track convectively influenced 

air as follows. The tracer was set equal to 1 in grid boxes where the total condensed cloud 

mixing ratio exceeded 0.1 g kg-1 and the column-maximum vertical velocity exceeded 2 

m s-1. If the criteria were not met, the tracer was initially set to 0. The tracer was re-

initialized within convection at every timestep. Since convection is active throughout the 

simulation period, the first 12 hours were discarded from the analysis to allow for model 

spinup. 

 

4.2 Model Evaluation 
Two periods were selected to evaluate the impact that convection has UTLS composition: 

18-27 May 2011 and 5-15 August 2013. These periods were selected because they were 

identified as periods with a high frequency of overshooting convection [Cooney et al., 

2018] and to contrast the effects of springtime and summertime convection. Both 

environments have discrete, multi-cellular, and supercell convection. The May 2011 

period appears to have more MCSs while August 2013 has more discrete convection, 

especially in the SE US. Another key difference between the two periods is the height of 

the tropopause. In May, the tropopause is generally lower (11-13 km) while in August, 

the tropopause break shifts north such that much of the domain is south of the break (i.e., 

the tropopause is ~15 km for much of the domain). 
WRF-simulated reflectivity fields were evaluated using the GridRad dataset 

[Bowman and Homeyer, 2017]. The GridRad dataset consists of radar information from 

the U.S. NEXRAD WSR-88D radars merged onto a regular latitude-longitude-altitude 

grid at hourly analysis intervals. Figure 48 compares counts of overshooting convection 

in each gridbox from 0000 UTC on 19 May 2011 and 1200 UTC on 27 May 2011 in 

WRF and GridRad. An overshoot is defined as the maximum altitude of the 10-dBZ echo 

top altitude at least 500-m above the LRT in GridRad. As noted in Chapter 2, WRF echo 
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top altitudes are typically underestimated, therefore the altitude criterion was relaxed to 

500-m below the tropopause for WRF. During this period, there were many storms that 

overshot the tropopause in Oklahoma, Kansas, Missouri, and Arkansas. Additionally, 

there were several storms in the Midwest and along the east coast that overshot the 

tropopause. WRF generally matches the area of the highest frequency of overshooting 

convection during this period. However, WRF does not have many storms in western 

Oklahoma or central Kansas that overshoot the tropopause. Some storm locations in 

WRF appear to be displaced to a neighboring state; for example, the stimulated storms in 

Iowa appear to correspond with the storms in Kansas and the simulated storms in Illinois 

appear to correspond to the storms in Indiana. WRF also has fewer occurrences of 

overshooting convection in the southeastern United States and along the east coast, 

especially in Pennsylvania and North Carolina. Overall, WRF adequately simulates 

overshooting convection during this period. Figure 49 compares column-maximum 

reflectivity between GridRad and WRF for three times. In general, WRF is accurate in 

simulating the orientation and organization of convection, as well as the timing and 

location.  

In August, the majority of overshooting storms during the 0000 UTC 6 August 

2013 – 1200 UTC 15 August 2013 period were in Kansas and Oklahoma, with a 

secondary peak in the southeastern United States (Figure 50). However, WRF has 

difficulties in simulating the observed organization, timing, and location of these storms. 

In general, the simulated storms are more spread out across the eastern half of the United 

States. The model simulates few overshooting storms in Kansas and Oklahoma and a 

relatively large number of storms in the Midwest, where in reality there were no 

overshooting storms. Investigation into the individual cases reveals that storms were 

typically stronger than in reality in WRF in some cases, or  simulates convection that was 

not observed in other cases (Figure 51). Large scale analysis suggests that many of the 

storms in August were weakly forced (not shown), which proved difficult to accurately 

simulate in the model. Other studies have noted difficulties in simulating summertime 

convection [e.g., Sun et al., 2016]. Additionally, the strongest tropopause-penetrating 

storms occurred at night, which has been a challenge for numerical weather prediction 

models to adequately simulate [e.g., Geerts et al., 2017].  
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To gain an understanding of how the timing of these convective systems 

compared, timeseries of overshooting fractions were calculated for GridRad and WRF 

(Figure 52). The overshooting fraction was defined to be the fractional area of the WRF 

domain that had reflectivity of at least 5 dBZ at or above the LRT. To compare with 

observations, GridRad reflectivity fields were first interpolated to the nested WRF 

domain and then the convective fraction was calculated.  

For May, the timing of the convective pulses are generally in good agreement 

between WRF and GridRad. Although the convective fractions are typically higher in 

GridRad, the main focus of this analysis is to determine if the timing of the storms is in 

agreement. Only a few events appear to be ‘missed’ by the WRF simulation and there is 

very good agreement for the big convective events during the second half of the WRF 

simulation period. For August, there are a comparable number of convective events 

throughout the simulation period, but as determined by the overshoot maps, the storms 

were not accurately simulated. Still, this indicates that while the locations may not be 

comparable, there were still a similar number of storms reaching the tropopause. 

 

4.2.1 Tropopause Height and UTLS O3 Evaluation 
Ozonesondes from the SouthEast American Consortium for Intensive Ozonesonde 

Network Study (SEACIONS; Thompson et al., 2016) were used to evaluate the model 

representation of the LRT and O3 field. SEACIONS ozonesondes are available for the 

summer of 2013 from several locations: Boulder, CO, St. Louis, MO, Huntsville, AL, 

Idabel, OK, Soccoro, NM, and Tallahassee, FL. Ozonesondes were not available to 

evaluate the model performance for the May 2011 period, but since the convective 

systems quickly move out of the domain in May, the chemistry resulting from convective 

outflow is less likely to play a role in the UTLS composition within the model domain. 

During August 2013, the North American Monsoon is centered in the southeastern 

United States and will trap and circulate convective outflow for several days, increasing 

the likelihood that the UTLS composition will be affected by convection.  

Figure 53 shows the WRF simulated LRT and O3 model bias for several available 

times. In general, the WRF simulated LRT at each location is within ~1 km of the 

observed LRT, and often within 300 m, which is close to the vertical grid spacing of the 
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model (~250 m). For Boulder, CO, the WRF simulated LRT was several kilometers 

above the observed LRT. WRF simulated O3 mixing ratios are generally lower than 

observed throughout the troposphere by ~20-40 ppb. This could suggest that the O3 

chemistry resulting from convective transport and outflow might be underrepresenting 

O3. Above the LRT, WRF simulated O3 concentrations differ from observations by 

several hundred ppb. For the purposes of assessing STT of O3, these discrepancies 

between the model and observed O3 state can suggest that simulated transport of O3 may 

be underrepresented. Over the simulation period (5 August – 15 August), there appears to 

be no discernable trend in WRF simulated LRT and O3 bias, demonstrating that the 

model temperature and chemical state does not drift over time. 

 

4.3 Results 

4.3.1 Relationship Between Convection and UTLS Composition 
To understand how convection changes the chemical composition of the UTLS, 

timeseries of LS H2O and UT O3 were calculated for the two simulation periods. 

Specifically, several questions were assessed:  

1) What is the net effect of convection on LS H2O and UT O3 over the 

simulation period? 

2) How quickly does the chemical composition change in response to 

convection?  

3) How long does the composition change last?  

4) Is the composition change related to storm size, strength (updraft velocity), or a 

particular convective organization?  

 

Total changes in the percentage of H2O and O3 mass (relative to total air mass) as well as 

the percentage of H2O and O3 mass in convective and non-convective air masses were 

calculated to understand the overall changes in the chemical composition in these layers. 

To link changes in H2O and O3 mass with convection, the fractional amount of cloud—

defined as being a minimum concentration of at least 0.1 g/kg—in the LS layer was 

calculated (“convective fraction”). Lastly, to highlight the differences between tropical 
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and mid-latitude environments, locations with tropopause altitudes above 14 km in the 

May period and below 14 km in the August period were filtered out. Therefore, the May 

period should be representative of the effects of mid-latitude storms on UTLS 

composition while the August period represents tropical storms. 

 The UTLS layers analyzed in the time series were defined using two approaches: 

altitude relative to the LRT and potential temperature. The purpose of using a tropopause-

relative altitude layer is to ensure that the mass budget calculations are for air either 

above or below the LRT. The depth of these layers was 2.5 km, such that, for example, 

the LS layer starts at the LRT and ends 2.5 km above the LRT. However, since the LRT 

can become ill-defined in the vicinity of active convection, the layers were also defined 

using potential temperature surfaces to both examine sensitivity to layer definition and 

avoid intermittent biases in the identified tropopause altitude. The potential temperature 

endpoints were selected based on frequency distributions of the potential temperature at 

the LRT from each simulation (Figure 54) to ensure that the layer limits were 

representative of either the upper troposphere or lower stratosphere. For the LS, the 

potential temperature surface representing the bottom of the layer was selected such that 

approximately two-thirds of the LRT potential temperatures were below that threshold 

(350 K for May and 370 K for August). The potential temperature depth of the LS layer 

was 30 K. For the UT, the potential temperature surface representing the top of the layer 

was chosen such that two-thirds of the LRT potential temperatures were above that 

surface (335 K for May and 360 K for August). The depth of the UT layer was 15 K, 

since the potential temperature gradient is weaker in the troposphere. However, since the 

LRT varies over the domains (especially in May), it is likely that there are some areas 

where the potential temperature endpoints are not representative of the intended layer of 

the atmosphere (e.g., the 350 K-380 K layer meant to represent the LS might actually 

contain parts of the UT in some parts of the domain).  
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4.3.1.1 May LS H2O Mass 

4.3.1.1.1 Tropopause-Relative Altitude Layer  
The timeseries of LS H2O mass in May suggests that the overall H2O mass decreases 

over the duration of the simulation (Figure 55a). However, the decrease is largely due to 

the high H2O mass that was present at the beginning of the simulation. Inspection of 

maps of stratospheric H2O mass and cross sections of reflectivity and H2O reveal that the 

high H2O mass at the beginning of the period is associated with some weak convection 

along the domain boundary and a mid-latitude cyclone in Pennsylvania that lowered the 

LRT, thus increasing H2O mass in the layer-defined LS. Therefore, the net decrease in 

H2O mass over the simulation period should not be interpreted as a convective 

dehydration of the lower stratosphere.  

Additionally, since convection occurs throughout the period, including first and 

last hours, it is difficult to assess the long-term effect that convection has on H2O or O3 

mass. A strong convective event at the beginning or end of the period that yields large 

changes in H2O or O3 can provide a misleading interpretation. Thus, it is not appropriate 

to make conclusions about the net effect of convection on UTLS composition purely 

based on the difference in the H2O or O3 mass at the start and end of the period. Instead, 

we focus more on the time-evolving effects of convective events. To adequately assess 

the long-term impact of convection on UTLS composition over the United States, a 30-

day simulation could be designed such that over the first and final 10-days of the period, 

convection would be disallowed in the model. During the middle 10-day period, the 

model would be allowed to simulate convection. The first 10-days would establish a good 

background chemical state while the final 10-days would show the long-term impacts of 

convection. Comparing the two non-convective environments would be a more 

appropriate way to determine what effects convection has on UTLS composition and 

what the long-term impact is.  

There are six major convective events (identified as peaks in the convective 

fraction) that were simulated during the May 2011 simulation period: May 20 at 1200 

UTC, May 21 at 0200 UTC, May 23 at 0300 UTC, May 24 at 0100 UTC, May 25 at 0700 

UTC and May 26 at 0300 UTC. Figure 56 shows maps of the column-maximum 
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reflectivity for the six events. On May 20, a SW-NE oriented squall line initiated on 0600 

UTC over the Great Plains and by 2000 UTC had merged to form an MCS over Missouri 

and Iowa. During the beginning of this period, the total LS H2O mass increased by about 

4.7%, but began to decrease after a few hours while the smaller convective storms 

merged. Around the time the MCS formed (~May 20 at 2100 UTC), another squall line 

formed in central Texas and Oklahoma and later new cells initiated in eastern Kansas, 

which resulted in a 15% increase in total LS H2O mass.  

On May 23, a squall line initiated in Missouri and Illinois at 0000 UTC while 

several discrete storms initiated in Texas. Although the storms in Texas were filtered out 

of the timeseries analysis because the tropopause was ~14.5 km, it is interesting to note 

that despite equal overshooting depths, the MCS in Illinois had a much larger effect on 

LS H2O mass, likely due to the difference in the height of the tropopause between Illinois 

and Texas (12.5 km and 14.5 km, respectively). Overall, this event yielded a 14.2% 

increase in total LS H2O mass. On May 24 at 0000 UTC, an MCS in the Great Plains and 

the Midwest initiated. Several hours later (0400 UTC), another MCS initiated in 

Missouri. Each MCS resulted in a substantial increase in LS H2O mass (14.7%).  

On May 25 at 0000 UTC, several discrete storms initiated along a N-S frontal 

boundary extending from central Nebraska to Texas in association with an mid-latitude 

cyclone in Nebraska. Similar to the convective events on May 23, the storms in Kansas 

and Nebraska had a much larger effect on LS H2O mass than those in Texas and 

Oklahoma (the LRT was ~11.5 km in Nebraska and ~15.5 km in Texas). Furthermore, 

the tropopause over Texas and Oklahoma exceeded 14 km and as such the effects of 

those storms, though small, are not included in the calculation of H2O mass. Interestingly, 

the total H2O mass begins to increase a few hours before the convective fraction 

increases, and it is not clear at this time what is responsible. This event also had the 

largest impact on LS H2O mass, increasing it by 16.1%. On May 25 at 2200 UTC, a line 

of storms initiated along the same frontal boundary from earlier that day that was now 

extending from Louisiana to Indiana. While many of the storms in Indiana, Kentucky, 

and Tennessee increased H2O mass, the areas of impact were relatively small, resulting in 

a ~5.3% increase in LS H2O mass.  
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Overall the storms that had the largest impact were the storms on May 23 (MCS 

in Missouri and Illinois), May 24 (MCS in Illinois, Missouri, and Kansas/Oklahoma) and 

May 25 (convection initiated off cold front and MCS in Nebraska). Theses events had the 

largest impact on stratospheric H2O mass because of the location of the storms (northern 

latitudes, lower tropopause altitudes) and their size (multi-state events). In general, the 

total LS H2O mass appears to respond to fairly quickly to convective activity. The H2O 

mass in the non-convective air does not change significantly, although small increases in 

the non-convective mass are evident for several of the events discussed above. Overall, 

the convective H2O mass is 93%-306% larger than the non-convective H2O mass over the 

simulation period. 

 

4.3.1.1.2 Potential Temperature Layer  
When using potential temperature surfaces to define the lower stratosphere, the total H2O 

mass generally increases throughout the period (Fig. 55b). The six periods identified in 

section 4.1.1.1 are still apparent, however, the first and last major events of the 

simulation now have a lower convective fraction relative to the other events. The events 

on May 21, 23, 24, and 25 are clearly the most impactful in terms of changes in total LS 

H2O mass, increasing mass by 22.4%, 20.0%, 24.1%, and 34.7%, respectively. The event 

on May 26 increases total LS H2O mass by 9.8% even though the change in the 

convective fraction is relatively small. 

Using this layer definition, the total LS H2O mass generally begins to increase as 

the convective fraction increases in the layer. Following the peak in convective fraction, 

the total LS H2O mass remains elevated near peak level for 1-2 hours and generally takes 

~24 hours to return to its pre-convective mass, which is consistent with the tropopause-

relative altitude layer. Physically, this suggests that the removal of H2O mass generally 

occurs through mixing with dry air in the stratosphere and generally takes several hours. 

Additionally, since the total LS H2O mass increases as soon as the convective fraction 

increases, lower stratospheric hydration seems to begin as soon as the storm penetrates 

the tropopause. Overall, the convective H2O mass is 155%-491% larger than the non-

convective H2O mass over the simulation period in the potential temperature layer 

diagnosis. 
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4.3.1.2 August LS H2O Mass 

4.3.1.2.1 Tropopause-Relative Altitude Layer  
In August, the convective fraction oscillates between ~9-10% for the entire simulation 

period (Figure 57a). Over this period, the total and convective H2O mass remains fairly 

constant with the exception of one large increase at the beginning of the simulation and 

some smaller changes towards the end. The non-convective H2O mass slightly decreases 

throughout the period. The two periods in which there is a notable change in H2O mass 

are August 7 at 1200 UTC and August 14 at 1200 UTC. Between August 7 and August 8, 

a large MCS moved ESE from Iowa to Virginia. The tropopause height was 14.5 km 

(Fig. 58), resulting in modest H2O increases (11.1% increase). In general, since the height 

(and thus temperature) of the tropopause controls the ability of a convective storm to 

influence the LS H2O mass, the lower the tropopause, the larger the change in LS H2O. 

Thus, since regions with tropopause heights below 14 km were filtered out, the storms 

that are in environments with tropopause heights closest (but still greater than) 14 km will 

likely result in the largest changes in H2O, regardless of size, organization, or strength. 

Throughout this simulation period, there are many examples of storms with cloud top 

altitudes of more than 1 km above the tropopause, however, many of them are in 

environments with high tropopauses (greater than 15 km) and thus have little impact on 

the LS H2O mass.  

On August 14, two MCSs (one in Oklahoma and one in Alabama) reached the 

LRT, resulting in modest changes in LS H2O mass (7.1% increase). The tropopause was 

~15 km for both of these storms, though both MCSs actually lowered the tropopause by 

nearly 1 km, effectively displacing the LRT-relative layer locally, resulting in larger H2O 

mass. The maximum cloud-top relative altitude was less than 1 km for both storms 

throughout their lifecycle. A supercell in Mexico was also present, with overshooting 

depths of 2 km (LRT was ~16 km). While the supercell was able to locally modify the LS 

H2O mass by a nearly equal magnitude as the MCSs, since the supercell covered a 

smaller area, the net impact was smaller. 

Two other events, one on August 9 around 1800 UTC and another on August 11 

around 0000 UTC also result in changes in LS H2O mass (1.4% and 2.6%, respectively), 
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albeit smaller changes than the events on August 8 and 14. On August 9, an MCS moved 

towards the NE from Indiana towards Pennsylvania. Similar to the event on August 8, the 

tropopause was ~14.5 km, and maximum cloud top relative altitudes were less than 1 km. 

However, since the tropopause was relatively low, the temperature was warm enough to 

sufficiently hydrate the lower stratosphere. On August 12, the largest change in LS H2O 

mass is not a direct result of convection, rather an increase in UTLS H2O over Indiana 

from convection over the central Great Plains that hydrated the UT the day before that 

advected to the Midwestern states. It is also noteworthy that in some situations, 

convection lowers the LRT such that it becomes lower than 14 km and is filtered out, 

which is responsible for some rapid fluctuations in H2O mass in this layer. Locally, 

convection increases H2O mass by 41.0%-91.8% relative to the background H2O mass. 

 

4.3.1.2.2 Potential Temperature Layer  
Using potential temperature surfaces to define the layer in the August 2013 simulation, 

there is generally the same trend in total H2O mass, with the addition of one other event 

on August 13 at 0000 UTC. The increase in LS H2O mass on August 13 appears to be 

similar to that of August 11 in that there is no active convection in the area of high H2O 

mass and that the H2O gradient appears to be higher in altitude. However, the shift in the 

H2O gradient could be due to the single cell convection that occurred in the area 12 hours 

prior, though, it is unclear to the extent that convection is responsible. Otherwise, the 

differences in the two layers are not significant. The change in H2O mass in this layer for 

the two main events (August 7-8 and August 14) increase LS H2O mass by 4.3% and 

4.0%, respectively. Locally, convection increases H2O mass by 27.9%-58.9% relative to 

the background H2O mass. 

 

4.3.1.3 Seasonal H2O Comparison 

 Overall, convection has a larger effect on LS H2O mass in May than in August. H2O 

mass changes by larger magnitudes in May and is also on average about one order of 

magnitude larger than in August. In May, there are at least 4 convective events that result 

in large changes in H2O mass. In August, while there were more frequent convective 
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events, the change in the convective fraction was lower, and changes in H2O mass only 

occurred with sufficiently large convective systems in environments with low tropopause 

altitudes.  Therefore, we can conclude that the key factors in inducing measurable 

regional changes in LS H2O mass from convection are storm size and the height of the 

tropopause. For the individual cases examined, the height of the tropopause was more 

important than the cloud-top relative altitude (or overshooting depth), suggesting that the 

depth of the overshoot alone is not enough to induce substantial changes in LS H2O mass. 

The lower tropopause heights in spring will be warmer than the higher tropopause heights 

in summer. The ice crystals that mix with the warmer stratospheric temperatures in 

springtime will be able to hydrate the air due to the higher saturation mixing ratios. 

 

4.3.1.4 May UT O3 Mass 
Since changes in UT O3 concentrations have the largest effect on the radiation budget, the 

timeseries analysis for O3 was done in an UT layer. Like with the LS layer, tropopause-

relative altitude layer is also 2.5 km deep, but has the tropopause as the upper limit. The 

layer defined by potential temperature coordinates is 320 K – 335 K for May and 345 K – 

360 K for August.  

 

4.3.1.4.1 Tropopause-Relative Altitude Layer  
To examine the net effects of convective transport of O3, timeseries of O3 mass were 

calculated for a layer in the upper troposphere, the layer of the atmosphere where 

convection has the largest effect on this trace gas (Figure 59a). Unlike water vapor, in 

which changes in LS H2O mass are driven by ice crystal sublimation, the O3 budget is 

dominated by air mass transport. Furthermore, using the convective and non-convective 

budget calculations, we can gain a deeper understanding of the primary direction of 

transport (TST vs STT) within convection. While the UTLS composition of CO is also of 

interest, since it is also primarily controlled by air mass transport, only O3 will be 

discussed here.   

For the first six days of substantial convective activity in the May 2011 

simulation, the total O3 mass in the UT is fairly constant, with only one period (May 21, 
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0000 UTC – May 22, 0000 UTC) where the percentage of UT O3 mass increases (Fig. 

59a). Between May 25 and May 27, the total UT O3 mass increases by the largest 

percentage in the period (~19% over the 2 day period). Throughout the simulation period, 

the percentage of UT O3 mass in the non-convective air is higher than in the convective 

air, which is expected considering the convective air originates in the boundary layer and 

lower troposphere, which generally has lower O3 concentrations than upper tropospheric 

air in the midlatitudes. The percentage of UT O3 mass from convection generally 

increases throughout the period, which could be due to the mixing of O3-rich air via 

strong turbulent vertical motions in and around the updraft as shown in Chapter 3 

(Phoenix et al., [2019]). The non-convective O3 mass generally follows the total UT O3 

mass although there are larger responses to the increases in the convective fraction during 

the three main events between May 23 and May 26. Furthermore, since the largest 

changes in O3 mass are in the non-convective air, it suggests that the primary effect of 

convective transport is that of increasing O3 mass in the UT via downward transport.  

In assessing the individual events discussed in section 4.1.1.1, the events on May 

23, 24, and 25-26 have the largest impact on UT O3 mass. The O3 mass is relatively 

constant for the convective events on May 20-21, during which time a large squall line 

covered much of the Great Plains. For the convective events on May 23, 24, and 25-26, 

the total UT O3 mass and non-convective O3 mass increase over the 4-day period, notably 

during the May 25-26 event. It is, however, difficult to assess the relative contribution of 

individual events to UT O3 mass using the tropopause-relative altitude layer. In general, 

the UT O3 mass steadily increases without a clear relationship to changes in the 

convective fraction.  

One complication is that the top of the UT layer in a pre-storm environment is 

likely collocated with the sharp tropopause layer O3 gradient. Changes in O3 mass within 

the layer could represent a shifting of the top of the layer towards higher O3 

concentrations as the storm perturbs the tropopause rather than vertical transport of air 

into the layer. A large MCS such as the one on May 25-26 could vertically perturb the 

local tropopause, effectively shifting the layer into a higher O3 environment. Thus, this 

aspect of the tropopause-relative altitude layer analysis makes it difficult to attribute 

diagnosed changes in UT O3 mass to convective events. 



	 											110	

4.3.1.4.2 Potential Temperature Layer  
Compared to the layer defined by tropopause-relative altitude coordinates, there are much 

larger fluctuations in the total, convective, and non-convective UT O3 mass, such that we 

can attempt to attribute changes in O3 mass to individual events (Fig. 59b). For the three 

main events (May 23, 24, and 25-26), there is generally a 12-hour lag between the peak 

in the convective fraction and the peak in the non-convective and total UT O3 mass. The 

convective O3 mass also increases following a large convective event. 

Overall, the largest changes in total UT O3 mass follow the convective events on 

May 23, 24, and 25-26 (18.3%, 8.2%, and 14.9%, respectively), with the largest increase 

in O3 mass following the event on May 23. Each of these events typically had a large 

MCS span several states in the northern half of the domain, which likely forced 

subsidence via a mass conservation circulation in the low tropopause environment. The 

events on May 20-21 likely did not result in large changes in UT O3 because they were 

smaller squall lines or supercells in environments with higher tropopauses (thus the mass 

conservation circulation is not as effective). However, the large increase in O3 mass 

around May 27, 0000 UTC was associated with downward transport from a squall line in 

the SE US spanning the Gulf of Mexico to Ohio that also mixed a lot of high O3 air into 

the storm (rather than around the anvil), which resulted in an increase in the convective 

O3 mass. However, the tropopause height was several kilometers lower than the squall 

line on May 20 and 21. 

 

4.3.1.5 August UT O3 Mass 

4.3.1.5.1 Tropopause-Relative Altitude Layer  
During the August period, total UT O3 mass slightly decreases throughout the period 

(Figure 60a). Convective and non-convective O3 mass remain fairly constant throughout 

the period and the non-convective O3 mass is generally about 20% higher than the 

convective O3 mass. There are few variations in the total UT O3 mass, with the exception 

of the last two days of the simulation (August 14-15). The lack of an effect on the UT 

composition is not surprising here since mass continuity is likely the key driver of 

downward transport. With higher tropopause heights, the storms reach the tropopause 
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with less momentum and surface area to drive large quantities of stratospheric (or 

tropopause layer) air downward. On August 14-15 there were several convective systems, 

notably an MCS in Oklahoma and Alabama. However, the increase in UT O3 mass during 

this period was likely caused by an intrusion of stratospheric air near the subtropical jet. 

Therefore, it does not appear that convection has a large impact on UT composition 

during this period. 

 

4.3.1.5.2 Potential Temperature Layer  
The greater impact on UT ozone can be diagnosed in potential temperature coordinates 

(Fig. 60b). In particular, there are about four events between August 6 and August 10. As 

with the UT layer defined in tropopause-relative altitude coordinates, there is a decrease 

in total O3 throughout the period, but with this layer there are larger variations in the 

convective and non-convective mass. The UT O3 mass also increases at the end of the 

period (August 14-15), but this appears to be caused by large-scale mixing processes and 

not convection. The non-convective O3 mass decreases through much of the period, only 

increasing on August 14 when stratospheric air was mixed into the UT above the 

subtropical jet. The convective O3 mass fluctuates with changes in the convective fraction 

between August 6-10, but generally decreases throughout the period as well. 

The changes in total UT O3 mass do not appear to be a result of the anvil 

wrapping process during the August 2013 simulation, but rather a drawing down of air 

above the convective system, thus increasing the UT O3 mass in the convectively 

identified air. This could be caused by a collapsing overshoot drawing down stratospheric 

air from aloft. It is not clear how this process happens and should be the subject of future 

work. However, it should also be noted that these changes in O3 mass mainly occur close 

to the domain boundaries and are not always associated with convection, suggesting that 

there may be some issues with the chemical gradients near the domain boundaries. In 

cases where there is convection in the vicinity of these high O3 features, it is not clear to 

the extent that convection is responsible. Within the interior of the domain, there are no 

notable occurrences of downward transport in convection. Therefore, it does not appear 

that convection plays a large role in affecting the chemical composition of the upper 

troposphere. 
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4.3.1.6 Seasonal O3 Comparison 
Comparing the budget calculations for the two seasons, springtime convection has a 

larger impact on variations in UT O3 mass. While the total layer percentage of UT O3 

mass in the layer is consistent between May and August, the variations in O3 mass in 

response to a convective event were much larger during springtime convection. 

Convection typically increased UT O3 mass in May, especially during periods when there 

were large convective systems (May 23-26). In August, however, there is an overall 

decrease in UT O3 mass and the few variations in O3 mass appear to be mostly due to 

issues in the chemical gradients along the border of the domain and not directly caused 

by convection. In general, this difference makes sense considering the mass conservation 

hypothesis for driving downward transport around a MCS. Storms in higher tropopause 

environments—such as those in August—will not reach the tropopause with sufficient 

force to efficiently subside O3-rich stratospheric air. The events that resulted in the largest 

changes in UT O3 mass in May were large convective systems, typically spanning 

multiple states and in lower tropopause environments. 

 

4.3.1.7 Advantages and Disadvantages of Each Layer Definition 
Compared to the budget calculations for the layer with tropopause-relative altitude limits, 

the potential temperature layer presents a clearer relationship between convective activity 

and changes in UTLS composition. The advantage of using potential temperature 

surfaces is that transport across isentropes is mostly irreversible. The LRT, however, 

often becomes ill-defined in the vicinity of active convection and as such may not 

accurately represent cross-tropopause transport. Additionally, the LRT is routinely 

perturbed—shifted vertically—by convection, and as such the layer limits will be shifted 

by unequal depths above the updraft and anvil. Therefore, within the area encompassing a 

convective storm, the tropopause-relative layer limits may differ by several kilometers. 

Furthermore, there are situations in which the LRT is not well-aligned with the chemical 

gradient, muddying the interpretation of convective transport and its impact on UTLS 

composition. However, it is useful to note that while the LRT does not always center on 

the chemical transition between the troposphere and stratosphere, other definitions, such 
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as the dynamic tropopause, would also suffer from convective perturbations and would 

require a subjective threshold to be determined which would not be feasible given the 

large range in tropopause heights across the domain. 

A disadvantage of using a layer defined by potential temperature is that in some 

situations, the potential temperature surface used to define the endpoints of the layer may 

result in a layer spanning both the UT and LS, instead of only one of these layers. For 

example, the bottom of the May LS layer, which was defined as being the 350 K surface, 

may be below the LRT in some regions and thus include tropospheric air. Likewise, at 

other locations the 350 K surface may be above the LRT, thus excluding some LS air. In 

the LS in August, there were relatively few substantial changes in H2O mass. In this 

environment, when the tropopause is high and cold, slight shifts in the layer can result in 

large changes in H2O mass since the water vapor concentration is near saturation. 

Furthermore, since the tropopause is much higher and convection will have a lesser 

impact on perturbing the LRT, the tropopause-relative altitude coordinate may be a better 

approach in such environments. The disparities between the layer types are likely 

exacerbated by strong convective systems that perturb the LRT tropopause.  

 

4.3.2 Impact of Convection on UTLS Composition  

4.3.2.1 Tropopause-Relative Impacts 
To understand the overall impact that convection has on the chemical composition of the 

UTLS, profiles of H2O, O3, and CO were binned in tropopause-relative space and by 

tropopause altitude (Figure 61). Profiles of convective and non-convective air were 

calculated using the passive tracer with a threshold of 10% to distinguish between 

convective and non-convective environments. Profiles were calculated in a tropopause-

relative framework because the LRT often corresponds with the sharp chemical transition 

of H2O, O3, and CO and changes in concentrations of these trace gases (and H2O) are 

easily shown in this framework [Pan et al., 2004]. For each tropopause altitude and 

tropopause-relative bin space, the mean H2O, O3, and CO mixing ratio is calculated. 

Profiles were also sorted and binned by the tropopause altitude because environments 

with different tropopause heights also have different chemical and thermodynamic 
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characteristics. For example, higher tropopause altitudes are typically colder than lower 

tropopause altitudes. As shown in section 4.3.1, since the temperature of the tropopause 

controls the amount of water vapor that enters the stratosphere, it would be expected that 

there be a larger LS H2O enhancement in environments with a lower tropopause, as has 

been confirmed with cross sections of many different cases with a wide range of 

tropopause heights (not shown). Therefore, important details are hidden without this 

distinction. 

 Overall, convection has the largest effect in environments with lower tropopause 

altitudes and during springtime (May), since the tropopause was generally lower during 

this period. For tropopause heights between 11-13 km, convection increases H2O by up to 

300% in the lower stratosphere (up to 2 km above the LRT, Fig. 61). The O3 and CO 

changes are largest in the UT for tropopause heights between 11-13 km. In general, UT 

CO concentrations increase by 50% and UT O3 concentrations decrease by 50% in 

convective air relative to non-convective air, which suggests that the dominant transport 

direction is upward transport of boundary layer and lower tropospheric air. However, 

since downward transport of stratospheric air would likely be identified as non-

convective, this difference could also suggest that high O3 and low CO are transported 

downward in the non-convective air. Further inspection of the non-convective profiles 

reveals that O3 (CO) concentrations are relatively higher (lower) in the UT for the 11-12 

km tropopause altitude range to relative similar tropopause-relative altitudes for other 

tropopause heights (e.g., 10 km, 13 km). Differences in LS changes in H2O, O3, and CO 

suggest that H2O changes are due to more than just air mass transport (which primarily 

controls changes in O3 and CO). However, additional analyses are needed to confirm this 

supposition.  

 For higher tropopause altitudes (14-16 km) that were more characteristic of 

summertime (August) environments, the effects of convection on the lower stratosphere 

are reduced (Figure 62). Changes in LS H2O are small (less than 25%) and the maximum 

changes in H2O are 2 km below the LRT. The largest changes in O3 and CO are also in 

the UT, but the effects of convection are lower (25% reduction in O3 and 25% increase in 

CO). Given the large difference in H2O changes between high tropopause environments 

and low tropopause environments and low difference between changes in CO and O3, this 
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suggests that the thermodynamic controls on H2O transport play a large role in 

determining the changes in LS H2O due to convection. Additionally, UT H2O changes are 

actually larger in environments with higher tropopauses than with lower tropopauses. 

Since these analyses are conducted in a tropopause-relative framework, the absolute 

altitude of these H2O changes is similar (maximum change around 12-13 km) which 

suggests a threshold constrained by thermodynamic factors (e.g., temperature). 

 

4.3.2.2 Chemical Mixing Signatures 
To further examine the chemical impact of tropopause-penetrating convection on the 

UTLS layer, tracer-tracer diagrams were analyzed to identify unique mixing signatures. 

Figure 63 shows H2O-O3 correlations for convective and non-convective air masses, and 

the difference between the two for May and August. Counts of coincident O3 and H2O 

concentrations are binned in the tracer-tracer space and shaded by their frequency by 

altitude. In May, the most frequent tracer-tracer space in non-convective air masses aligns 

with the “L” shape expected in air masses with little to no mixing. There are moderate (7-

8%) frequencies of high H2O (10-40 ppm) in areas of high O3 (200-500 ppb) in the non-

convective air mass, which could be due to the initial and boundary conditions containing 

some convective air. In the convective air mass, the stratospheric branch is moistened 

considerably, with H2O up to 200 ppm where O3 is 300 ppb. The location of maximum 

frequency increases from ~3-4 ppm to 30-40 ppm of H2O in the O3 layer of 200-400 ppb. 

There is also evidence of enhanced O3 within the tropospheric branch, which could 

suggest downward transport and mixing of air with higher O3 concentrations, or in situ 

chemical production. In August, the primary frequency pattern for both convective and 

non-convective air masses resembles the “L” shape. There is a slight moistening in the 

stratospheric branch of the convective air mass, but the impact is much lower compared 

to May.  

Figure 64 shows CO-O3 diagrams for May and August. For May, both convective 

and non-convective air masses occupy a similar tracer-tracer space. However, the most 

frequent tracer-tracer space shifts towards high O3, high CO mixing in the convective air, 

which represents enhanced mixing between more polluted (lower altitude) troposphere air 

and LS air. In August, there is less discernable difference between the convective and 
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non-convective air (especially at the scales shown), but convection still leads to higher 

O3, higher CO mixing. Overall, convection leads to both a broader region of mixing 

between the troposphere and stratosphere air as well as a deep layer of enhanced 

stratospheric hydration. Summertime convection potentially decreases LS H2O. 

 

4.3.3 Storm Characteristics Conducive to High H2O Changes 
One major finding thus far is that tropopause-penetrating convection in environments 

with lower tropopauses (11-13 km) has a larger effect on the chemical composition of the 

UTLS than convection in high tropopause (14-16 km) environments. A goal of this study 

is to establish if characteristics of the storms and their environments affect the magnitude 

and depth of the chemical change. To address this, relationships between changes in trace 

gases and several storm/environmental characteristics were analyzed. Storm and chemical 

characteristics were analyzed in cylinders centered on the location of overshooting tops. 

The center of the cylinder was marked by the highest altitude where the cloud (total 

precipitable water) concentration exceeded 0.1 g kg-1 above the LRT. An overshooting 

dome is at least 20 km in diameter. Cross section analysis indicates that convection can 

increase stratospheric H2O mixing ratios up to 4 km above the LRT and can extend 50-

100 of kilometers away from the overshooting dome. As such, the cylinders are 130 km 

in diameter and 4 km deep with the lowest point being the LRT to contain the region of 

convective influence. If multiple overshooting tops existed within this area, they were 

grouped together and the centermost overshoot was chosen as the storm’s center. Several 

characteristics of the storm were considered, including overshooting depth, updraft 

strength (area of 5 dBZ echo at tropopause multiplied by the updraft speed at the 

tropopause), ice mass mixing ratio, relative humidity with respect to ice, and number of 

unstable layers. Since the impact of convection depends on the height of the tropopause 

(see sections 4.3.1 and 4.3.2.1), the tropopause altitude was held constant for these 

relationships. 

 Figures 65 and 66 show the mean H2O mixing ratio outside of cloud in the 

cylinder and several storm characteristics for May and August, respectively. Since the 

H2O within cloud may return to the troposphere, only points outside of cloud were 

considered under the assumption that this air includes convectively lofted mass that has 
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been irreversibly mixed into the stratosphere. As in Figure 65a, higher mean H2O 

concentrations tend to correspond with higher mean tropopause temperatures, however, 

this is not a direct relationship.  The overshooting depth, or maximum cloud-top height 

above the LRT, is slightly related to mean water vapor concentrations (Fig. 65a). 

Tropopause temperatures cooler than 210 K are typically associated with low H2O 

concentrations (less than 10 ppmv). Locally, high H2O concentrations are located where 

tropopause temperatures range from 210-213 K while low H2O concentrations are located 

with slightly warmer tropopause temperatures (215 – 220 K). While the tropopause 

temperature likely plays a large role, other characteristics of the storm’s environment also 

contribute.  

For a given tropopause temperature, the mean H2O concentration tends to increase 

with increasing overshooting depth, but not always. While overshooting depth may result 

in higher mean H2O concentrations as suggested in [Dauhut et al., 2018], it is not the 

only factor. The strength and area of the updraft—calculated as the area of the 5 dBZ 

echo at the tropopause multiplied by the vertical velocity at the tropopause—does not 

show a strong relationship to the mean H2O concentration (Fig. 65d). 

The mean ice mass mixing ratio shows a clearer relationship with H2O mixing 

ratios than overshooting depth, with high H2O mixing ratios located in areas with high ice 

mass mixing ratios, and warmer tropopause temperatures (Fig 65c). Still, while the 

highest H2O mixing ratios tend to be located in areas with ice mass mixing ratios in the 

range of 10-20x10-5 kg kg-1, several low H2O observations are located in areas with ice 

mass mixing ratios in the 30-40x10-5 kg kg-1 range and for tropopause temperatures of 

210-225 K. The mean relative humidity with respect to ice (RHi) shows an interesting 

relationship to the mean H2O concentration (Fig 65b), with the highest H2O 

concentrations located with RHi values in the 2-3% range and for cooler tropopause 

temperatures (210-215 K). Similarly to the ice mass mixing ratio relationships, when 

considering all observations (in cloud + out of cloud), there is a more direct relationship 

of H2O concentrations increasing with increasing RHi and tropopause temperature. 

However, for RHi values less than 2% and tropopause temperatures colder than 210 K, 

the average H2O concentration is less than 10 ppmv.  
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 Since it seems likely that some other aspect of the storm’s environment seem 

responsible for the ‘anomalously’ high H2O mixing ratios, several other characteristics 

were analyzed. To investigate the role of gravity wave breaking, which has been shown 

to play a leading role in irreversible transport of H2O in convection [Lee, 2003], 

relationships between the number of unstable layers—locations where the potential 

temperature lapse rate is less than 0 K km-1—were analyzed (not shown). Despite the 

established link between wave breaking and irreversible transport, there is no relationship 

between these two variables here. This is not too surprising, given the disparity between 

the temporal frequency of model output analyzed here (hourly) and the timescale at 

which gravity wave breaking takes place (seconds). It is possible that the extent of 

gravity wave breaking can be related to some of the observed variability in LS H2O, but a 

relationship was not clear using only the times that output files were written. 

 For summertime convection, the same relationships exist, but there is a clearer 

separation between environments with cold tropopauses (less than 205 K) and warmer 

tropopauses (greater than 205 K). The highest H2O concentrations are located where the 

warmest tropopause temperatures, highest ice mass mixing ratios (Fig. 66c), and greatest 

overshooting depths are (Fig. 66a). Additionally, H2O concentrations typically increase 

with increasing RHi, which shows a clearer relationship than with springtime convection 

(Fig. 66b). There is still no clear relationship between H2O concentrations and updraft 

strength (Fig. 66d) or with the number of unstable layers (not shown). Based on this, 

there is not a large difference between the storm characteristics driving LS high H2O 

concentration in springtime and summertime convection, suggesting that the main 

difference between these two seasons is the height (and temperature) of the tropopause. 

The main change in H2O concentrations is located at lower/warmer tropopause 

heights/temperatures. For tropical environments, where the tropopause is greater than 15 

km, there does not appear to be a measurable change in H2O concentrations, assuming the 

background H2O concentration is 5-10 ppmv. Therefore, these results suggest that 

convection mainly increases LS H2O in the mid-latitudes and has a smaller effect in 

tropical environments, consistent with the main findings in section 4.3.2.1.  

 It is possible that the lack of any relationships in the overshoot analysis here is 

due to the coarse temporal resolution of the model output used. The data analyzed 
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represents the instantaneous conditions at each hour, but does not provide any 

information about the history of the analyzed air masses within each storm at 

intermediate times. The time scales of key features—such as the maximum overshooting 

depth and gravity wave breaking events—occur on the timescale of minutes. It is possible 

that multiple gravity wave breaking events could occur in the time in between output 

periods. Additionally, the maximum overshooting depth in the analyzed data might not be 

representative of the true maximum overshooting depth of that storm. Ultimately, it is not 

logical to compare the instantaneous overshooting depth to the instantaneous H2O 

concentration. It would be best to track the evolution of an individual storm and compare 

its maximum overshooting depth (or other variable) to the water vapor concentration. 

However, tracking storms is not possible with hourly output. 

 

4.3.3.1 Case study: 30-31 May 2012 
Relationships between H2O and several storm characteristics were analyzed for an MCS 

simulated with high spatial resolution and high temporal output (5 min). The case and 

simulation has been described in Chapter 3 (Phoenix et al. [2019]). The output frequency 

allows for an examination of these features and the resulting H2O concentration as the 

storm evolves.  

Figure 67 shows scatterplots between the H2O mixing ratio and the overshooting 

depth and ice mass mixing ratio during two periods: early in the MCS lifecycle (2250-

0040 UTC) and late in the MCS lifecycle (0205-0350 UTC). During the early stage, there 

are a high collection of points with warmer temperatures and high overshooting depths. 

However, the H2O mixing ratio at this time was relatively low (~10 ppm). Later, the 

temperature is colder, suggesting that the LRT was shifted upward by the MCS. 

Additionally, the mean H2O mixing ratio is generally higher (upwards of ~60 ppm), 

especially for temperatures ~220 K and where overshooting depths ranged from 2-3 K. 

The relationship between ice mass mixing ratio and H2O mixing ratio is similar. Despite 

higher ice mass mixing ratios during the early period, the highest H2O mixing ratio are 

found later, with lower ice mass mixing ratios.  

When combining these time periods, the resulting scatterplot exhibits no 

relationship between the variables. This case study suggests that modifications to the 
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environment by the storm, such as perturbing the tropopause, play a role in the resulting 

H2O mixing ratio and interpretation of the composition-storm relationships. Additionally, 

the analysis is limited by its ability to track storms. Since it takes time to sublimate ice 

crystals, it is not likely that high H2O concentrations would be collocated with high ice 

mass mixing ratios or overshooting depths. Therefore, without the ability to accurately 

track storms (which requires temporal output ~5 min), it is not possible to answer the 

proposed questions in section 4.3.3. 

 

4.3.4 Objective Methods to Identify STT (“Anvil Wrapping”) 
Recently, anvil wrapping of stratospheric O3 (>150 ppb) was observed around a deep 

convective cloud [Pan et al., 2014]. However, little is known about how often this occurs 

and if/how anvil wrapping varies with storm environment, type, or intensity. This 

observation is important for several reasons: 1) it provides a for the tropospheric O3 

budget, 2) it challenges the current understanding of how much UT O3 is produced by 

LNOx, and 3) it introduces the need to understand the frequency of this transport process, 

as it is not resolved in current climate models. A summertime maximum in UT O3 is 

typically observed in the southern US associated with the UT anticyclone of the North 

American Monsoon. Traditionally, this O3 maximum has been attributed to in-situ 

production via LNOx. However, given the potential for these thunderstorms to transport 

stratospheric air into the troposphere, it is worth investigating how frequently anvil 

wrapping occurs in the southern US and if this is a contributor to the increased UT O3. 

Additionally, since O3 is a greenhouse gas in the UT, understanding how the frequency of 

these storms may change in a changing climate is important to determining the role of 

anvil wrapping (and thus increased transport of ozone from the stratosphere to 

troposphere) in the future. 

Recent studies have estimated stratosphere-troposphere flux from deep convection 

on a global scale [Tang et al., 2011] from a model with parameterized convection. Frey et 

al. [2015] looked at the vertical transport between the stratosphere and troposphere from 

deep convection in a tropical environment. However, no convection-allowing modeling 

studies have investigated the downward transport of O3, specifically from anvil wrapping, 

in the extratropical US, where tropopause-penetrating convection frequently occurs. 
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Here, we present an estimate of the frequency of anvil wrapping during different periods 

when there was a high frequency of tropopause-penetrating convection in the United 

States. We assess the frequency of anvil wrapping, and investigate its dependency on 

storm type and intensity using numerical simulations with WRF-Chem. 

 

4.3.4.1 Description of the Objective Algorithm 
The distinguishing feature of anvil wrapping is the thin tongue of O3-rich air extending 

down into the UT along the periphery of a convective anvil. Therefore, the algorithm 

described below aims to isolate certain criteria that are indicative of this feature, such as 

the cloud concentration, cloud fraction, local O3 concentration and mean O3 

concentration at that altitude. Since anvil wrapping has a spatial dependency on multiple 

variables, the criteria were assessed within a 90 km2 box bounding each grid point. 

Within each 90 km2 box, the specific criteria to determine wrapping are as follows: 

1. A total-condensed cloud mixing ratio of at least 0.1 g kg-1 must cover at least 10% 

and no more than 66% of the box. This is to determine that there is some cloud 

material within (anvil wrapping occurs around the cloud) but not so much that the 

box is contained entirely within cloud (e.g., an overshooting dome or tropopause-

reaching anvil). This also eliminates “false-positives” where the LRT was 

vertically displaced such that the chemical transition occurred in the UT. The 

cloud criterion is also one of several attempts to eliminate the possibility of 

erroneously identifying large-scale transport as anvil wrapping. 

2. The air that may be flagged as anvil wrapping must be associated with a non-

convective air mass (passive convective tracer must be less than 0.1, or less than 

10% convective air). 

3. The ozone concentration in the candidate air must be greater than 150 ppb 

(consistent with that of typical stratospheric or transition layer air). 

4. The grid volume will only be flagged if these criteria are met AND the volume 

resides at an altitude at least 250 m below the LRT. 

5. The total anvil wrapping depth is estimated by summing the depths of flagged 

volumes in a column. 
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These criteria were evaluated for all grid volumes in the troposphere and for all times that 

model output was available.  

 

4.3.4.2 Evaluation of the Algorithm 

For the two periods, the anvil wrapping algorithm identifies several times of STT around 

active convection in May, but very few times in August (Figures 68-69). Figure 70 shows 

vertical sections through several storms that had been flagged as having anvil wrapping. 

Several storms appear to exhibit downward transport of air around the anvil cloud. In 

some situations, there is downward transport of air, such that the ozone contours cross the 

potential temperature surfaces in the UT, likely leading to irreversible transport (Figure 

70c,d). However, in most situations, despite an indication of downward transport of 

relatively high-O3 air, the origin of the air is not stratospheric, but rather comes from 

higher altitudes within the troposphere. Pairing vertical sections of O3 with a passive 

tropospheric tracer reveals that much of the identified examples of anvil wrapping do not 

contain stratospheric air (Figure 71). This lack of transport was further discussed in 

Chapter 3 (Phoenix et al., [2019]). 

A few other examples appear to give the illusion of transport (Figure 70b), 

however, further inspection of the UT O3 concentration in the unperturbed air ahead of 

the storms suggests that there is actually very little downward transport around the anvil. 

Instead, low O3 air from the boundary layer is injected into the UT via the updraft and 

anvil outflow, becoming injected in between the ~200 ppbv O3 air that was in the UT 

prior to convection. In this situation, we conclude that this is a false positive. In general, 

this situation is present with several other storms throughout the period.  

In August, there are very few examples of anvil wrapping (Figure 69). This is 

consistent with the conclusion presented in Chapter 3 (Phoenix et al., [2019]), which 

stated that the main driver of anvil wrapping is mass conservation from a large MCS 

impinging on the tropopause layer, forcing air aloft down and eventually around the 

anvil. Since the tropopause is much higher, the storms do not have sufficient force when 

reaching the tropopause to force this subsidence (Figure 72). Therefore, anvil wrapping—

while perhaps not adequately simulated in these 10-day simulations—seems to more 

readily occur with springtime convection where the tropopause is lower and large MCSs 
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meet the tropopause with sufficient force and area to drive UTLS air outward and 

along/below the cloud boundary and anvil. 

In the UT over the SE US, a reoccurring summertime maximum in O3 has been 

observed in several studies [Cooper et al., 2006; Cooper et al., 2007; Barth et al., 2012]. 

This maximum in UT O3 is generally thought to be caused by the recirculation of air in 

the North American monsoon anticyclone, which regionally confines the convective 

outflow and air rich in LNOX in the UT for long periods of time over the SE US. 

Abundant solar radiation, high temperatures, and moisture create an environment 

conducive to O3 formation. However, given the recent discovery of downward transport 

of O3-rich air around MCSs, it was hypothesized that this transport pathway could also 

contribute to the UT O3 enhancement. However, given the conclusions from section 4.2.5 

and those presented in this section, transport of stratospheric air into the UT is likely a 

small contribution to the SE US upper troposphere as a result of convection during the 

summer. 

 

4.4 Conclusions and Future Work 
Two 10-day WRF-Chem simulations were performed to assess the effect of tropopause-

overshooting convection on the chemical composition of the UTLS. One period 

representative of springtime convection (May 18-27, 2011) and one period representative 

of summertime convection (August 5-15, 2013) were chosen to examine the differences 

in convective transport between the two seasons.  

Overall, springtime convection has a net effect of increasing LS H2O (within 2 km 

of the LRT) by ~300% locally (e.g., H2O mixing ratios in convective air are 300% higher 

than non-convective environments). Large convective events (e.g., MCSs spanning 

multiple states) routinely increase H2O mass by 20% over the entire lower stratospheric 

layer. The effects of convection on LS H2O are greatest in regions with lower tropopause 

altitudes, due to the warmer temperatures at the tropopause, at which the air is highly 

subsaturated with respect to ice. While summertime convection does modify the LS 

locally, the overall changes are much smaller than those in springtime convection.  

Changes in O3 and CO are also larger with springtime convection, but the changes 

are largest in the upper troposphere. O3 and CO mixing ratios are ~50% lower and higher, 
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respectively in convective air masses relative to the background (non-convective) 

environment. Timeseries analysis suggests that while convection does transport boundary 

layer air into the UT, the primary impact comes from downward transport around the 

convective air (e.g., the thunderstorm cloud boundary), such that O3 and CO mixing 

ratios increase and decrease, respectively in the non-convective air. 
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Figure 47. Parent (15-km horizontal resolution) and nested (3-km horizontal resolution) domains for May 
2011 (left) and August 2013 (right) periods. 
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Figure 48. Cumulative counts of grid cells where the 10-dBZ echo top is 500-m above the LRT and higher 
(GridRad, left) or 500-m below the LRT and higher (WRF, right) for May 19-27, 2011. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



	 											127	

 
Figure 49. Comparisons of column-maximum reflectivity between the WRF simulation (top) and 
observations (GridRad, bottom) for three times: May 22, 2100 UTC, May 23, 2300 UTC, and May 25, 
0100 UTC. 
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Figure 50. As in Figure 48, but for August 2013. 
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Figure 51. As in Figure 49, but for August 2013. The three times shown are August 8, 2300 UTC, August 
10, 2300 UTC, and August 12, 2300 UTC. 
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Figure 52. Timeseries of the fractional volume of the stratosphere covered by the 5 dBZ echo top 
(convective fraction, black line (GridRad), gray line (WRF)) and fractional volume of the stratosphere 
where the cloud concentration is at least 0.1 g/kg (red line). May 2011 is on the top and August 2013 is on 
the bottom 
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Figure 53. Difference between the WRF-simulated LRT (dashed lines) and O3 mixing ratios (solid lines) 
and observations from ozonesondes for several times during the August 2013 period. Locations were 
evaluated for several locations with available ozonesondes: St. Louis, MO, Huntsville, AL, Socorro, NM, 
Tallahassee, FL, and Boulder, CO. 
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Figure 54. Frequency distributions of potential temperature at the LRT for May 2011 (left) and August 
2013 (right). 
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Figure 55. H2O mass budget calculation in the lower stratosphere for May 2011. The lower stratosphere is 
defined in two ways: altitude relative to the tropopause, evaluated at each grid point (a) and as a fixed layer 
defined by potential temperature surfaces (b). The total H2O mass in the convective and non-convective air 
are shown as the dashed blue and cyan lines, respectively, and the total H2O mass in the layer is shown in 
the solid red line. The fractional amount of the layer containing a cloud concentration of at least 0.1 g/kg is 
shown in black (convective fraction, %). 
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Figure 56. Reflectivity fields at a constant altitude of 5 km for the six main convective events of the May 
2011 period. The black line shows the 30 dBZ reflectivity contour. 
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Figure 57. As in Figure 55, but for August 2013. Note that the potential temperature layer is defined as 
being between 370 K and 400K. 
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Figure 58. As in Figure 56, but for four selected times during the August 2013 simulation period. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

8/7 1200 UTC 8/9 1200 UTC 

8/12 0000 UTC 8/14 0500 UTC 



	 											137	

 
 
Figure 59. As in Figure 55, but for O3 in the upper troposphere. The upper troposphere layer is defined in 
tropopause relative altitude coordinates as the layer between the tropopause and 2.5 km below the 
tropopause. The potential temperature limits are 320 K – 335 K. 
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Figure 60. As in Figure 59, but for August 2013. Note that the potential temperature layer is defined as 
being between 345K and 360K. 
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Figure 61. Binned profiles of H2O (top), O3 (middle), and CO (bottom) for convective (left) and non-
convective (middle), and the percent difference (right) for May 2011. 
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Figure 62. As in Figure 61, but for August 2013. 
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Figure 63. H2O – O3 tracer correlations for May (a) and August (b). Tracer-tracer correlations are shown 
for convective (left) and non-convective (middle) air and the difference (right). The correlations are binned 
and shaded by the frequency of observations in each bin. 
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Figure 64. As in Figure 63, but for CO-O3 tracer correlations. 
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Figure 65. Scatterplots of the mean temperature in the cylinder, mean H2O concentration (color fill), and 
overshooting depth (a), RHi (b), ice mass mixing ratio (c), and updraft strength (d) for storms during the 
May 2011 period. 
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Figure 66. As in Figure 65, but for August 2013.  
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Figure 67. Scatterplots of mean temperature in the cylinder, mean H2O concentration (color fill), and 
overshooting depth (a, c, e) and ice mass mixing ratio (b, d, f) for three time periods: 2250-0040 UTC, 
representing an earlier stage in the MCS’s evolution (a, b), 0205-0350 UTC, representing a later stage in 
the MCS’s evolution (c, d), and the 2250-0350 UTC period (e, f). 
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Figure 68. 5 km constant altitude reflectivity fields for several times during the May 2011 period. The 
grayscale shows regions that have been flagged for anvil wrapping and the estimated depth of transport. 
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Figure 69. As in Figure 68, but for August 2013. 
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Figure 70. Vertical cross sections of O3 (color fill) and potential temperature (thin black lines) for several 
times where anvil wrapping was identified for the May 2011 period: 20 May 1000 UTC (a), 23 May 1200 
UTC (b), 23 May 2200 UTC (c), and 26 May 2100 UTC (d). The black dots show the location of the LRT 
and the gray line shows the cloud boundary. The thick black line shows O3 contours at 100 ppb, 125 ppb 
and 150 ppb. 



	 											149	

 

 
Figure 71. As in Figure 70, but for vertical cross sections of a passive troposphere tracer. 
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Figure 72. As in Figure 70, but for two cases in August 2013: 9 August 0600 UTC (a) and 12 August 1700 
UTC (b).  
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Chapter 5 

Conclusions and Future Work 
 

WRF-Chem simulations were performed to assess the impact of tropopause-penetrating 

convection on the chemical composition of the upper troposphere and lower stratosphere. 

Simulations were performed to determine the model sensitivity to simulating these types 

of storms and transport, the dynamical mechanisms responsible for transport, and the 

broad impacts that convection has on UTLS composition. Sensitivity tests revealed that 

WRF-Chem simulations are most sensitive to the choice in BMP, but there was little 

sensitivity to the chosen chemical mechanism and PBL scheme. As expected, there is 

measurable sensitivity of the organization and vertical extent of simulated convection to 

the choice of BMP. Furthermore, the simulations in this study showed that convectively 

injected water into the stratosphere was also sensitive to the choice of BMP.  

 High-resolution simulations of STT around the anvil of an MCS indicate that the 

main contributors to this process of STT are i) the intense convective motions and mass 

conservation that drive the initial downwelling of air outside of the anvil, and ii) 

differential advection between outflow air and air outside of the cloud that create an eddy 

circulation near the anvil edge, leading to wrapping of air down and under the anvil 

cloud. Trajectory calculations indicate that the wrapped air in WRF simulations was 

mainly tropopause transition layer air, with air originating above the LRT remaining in 

the stratosphere. Simulated O3 in the wrapping feature was lower than observations. Since 

the initial modeled O3 was actually higher in the UTLS compared to observations, this 

suggests that the model did not fully simulate the transport process. 

Overall, springtime convection has the largest effect on H2O mixing ratios in the 

LS. Locally, convection can increase LS H2O by ~300% relative to the background (non-

convective) environment. Furthermore, large convective events are capable of increasing 

the LS mean H2O mixing ratio by 20-30%. Assuming a background LS H2O mixing ratio 

of 5 ppmv, LS H2O mixing ratios can be 10-15 ppmv higher in convectively influenced 

air, and the effects of convection can raise the H2O mixing ratio over the US LMS by 1 

ppmv. The effects of convection on LS H2O are greatest in regions with lower tropopause 
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altitudes, due to the warmer temperatures at the tropopause, at which the air is highly 

subsaturated with respect to ice. While summertime convection does modify the LS 

locally, the overall changes are much smaller than those in springtime convection.  

Springtime convection also has a larger effect than summertime convection on O3 

and CO in the upper troposphere. Since changes in O3 and CO are mainly due to air mass 

transport, this suggests that little air from the boundary layer and lower troposphere is 

transported to the lower stratosphere. Furthermore, the difference between the layers of 

maximum H2O and O3/CO impact further suggest that changes in LS H2O are primarily 

driven by ice crystal sublimation and not air mass transport. Concentrations of O3 (CO) 

are lower (higher) in convective air compared to non-convective air because convective 

air originates in the boundary layer and lower troposphere where concentrations of O3 

(CO) are lower (higher). UT concentrations of O3 (CO) are higher (lower) in the non-

convective air, and argued to be a product of descending transition layer air along the 

periphery of the convective systems. This is further supported by the O3 mass budget 

calculations, which showed the largest changes in O3 mass are consistent with increases 

in non-convective O3 mass following a convective event. Objective analyses to track STT 

of O3-rich air revealed that downward transport does frequently occur around large 

convective systems in lower tropopause altitude environments. This is also supported by 

the binned vertical profiles that showed the largest difference in UT O3 to be in 

environments with tropopause heights between 11 and 13 km. As such, several cases in 

May showed downward transport, but none did in August. Since mass-continuity has 

been proposed as the primary driver of subsidence [Chapter 3; Phoenix et al., 2019], the 

storm’s ability to meet the tropopause with sufficient force is necessary to induce such 

circulations. Overall, the primary difference between springtime and summertime 

environments is the height of the tropopause, which suggests that the tropopause height 

controls the extent of the impact that overshooting convection has on the UTLS 

composition. 

Given the conclusions of Lacis et al. [1990] and Solomon et al. [2010], these 

simulations suggest that convective transport and mixing is capable of increasing the 

surface radiative forcing over much of the US. The simulated increases in LS H2O and 

UT O3 could potentially lead to more tropospheric warming during periods of active 
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convection (e.g., springtime). However, since the convectively-induced changes in LS 

H2O and UT O3 only last ~12 hours (based on the analysis presented in section 4.3.1), it 

is unclear to what extent convection will have an affect on the radiation budget. Future 

studies should aim to assess the net effect of convection on the radiative budget and 

expected changes in tropospheric temperatures, especially if deep convective systems are 

expected to be more prevalent in the future.  

While this study sheds light on several important impacts of convection on UTLS 

composition, there were several limitations that could be improved upon in future studies. 

Since the model does not completely simulate STT, future model simulations should be 

performed to test the sensitivity of cross-tropopause transport to vertical resolution in the 

UTLS and other model design choices. STT simulated on the 2.5 km horizontal grid and 

500 m horizontal grid was comparable, suggesting that this type of transport is not 

sensitive to horizontal resolution. However, as suggested by Homeyer [2015], 

stratosphere-troposphere exchange may be more sensitive to the vertical resolution of the 

model. Furthermore, the sensitivity tests conducted in Chapter 2 [Phoenix et al., 2017] 

were evaluated with three cases in which high H2O mixing ratios were observed in the 

stratosphere, but were not accompanied by significant downward transport around the 

thunderstorm anvil. It is possible that the PBL scheme used in this study does not best 

represent the STT that was the target of this high-resolution simulation. Since the YSU 

PBL scheme is a non-local scheme, it determines the strength of vertical mixing 

throughout the model depth and perhaps underrepresented mixing in the UTLS region. 

Sensitivity tests of PBL schemes for the 30 May 2012 event should be done to evaluate 

this hypothesis. Additionally, several unusual features in the chemical fields (e.g., O3, 

CO) were observed in the model, especially near the domain boundaries, which 

influenced the results of the UT O3 mass calculations. The elimination of these issues will 

allow simulations of convective STE to more clearly demonstrate the impacts of 

convection. 

While this study attempted to assess the impact of convection on UTLS 

composition, it was difficult to determine the relative importance of different storms, due 

to the temporal resolution of the output files and continuous occurrence of convection. A 

secondary goal of this study was to assess the relative importance of storm characteristics 
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(e.g., organization, strength) and environmental characteristics (e.g., tropopause height, 

gravity wave breaking) to the resulting impact on UTLS composition. However, 

accurately tracking the evolution of these features and relating them to the resulting 

chemical impact requires analysis of finer temporal output (~5 minutes) than that used 

here (hourly). Additionally, given the different interactions between the storm and 

environment, it is difficult to sort out the competing effects that contribute to changes in 

the UTLS chemical composition (e.g., tropopause height, updraft size, overshooting 

depth). A proper method of studying this question would likely require a controlled 

environment such as one obtained in an idealized modeling framework.  

The attempt to relate convective events to changes in H2O and O3 mass (as 

presented in section 4.3.1) was complicated by the continuous occurrence of convection 

throughout the simulation. To properly assess the long term impact of convection, a 

perturbation study that holds the atmospheric dynamics fixed but allows convection to 

vary would likely provide a better understanding on how the chemical composition 

evolves during and after a series of convective events. Lastly, this study highlighted the 

complications in assessing cross-tropopause transport in an environment in which the 

LRT is frequently perturbed. Since cross tropopause-transport is best assessed after 

convection decays, and since convection was always active during the simulation period, 

it is unclear to what degree convection impacts the UTLS composition in this study. 

Cross tropopause transport of H2O is easier to assess in these simulations since transport 

of H2O into the LMS results from mixing of stratospheric air with the overshooting top 

and the resulting sublimation of ice crystals, which is most likely an irreversible process 

since the potential temperature of the air parcels would be raised from such mixing. 

However, transport of CO and O3 are harder to assess since they are mainly driven by air 

mass mixing, which is potentially underrepresented in these simulations. The degree to 

which O3 and CO were irreversibly mixed is uncertain. 
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