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Abstract:  

Produced water from oil and gas reservoirs contains high levels of organic chemicals and heavy 

metals whose concentrations, in many cases, exceeds USA drinking water standards. To prevent 

the contamination of underground sources of drinking water, produced water from oil and gas 

reservoirs is commonly disposed into deep highly porous and permeable media such as saline 

aquifers. However, produced water also contains indigenous microbial communities that are well 

adapted to deep underground conditions. This property of petroleum produced water can be used 

to convert remaining crude oil (mostly n-alkanes) in depleted oil reservoirs to methane (CH4) gas. 

This can be done by stimulating the activity of methanogenic and crude oil-degrading microbial 

communities present in produced water by combining the supply of protein-rich matter and CO2. 

The goal of my research was to numerically assess the feasibility of microbial conversion of CO2 

and crude oil to CH4 in depleted oil reservoirs. To achieve this goal, I developed a non-iterative 

fugacity-activity thermodynamic model to predict the mutual solubility of CO2-CH4-H2S-N2 gas 

mixtures and brine, and also expanded the capability of a thermodynamic model to calculate the 

solubility of CO2-CH4-H2S-H2 gas mixtures in brine. After that, I included these thermodynamic 

models into multiphase-multicomponent fluid flow simulators TOUGH2 and TOUGHREACT. 

The flow capabilities of the developed TOUGH2 and TOUGHREACT modules were verified by 

comparing their simulation results with other reliable multiphase simulation programs including 

the ECO2N module of TOUGHREACT, the EOS7C module of TOUGH2, and CMG-GEM©. The 

final step was to apply relevant changes in the reactive part of the developed TOUGHREACT 

module, named CO2Bio. The CO2Bio can simulate the multiphase-multicomponent reactive 

transport of CO2-CH4-H2S-H2 gas mixtures and brine under biotic conditions. Using CO2Bio, a 

simulation study was conducted in a section of Cushing oil reservoir in Oklahoma. The results of 

this simulation showed that it is feasible to produce CH4 from biodegradation of the remaining 

crude oil in depleted oil reservoirs. 
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CHAPTER I 

 

 

INTRODUCTION 

1.1. Background 

Methanogenic biodegradation of crude oil (mostly n-alkanes) is a well-known process that 

occurs in oil reservoirs (Dolfing et al., 2008; Jones et al., 2008a; Larter and di Primio, 2005; Scott 

et al., 1994), and its stimulation has been seen as a pathway for a new enhanced oil recovery method 

(Cai et al., 2015a; Cai et al., 2015b; Jones et al., 2008b; Vilcáez, 2015b). Biodegradation of crude 

oil under anaerobic conditions generates acetate and H2 as metabolic products (Eq. (1)). While the 

generated acetate is converted into CH4 and CO2 by acetoclastic methanogens via fermentation (Eq. 

(2)), the generated CO2 is converted into CH4 by hydrogenotrophic microbes via the reduction 

pathway with H2 (Eq. (3)):  

4C16H34 + 64H2O → 32CH3COO¯ + 32H+ + 68H2      (1) 

32CH3COO¯ + 32H+ → 32CH4 + 32CO2       (2) 

196H2 + 64CO2 → 49CH4 + 15CO2 + 98H2O       (3) 

H2 is a key component for CH4 production from CO2 by hydrogenotrophic methanogens in 

oil reservoirs. The injection of CO2 into depleted oil reservoirs increases its availability for CH4 

production and decreases the pH of the formation water to acidic pH (4-6) levels where the activity 

of H2-forming fermentative microbes is highest. For this, the combined injection of CO2 and  
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petroleum produced water supplied with nutrients such as protein-rich matter has been proposed to 

stimulate the microbial conversion of residual crude oil and CO2 (substrates) to CH4 in depleted oil 

reservoirs (Vilcáez, 2015a; Vilcáez, 2015b). The produced CH4 in depleted oil reservoirs can be 

recovered more easily than residual crude oil. This highlights the promising potential of a shift towards 

a CH4-based energy economy where microbially produced CH4 in depleted oil reservoirs is 

commercialized as an energy source.  

The stimulating effect of the combined injection of CO2 and petroleum produced water supplied 

with nutrients such as protein-rich matter on the microbial conversion of crude oil (mostly n-alkanes) 

and CO2 to CH4 has been proven using formation water and crude oil collected from depleted oil 

reservoirs in Oklahoma (Vilcáez et al., 2018). The reported stimulating effect of CO2 is in agreement 

with previous studies showing that CO2 can be converted to CH4 by indigenous anaerobic microbial 

communities in oil reservoirs (Jones et al., 2008a; Mayumi et al., 2011), and that CO2 promotes the 

growth of H2-forming microbes in depleted oil reservoirs (Liu et al., 2015; Sugai et al., 2012). The 

results of these studies highlight the need for simulation tools to not only predict the physical and 

chemical fate, but also the microbiological fate of CO2 injected into depleted oil reservoirs. This can be 

considered for either geological storage of CO2 or for enhanced oil recovery through the stimulation of 

microbial conversion of n-alkanes and CO2 to CH4.  

1.2. Motivation 

The motivation behind this dissertation is to numerically assess the feasibility of accelerating 

naturally occurring methanogenic crude oil biodegradation in-situ by combining the injection of 

supercritical CO2 and produced water supplied with the protein-rich matter. In this method, CO2 

injection into depleted oil reservoirs is to increase the availability of CO2 for CH4 production and 

decreases the pH of the formation water to acidic pH (4-6) levels, where the activity of H2-producing 
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microbes is highest; and the supply of protein-rich matter is to provide indigenous microbes with 

required key nutrients such as trace metals and aminoacid compounds, which stimulates the growth of 

methanogenic microbial communities  (Vilcáez, 2015a; Vilcáez, 2015b). Fig. 1.1 shows a schematic 

representation of the proposed method to make a beneficial use of produced water and CO2. 

 

Fig. 1.1. Schematic representation of the proposed method and main interactions to make a beneficial 

use of produced water and CO2 by stimulating the microbial conversion of crude oil to CH4. 

To the best of my knowledge, there is not any software to simulate the biogenic conversion of 

CO2 to CH4, and/or the biogenic formation of CO2-CH4-H2S-H2 gas mixtures from the biodegradation 

of organic substrates at reservoir pressure and temperature conditions. Accounting for this possibility 

is particularly important for depleted oil reservoirs where there is an ample source of organic substrates. 

Thus, the main objective of this dissertation is to develop a simulator to simulate the multiphase-

multicomponent reactive transport of CO2-CH4-H2-H2S gas mixtures and brine in deep geological 

formations under biotic condition.  

1.3. Significance 

Oklahoma is one of the largest producers of natural gas and oil in the country. Thus, finding 

alternative ways not only to prevent the contamination of underground sources of drinking water, but 
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also to make a beneficial use of produced water is of paramount importance to the economy of 

Oklahoma. In this research, I proposed to make a beneficial use of produced water to enhance the 

recovery of oil from depleted oil reservoirs by using a novel method which consists of the in-situ 

stimulation of indigenous crude oil degrading and methanogenic microbial communities to convert 

residual crude oil to CH4 gas. The concentration of saturated hydrocarbons (n-alkanes) in non-degraded 

and heavily biodegraded genetically related oils from Oklahoma was reported to be 55% and 20%, 

respectively (Mayer, 1987).  A 55% of non-degraded oil constitutes a huge organic feedstock which 

can be recovered as CH4 gas by the proposed method. 
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CHAPTER II 

 

 

PREDICTION OF CO2-CH4-H2S-N2 GAS MIXTURES SOLUBILITY IN BRINE USING A 

NON-ITERATIVE FUGACITY-ACTIVITY MODEL RELEVANT TO CO2-MEOR 

Babak Shabani, Javier Vilcáez* 

Boone Pickens School of Geology, Oklahoma State University, Stillwater, OK 74078, USA 

2.1. Abstract 

Numerical simulations of carbon dioxide-microbial enhanced oil recovery (CO2-MEOR) 

would require computationally rigorous iterative methods to solve resulting system of flow, 

transport and kinetic reaction equations. This includes additional iterative procedures to account 

for the solubility of gas mixtures in the aqueous phase. This work proposes a new non-iterative 

fugacity-activity thermodynamic model to predict the solubility of CO2-CH4-H2S-N2 gas mixtures 

in brine. This model can readily be implemented in MEOR simulation programs to account for 

mass transfer and kinetics of microbial reactions in CO2-MEOR operations. Fugacity coefficients 

(ϕi) in the proposed model were calculated using Predictive Peng-Robinson 78 (PPR78) and Peng-

Robinson (PR) equation of state (EOS). The proposed model was successful in predicting CO2 

solubility in the aqueous phase with ϕi calculated either using PPR78 EOS or PR EOS. Comparison 

showed that at temperature and pressure conditions relevant to MEOR, using calibrated binary 

interaction parameters (PR EOS) leads to more accurate predictions than binary interaction 

parameters estimated from the group contribution expression (PPR78 EOS). Comparison of  
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predicted CO2-CH4-H2S gas mixtures solubility in the aqueous phase obtained with the proposed non-

iterative fugacity-activity model and an iterative fugacity-activity model, confirmed that proposed 

model with ϕi calculated using PR EOS can be used as substitute for iterative fugacity-activity models 

that relies on the solution of Rachford-Rice equation. 

Key words: Geological CO2 storage; MEOR; Gas mixtures solubility; Peng-Robinson EOS 

*Corresponding author: vilcaez@okstate.edu (J. Vilcáez) 

2.2. Introduction 

Carbon dioxide capture and storage (CCS) operations involves capturing CO2 produced from 

large power generation plants, compressing it for transportation and injecting into deep geological 

formations such as saline aquifers and depleted oil reservoirs. CCS is regarded as a potential effective 

method for reducing CO2 emissions into the atmosphere. However, CCS is yet to become a standard of 

practice (Benson et al., 2012). One reason hindering the application of CCS to reduce the emissions of 

CO2 into the atmosphere is the cost of CCS projects. Coupling CCS with enhanced oil recovery (EOR) 

projects has emerged as a promising method to reduce or compensate for the cost of CCS projects. CO2 

due to its low minimum miscibility pressure compared to other gases such as methane and nitrogen, 

has a swelling effect on oil enhancing its mobility. Another method to reduce or compensate for the 

cost of CCS projects is to couple it with microbial enhanced oil recovery (MEOR) projects. MEOR 

consists of injecting selected microbial nutrients into depleted oil reservoirs to stimulate the activity of 

indigenous microbes whose metabolic products enhance the oil recovery. A new method (CO2-MEOR), 

which combines the injection of CO2 and stimulating nutrients has been proposed to biogenically 

convert CO2 and oil to CH4 in depleted oil reservoirs (Vilcáez, 2015a, b). The formed CH4 in depleted 

oil reservoirs can be recovered more easily than oil, and its commercialization as energy source might 

reduce or compensate for the cost of CCS projects. Preliminary experimental and numerical simulation 

studies have shown that a CO2-MEOR method is possible in principle. However, this method would 

not be of general application because it depends on hydrogeological, geochemical, and microbiological 

mailto:vilcaez@okstate.edu
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conditions that are different in each depleted oil reservoir. One way to screen potential of depleted oil 

reservoirs to implement CO2-MEOR is to perform numerical simulation studies.  

Most numerical simulation studies on MEOR have focused on the microbiological formation 

of biopolymers, biosurfactants, biomass (microbial cells), and fatty acids which enhance the mobility 

of oil by reducing the viscosity and interfacial tension of oil against water (Azadpour et al., 1996; 

Giangiacomo and Dennis, 1997; Nemati et al., 2001), and/or by increasing or reducing the 

porosity/permeability of target zones containing oil (Brown et al., 2000; Vilcáez et al., 2013). The 

biogenic formation of CO2-CH4-H2S-N2 gases mixtures, which can happen in depleted oil reservoirs 

inhabited by fermentative, sulfate reducing, methanogenic, and denitrifying microbes is usually 

neglected in numerical simulation studies of MEOR. Including the biogenic formation of CO2-CH4-

H2S-N2 gas mixtures is particularly important in simulations of CO2-MEOR to determine how much, 

how fast, and where valuable hydrocarbon gases (CH4), and souring gases (H2S) will accumulate in the 

reservoir (Hitzman et al., 2004). This is because the dissolution of the injected and the biogenically 

formed gases can significantly change the chemical composition and pH of the aqueous phase, which 

in turn can have a large impact on the activity of the targeted microbial species. MEOR methods that 

rely on biogenic formation of N2 gas to restore pressure in depleted oil reservoirs have been proposed 

before (Nuryadi et al., 2011). Accounting for the solubility of CO2-CH4-H2S-N2 gas mixtures in brine 

will also allow to determine to which degree the biogenically formed gases can restore pressure.  

Two thermodynamic models are widely employed to predict the solubility of gas mixtures in 

water and brine. They differ in the thermodynamic properties used to represent the equilibrium 

condition of each compound in the gas and aqueous phase. In the first model, called fugacity-activity 

model, the equilibrium condition of each compound is expressed in terms of gas phase fugacity 

coefficients and liquid phase activity coefficients. In this case, the fugacity coefficients are calculated 

using an equation of state (EOS), whereas activity coefficients are calculated using an activity model. 

In the second method, called fugacity-fugacity method, the equilibrium condition of each compound in 
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the gas and aqueous phase is expressed in terms of gas and liquid fugacity coefficients. In this case, 

both fugacity coefficients are calculated using an EOS that needs iterative estimation of K-value at each 

time step and at each grid. Because the fugacity-activity model can be solved using a non-iterative 

method, this thermodynamic model is preferred over the fugacity-fugacity model that requires an 

iterative method for its solution.  

Numerous non-iterative fugacity-activity models have been proposed to predict the solubility 

of pure CO2 in water and brine (Duan and Sun, 2003; Duan et al., 2006; Hou et al., 2013; Mao et al., 

2013; Spycher and Pruess, 2005; Spycher et al., 2003; Yan et al., 2011; Zhao et al., 2015). This is not 

the case of CO2-H2S-CH4-N2 gas mixtures, for which very few non-iterative fugacity-activity models 

have been proposed. Zirrahi et al. (2010) developed a non-iterative fugacity-activity model to predict  

the phase equilibrium behavior of acid gas mixtures (CO2-H2S-CH4), and water and brine. However, 

the method is not accurate in predicting CO2 and H2S solubility in the aqueous phase. Most proposed 

models to predict the solubility of gas mixtures are iterative models that requires solving Rachford-

Rice equation (Eq. A1). For instance,  Ziabakhsh-Ganji and Kooi (2012) developed an iterative 

fugacity-activity model to predict CO2-N2-H2S-CH4-SO2 gas mixtures solubility in brine. In this model, 

fugacity coefficients in the gas phase are calculated using Peng-Robinson (PR) EOS, whereas activity 

coefficients in the aqueous phase are reproduced based on Pitzer formalism and Henry’s law. Similarly, 

Li et al. (2015) presented an iterative fugacity-fugacity model to calculate the mutual solubility of a gas 

mixtures (CO2-SO2-H2S-CH4-N2) in brine for a wide range of pressures, temperatures, and salinity 

conditions. These two models use Rachford-Rice equation whose iterative solution requires 

information on the initial feed of each compound including H2O (zi in Eq. A1) in the mixture. The use 

of Rachford-Rice equation makes models inefficient for implementation in reactive transport 

simulation programs because additional iterations would be required for its solution. Li et al. (2014) 

compared the performance of  the fugacity-fugacity and fugacity-activity models in predicting the 
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solubility of CO2-H2S-CH4 gas mixtures in brine. They confirmed that fugacity-activity models are 

more time efficient than fugacity-fugacity models. 

Typical temperatures of conventional sandstone and carbonate oil reservoirs at depths shorter 

than 3000 m are within 50 – 95 °C (Millikan, 1941). Taking into account that successful field scale 

MEOR operations have been reported for reservoirs of temperatures as high as 92.2 °C (Strappa et al.), 

and that methanogenic microbes are capable of growing at temperatures ranging from 0 °C to 110 °C 

(Goodchild et al., 2004; Huber et al., 1989), the temperature range considered relevant to CO2-MEOR 

in this work is within 0 – 100 °C.   

Possible concentration ranges for individual gases in CO2-CH4-N2-H2S gas mixtures in 

depleted oil reservoirs subjected to CO2-MEOR are expected to be highly variable depending on the 

geological, geochemical and microbiological condition of the depleted oil reservoir. Under appropriate 

conditions, CO2 is expected to have the highest concentration, followed by CH4 and H2S. Therefore, 

the proposed non-iterative method in this work will be tested using experimental data of gas mixtures 

containing highest concentrations of CO2. 

This work introduces a new non-iterative fugacity-activity model to predict the solubility of 

CO2-CH4,-H2S-N2 gas mixtures in water and brine that does not require solving Rachford-Rice 

equation. This model is simple enough to be readily incorporated into multiphase and multicomponent 

reactive transport programs that account for kinetic microbial reactions taking place in the aqueous 

phase. The proposed model is solved using the Predictive-Peng-Robinson 1978 (PPR78) EOS and 

Peng-Robinson (PR) EOS to calculate fugacity coefficients in the gas phase. The use of the PPR78 

EOS in an iterative fugacity-fugacity model resulted in accurate predictions of CO2-CH4-N2-H2S gas 

mixture solubilities in brine (Privat and Jaubert, 2014). This is attributed to the property that binary 

interaction parameters in PPR78 EOS is a function of temperature and can be estimated for any mixture 

containing alkanes, aromatics and naphthalenes using critical temperatures, critical pressures, and 
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acentric factors of pure compounds (Vitu et al., 2008). This approach greatly reduces the need for 

experimental data. The PPR78 EOS has not been used before in a non-iterative fugacity-activity model 

to predict the solubility of CO2-CH4-H2S-N2 gas mixtures in brine at temperatures, pressures and 

composition conditions relevant to MEOR.  

For simplicity and comparison purposes, in this work the proposed non-iterative model solved 

using PPR78 EOS will be referred to as model 1 whereas the same model solved using PR EOS will be 

referred to as model 2. In both models activity coefficients of aqueous species are calculated based on 

Henry’s law and Pitzer correlation.  

In the following sections, first the proposed non-iterative fugacity-activity model for predicting 

the solubility of CO2-CH4-H2S-N2 gas mixtures in brine will be introduced. Then, the performance of 

the proposed model is evaluated using experimental data of solubility of pure CO2 and CO2-H2S-CH4, 

CO2-H2S, CO2-CH4, and CO2-N2 gas mixtures in water and brine. The performance of the proposed 

models will also be evaluated in comparison with the performance of an iterative fugacity-activity 

model that uses Rachford-Rice equation. This later model will be referred to as model 3.  

2.3. Thermodynamic model 

In a system with gas and liquid phases at equilibrium, the fugacity of each compound in the 

gas phase (fi
g) is equal to the fugacity of that compound in the liquid phase (fi

l): 

g l

i if = f            (1)
 

For the gas phase, fi
g can be expressed as: 

g

i i if =  P y            (2) 



11 
 

where P is the total pressure in the system, and ϕi and yi are the fugacity coefficient and molar fraction 

of each compound in the gas phase, respectively. For the liquid phase (because of the relatively low 

solubility of CO2 ,H2S, CH4 and N2 gases and its nonionic character in the aqueous phase and 

considering the effect of salinity in the solubility of gases) fi
l can be expressed as (Spycher and Pruess, 

2005): 

i i

l

i if = h γ x            (3) 

where hi is Henry’s constant, γi is the activity coefficient, and xi is the molar fraction of each compound 

in the liquid phase. Equating fugacities gives: 

i i i i ih γ x = P y            (4) 

which can be rearranged to obtain Ki as follows: 

i i i
i

i i

y h γ
K =

x P
           (5) 

where Ki is the phase equilibrium constant of compound i in Rachford-Rice equation. In the proposed 

model, except for H2O, Ki values of CO2, H2S, CH4 and N2 in the system are calculated using Eq. (5). 

Ki for H2O is calculated using the relation proposed by Spycher et al. (2003): 

 0

H2O H2O
H2O

H2O H2O

P 1 18.18y K
K = = exp

x f P RT

  
 
 

       (6) 

where KH2O
0 is the equilibrium constant of H2O at the reference pressure of 1 bar, R is gas constant, 

and T is temperature in Kelvin. The approach of Spycher et al. (2003) is used to calculate KH2O
0: 



12 
 

 0 -2 -4 2 -7 3

H2O θlog K = 2.209 3.097×10 1.098×10 2.048 10θ θ       (7) 

where θ is temperature in Celsius.  

In the proposed model, the molar fraction of H2O in the gas phase (yH2O) is calculated using the 

following equation:  

 

i

i
H2O

i

H2O i

y
1

K
y =

y1

K K








          (8) 

This equation is similar to that proposed by Spycher et al. (2003) to predict the solubility of pure CO2 

in brine:  

CO2
H2O

H2 CO2O

1
1

y =
1 1

K

K

K





          (9) 

Note that the application of Eq. (8) to a pure CO2-brine system produces Eq. 9 of Spycher et al. (2003). 

In the proposed equation in this work (Eq. (8)), yi is the initial molar fraction of CO2, H2S, CH4 and N2 

in the gas phase. The calculated yH2O (Eq. (8)) is used to correct the molar fractions of CO2, H2S, CH4 

and N2 in the gas phase using the following normalization equation: 

2

n i
i

H O

y
y =

1 y
                     (10) 

where yi
n is the normalized molar fractions of CO2, H2S, CH4, and N2 in the gas phase. This 

simplification has not been used before and might result in loss of accuracy due to the lack of inclusion 
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of the binary interactions parameters for H2O-CO2, H2O-H2S, H2O-CH4 and H2O-N2. However, because 

temperature and pressure conditions relevant to MEOR do not result in high H2O solubility in the gas 

phase, it is safe to assume that the omission of the effect of H2O in the calculation of gas fugacity 

coefficients will not result in a significant loss of accuracy in predicting the solubility of CO2-H2S-CH4-

N2 gas mixtures in brine. Following this procedure, the equilibrium molar fractions of all compounds 

including H2O in brine can be directly calculated from the equation: 

n

i
i

i

y
x =

K
                      (11) 

where xi is the molar fraction of dissolved compounds in the aqueous phase, and yi
n calculated from 

Eq. (10) is the molar fraction of each compound in the existing or injected mixture of gases. Activity 

coefficients of dissolved gases in the aqueous phase are calculated following the approach of 

Ziabakhsh-Ganji and Kooi (2012) who proposed to use the correlation of Pitzer (1973): 

i c i-Na a i-Cl a c i-Na-Cl

c a c a

lnγ 2m λ 2m λ 2m m ξ                     (12) 

where mc and ma are anion and cation molalities, respectively, λi-Na and ξi-Na-Cl are second and third 

order interaction parameters that depend on pressure and temperature, λi-Cl is assumed to equal zero in 

most previous studies (Duan and Sun, 2003; Li et al., 2014; Ziabakhsh-Ganji and Kooi, 2012), and λi-

Na and ξi-Na-Cl are calculated using the following equation: 

3 5 8
1 2 4 6 7 9 102 2

c c c PP T P
Par(T,P)=c c T c P c c c Tln(P) c

T P T P 630 T T
        


               (13) 

where Par (T, P) is either λi-Na or ξi-Na-Cl, T is temperature in Kelvin, and P is pressure in bar. Values of 

c1 through c10 for λi-Na and or ξi-Na-Cl are presented in Table 2.1 and 2.2, respectively. 
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Table 2.1. Second order interaction parameters (Ziabakhsh-Ganji and Kooi, 2012) 

Constant λCO2-Na λH2S-Na λN2-Na  λCH4-Na 

c1 −0.0652869 1.03658689 −2.0939363 −5.7066455E−01 

c2 1.6790636E−04 −1.1784797E−03 3.1445269E−03 7.2997588E−04 

c3 40.838951 −1.7754826E+02 3.91E+02 1.52E+02 

c4 0 −4.5313285E−04 −2.9973977E−07 3.1927112E−05 

c5 0 0 0 0 

c6 −3.9266518E−02 0 −1.5918098E−05 −1.6426510E−05 

c7 0 0 0 0 

c8 2.1157167E−02 0 0 0 

c9 6.5486487E−06 0 0 0 

c10 0 0.47751650E+02 0 0 

Table 2.2. Third order interaction parameters (Ziabakhsh-Ganji and Kooi, 2012) 

Constant ξCO2-Na-Cl ξH2S-Na-Cl ξN2-Na-Cl ξCH4-Na-Cl 

c1 −1.144624E−02 −0.010274152 −6.3981858E−03 −2.9990084E−03 

c2 2.8274958E−05 0 0 0 

c3 0 0 0 0 

c4 0 0 0 0 

c5 0 0 0 0 

c6 1.3980876E−02 0 0 0 

c7 0 0 0 0 

c8 −1.4349005E−02 0 0 0 

c9 0 0 0 0 

c10 0 0 0 0 

 

Henry’s constant (hi) of dissolved gases in the aqueous phase are calculated using the 

correlation of Akinfiev and Diamond (2003) which was subsequently employed by Ziabakhsh-Ganji 

and Kooi (2012). It is noteworthy that this correlation is valid for infinite dilution as expressed by: 

  0 0 0

i H2O H2O H2O

H2O

RT
lnh = 1 η lnf ηln ρ 2ρ ΔB

Mw

 
   

 
 (14) 

where T is temperature in Kelvin, η is a constant for each gas dissolved in water, MwH2O is molecular 

mass of water, fH2O
0 is the fugacity, and ρH2O

0 is the density of pure water which are calculated using 

Fine and Millero (1973) correlation (Eqs. (A4 – A8)), and ∆B represents the difference in interaction 
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between dissimilar molecules and that between identical solvent molecules. ∆B is determined from the 

following equation: 

0.5
310

ΔB=τ β
T

 
  

 
  (15) 

where τ (cm3g-1) and β (cm3K0.5g-1) are adjustable parameters. The values of η, τ and β are listed in 

Table 2.3. 

Table 2.3. Parameters for Henry’s constant (Ziabakhsh-Ganji and Kooi, 2012) 

Gas  Η τ β 

CO2 −0.114535 −5.279063 6.187967 

H2S 0.77357854 0.270494 0.275434 

CH4 −0.092248 −5.779280 7.26273 

N2 −0.008194 −5.175337 6.906469 

 

Fugacity coefficients (ϕi) in both PPR78 EOS and PR EOS are calculated from the following 

fugacity equation: 

   
 

j ij

i i 2
i

2 1

N

j

1

=1

2 y
b b Z+δ BA

ln = Z 1 ln Z B ln
b B δ δ b Z+δ B

a

a


  
  

             
 
 


 (16) 

where δ1 is   1 2  , δ2 is 1 2 . The ai, bi and mi parameters of pure components in the mixture 

are calculated from: 
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  (17) 

here Pc, Tc and ωi are the critical pressure, critical temperature and acentric factor of pure compounds, 

respectively.  

The a and b parameters of the mixture gas are obtained by applying classic mixing rules widely 

employed in oil reservoir simulation software: 

 

N N

i j ij

i=1 j=1

N

i i

i=1

ij i j ij

y y

b y b

1 k

a a

a a a









  





   (18) 

where N denotes the number of compounds in the mixture, and kij the binary interaction parameter 

between binary pairs in the mixture. The difference between PPR78 EOS and PR EOS is in the way the 

binary interaction parameters (kij) between the binary pairs i and j is calculated. Binary interaction 

parameters are the single most important parameter in both PPR78 EOS and PR EOS that affects phase 

equilibrium predictions of multicomponent systems.  

In PPR78 EOS, kij is temperature dependent through the application of the following group 

contribution expression: 
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where T is temperature in Kelvin. Aij and Bij are group interaction parameters. Their estimated values 

for mixed CO2, CH4, H2S, N2 and H2O gases are listed in Table 2.4. 

Table 2.4. Group interaction parameters for PPR78 EOS in bar (Aij=Aji, and Bij=Bji) (Privat and 

Jaubert, 2014) 

Gas CO2 H2S N2 CH4 H2O 

CO2 0 -  - - - 

H2S A=1349 0 - - - 

B=2014 

N2 A=984.2 A=3195 0 - - 

B=2214 B=5501 

CH4 A=1373 A=1812 A=379 0 - 

B=1942 B=2889 B=372 

H2O A=5593 A=6039 A=25740 A=22650 0 

B=2779 B=5991 B=54900 B=47220 

 

In PR EOS, kij are constant values determined directly by minimizing the difference between 

predicted and experimental data. kij values for mixed CO2, CH4, H2S, N2 and H2O gases are listed in 

Table 2.5.  

Table 2.5. Binary interaction parameters for PR EOS (kij=kji) 

Gas CO2 H2S N2 CH4 H2O 

CO2 0 - - - - 

H2S 0.099a 0  - - 

N2 -0.007a 0 0 - - 

CH4 0.1a 0.084b 0 0 - 

H2O 0.19014c 0.105c 0.32547c 0.47893c 0 
a extracted from Li and Yan (2009) 
b extracted from Kontogeorgis et al. (2006) 
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c extracted from Ziabakhsh-Ganji and Kooi (2012) 

 

Finally, Z in Eq. (16) is the compressibility factor calculated from the following cubic equation:  

     3 2 2 2 3Z 1 B Z + A 2B 3B Z AB B B =0        (20) 

which is derived from the general form of Peng-Robinson EOS for mixtures: 

 
 

   
i

i i i i

TRT
P T,v =

v b v v b b v b

a


   
  (21) 

where the dimensionless parameters A and B are defined as: 

 
2

P
A=

RT

a
  (22) 

bP
B=

RT
  (23) 

Z can be can be easily determined from Eq. (20) either analytically or numerically. It may have 

three roots, in which case the intermediate root is ignored and the one that gives the lowest Gibbs energy 

difference is selected as the correct root. The Gibbs energy difference at two roots Zg and Zl is 

determined from (Danesh, 1998): 
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 (24) 

where Zg and Zl are the maximum and minimum roots, respectively. If Gibbs energy difference is 

positive, Zl is selected, otherwise, Zg is considered the correct root that should be used in Eq. (16).  

 

Fig. 2.1. Flow chart of calculation procedure 

The calculation of gas fugacity coefficients using PPR78 EOS and PR EOS is accomplished 

assuming that the mole fraction of H2O in the gas phase (yH2O) is zero. This assumption yields a non-

iterative procedure which is time efficient compared with iterative procedures that relay on Rachford-
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Rice equation (Spycher and Pruess, 2005; Spycher et al., 2003). The proposed calculation procedure is 

outlined in Fig. 2.1. 

2.4. Results and discussion 

Experimental data used to test the performance of models 1 and 2 correspond to temperatures 

from 35 to 120°C and pressures from 30 and 300 bar. These temperature and pressure ranges correspond 

to oil reservoir conditions where microbial activity can be used to enhance the recovery of oil. 

Deviations between calculated and measured values are expressed in terms of the absolute 

relative deviation percentage (ARD%): 

exp cal

exp

x x
ARD%= 100

x

 
 
 
 

                    (25) 

and in terms of the average absolute relative deviation percentage (AARD%): 

exp cal

exp

exp

x x1
AARD%= 100

N x

 
 
 
 

                   (26) 

where xexp and xcal are the experimental and calculated molar fractions of the gas, respectively, and Nexp 

is the number of data points.  

Pure CO2  

Table 2.A2 contains ARD% between experimental and predicted solubility values of CO2 in 

water. Experimental solubility values were collected from 29 references and correspond to CO2-poor 

gas phase in equilibrium with pure water. The AARD% between experimental and predicted solubility 

values for models 1 and 2 are 4.08 and 3.98, respectively. These were calculated using 306 data points. 

These values indicate that both models 1 and 2 achieve good predictions for the solubility of a CO2-

poor gas phase in water at temperature and pressure ranges relevant to MEOR. 
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Table 2.A3 contains ARD% between experimental and predicted solubility values of H2O in 

CO2-rich gas phase. Experimental data were collected from 12 references and correspond to pure CO2 

gas phase in equilibrium with pure water. It is found that model 2 is capable of reproducing 

experimental data of H2O solubility in pure CO2 with good precision as indicated by the AARD% of 

6.14. Model 1 was successful in the regeneration of experimental data of H2O solubility in pure CO2 

for pressures lower than 50 bar. However, this model overestimated H2O solubility in the gas phase for 

higher pressures. The AARD% of H2O solubility in the gas phase for model 1 is 137.09. 

Table 2.A4 contains ARD% between experimental and predicted solubility values of CO2 in 

brine with NaCl molality of 0.0172-6 m. Predicted solubility values with models 1 and 2 are in good 

agreement with experimental data for temperature and pressure conditions relevant to MEOR. For 

instance, for a NaCl molality of 0.0172, the AARD% for models 1 and 2 are 4.47 and 5.56, respectively, 

and for a higher NaCl molality of 0.172 the AARD% for models 1 and 2 are 3.86 and 4.49, respectively. 

The AARD% for both models increases with increasing temperature. For instance, for a NaCl molality 

of 0.0172, the ARD% between experimental and predicted solubility values at 60°C and 80°C for model 

1 increases from 0.42 to 1.45, whereas for model 2 it increases from 6.93 and 8.0. At higher NaCl 

molalities, ARD% between experimental and predicted solubility values generally decreases with 

increasing temperature.  

Models 1 and 2 have been proven to have acceptable accuracy in reproducing experimental 

solubility values of CO2 in water and brine. Subsequently, this work tests the validity of the proposed 

model in predicting the solubility of CO2-CH4-H2S-N2 gas mixtures in water and brine. For this, the 

solubility predictions obtained with models 1 and 2 are compared against experimental data on the 

solubility CO2-H2S-CH4, CO2-H2S, CO2-CH4, and CO2-N2 gas mixtures in water and brine. It is also 

compared with solubility predictions obtained with the model proposed by Ziabakhsh-Ganji and Kooi 

(2012) which is referred to as model 3 in this work. Model 3 uses the Rachford-Rice equation that 

requires an iterative approach to be solved. 
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Table 2.6. Absolute Average Relative Deviation (AARD %) between experimental and calculated 

solubilities in the aqueous phase 

Reference Component AARD% 

Model 2 Model 1 Model 3 

Huang et al. (1985) CO2 4.17 3.94 4.18 

H2S 26.60 27.89 24.04 

CH4 11.35 10.80 10.12 

H2O 15.54 57.71 6.77 

Dhima et al. (1999) CO2 6.28 7.50 - 

CH4 4.70 4.49 - 

Al Ghafri et al. (2014) CO2 6.48 6.40 - 

CH4 34.79 34.81 - 

H2O 33.06 32.72 - 

Foltran et al. (2015) H2O 11.40 161.14 - 

Savary et al. (2012) H2S 6.36 6.50 - 

 

CO2-CH4-H2S 

Published experimental data of CO2-CH4-H2S-N2 gas mixtures solubility in brine is scarce. 

Hence, experimental data of CO2-CH4-H2S gas mixtures solubility in water reported by Huang et al. 

(1985)  is used to test models 1, 2 and 3. This experimental data includes information on the initial feed 

of each compound, including H2O in the mixture, which is needed to solve Rachford-Rice equation 

used by model 3. Fig. 2.2 compares experimental and predicted solubility values of CO2, H2S and CH4 

in water at 37.8-107°C and 40-180 bar. The AARD% between experimental and predicted solubility 

values for models 1, 2 and 3 are summarized in Table 2.6. All three models predicted similar solubility 

values for CO2, H2S and CH4 in water, confirming the feasibility of using a non-iterative approach 

instead of an iterative approach to predict the solubility of gas mixtures in water at temperature and 

pressure conditions relevant to MEOR. Because it uses iterative approach, model 3 gives slightly better 

results than models 1 and 2, which use a non-iterative approach. However, the difference is insignificant 

given the exhausting computational requirement of model 3.  
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A comparison between the performance of model 1 and 2 shows that model 1 better predicts 

the solubility of gas mixtures in water than model 2. The AARD%s of CH4 and H2S in water for model 

1 are 9.45 and 15.79 at 37.8 °C, and 12.15 and 39.98 at 107.2 °C, respectively. Differently, the AARD% 

of CH4 and H2S in water with model 2 are 10.04 and 13.36 at 37.8 °C, and 12.67 and 39.84 at 107.2 

°C, respectively. Both models underestimated the solubility of CH4 and overestimated the solubility of 

H2S in pure water. Comparisons show that as temperature increases, the accuracy of both models in 

predicting CH4 and H2S solubility in pure water decreases. 
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Fig. 2.2. Comparison between experimental (Huang et al., 1985) and predicted CO2-H2S-CH4 gas 

mixture solubility in water. (a) CO2 solubility in the aqueous phase at 37.8°C and 107.2°C; (b) H2O 

solubility in the gas phase at 37.8°C and 107.2°C; (c) H2S solubility in the aqueous phase at 37.8°C; 

(d) H2S solubility in the aqueous phase at 107.2 °C; (e) CH4 solubility in aqueous phase at 37.8 °C; (f) 

CH4 solubility in aqueous phase at 107.2 °C.  

 

CO2-CH4 

The experimental solubility values of CO2-CH4 gas mixtures in water at 71°C and 100-1000 

bar reported by Dhima et al. (1999), and at 50-100°C and 19-180 bar reported by Al Ghafri et al. (2014) 

are compared with solubility values of CO2-CH4 gas mixtures predicted with models 1 and 2. 

Figs. 2.3a and 2.3b compare experimental and predicted solubility values of CO2 and CH4 in 

water at 71°C and 100-1000 bar. Within this high pressure range, predicted solubility values obtained 

with models 1 and 2 are almost identical and showed high accuracy. Model 1 predicted the solubility 

of CO2 and CH4 in water with an AARD% of 7.50 and 4.49, respectively, and model 2 predicted the 

solubility of CO2 and CH4 in water with an AARD% of 6.28 and 4.70, respectively. 

Figs. 2.3c-f compare experimental and predicted solubility values of CO2-CH4 gas mixtures in 

water at 50-100°C and 19-180 bar.  A comparison between experimental and predicted solubility values 

of CO2 in water obtained with models 1 and 2 within this low pressure range, shows a high accuracy of 



25 
 

both models to predict the solubility of CO2 in water. Models 1 and 2 predicted CO2 solubility in water 

with an AARD% of 6.19 and 6.43, respectively. However, the accuracy of both models to predict the 

solubility of CH4 in water decreased for this low pressure range. Both model 1 and 2 predicted CH4 

solubility in water with an AARD% of 29.3. The AARD% for H2O solubility in the gas phase for 

models 1 and 2 within this low pressure range are 42.49 and 32.64, respectively. 

Because pressure conditions in depleted oil reservoirs fall within the high pressure range (up 

to 1000 bar), it is expected that the proposed model will be suitable to predict the solubility of CO2-

CH4-H2S-N2 gas mixtures in brine in reactive transport simulations of MEOR. 
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Fig. 2.3. Comparison between experimental and predicted CO2-CH4 gas mixtures solubility in water. 

(a) and (c) CO2 solubility in aqueous phase; (d) H2O Solubility in the gas phase; (b), (e) and (f) CH4 

solubility in water. Experimental data for (a) and (b) are from Dhima et al. (1999), other experimental 

data are from Al Ghafri et al. (2014). 

 

CO2-N2 

Experimental data of H2O solubility in CO2-N2 gas mixtures at 41°C and 80-190 bar was 

reported by Foltran et al. (2015). Fig. 2.4 compares experimental and predicted H2O solubility values 

at two different CO2-N2 gas mixture compositions. Model 2 reproduced H2O solubility data with an 

AARD% between the calculated and experimental solubilities of 11.40. Model 1 overestimated the 

solubility of H2O in the gas phase. These results confirm that the proposed model solved using PPR78 

EOS to calculate fugacity coefficients in the gas phase (model 1) is not suitable to predict the solubility 

of H2O in CO2-CH4-H2S-N2 gas mixtures. 
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Fig. 2.4. Comparison between experimental (Foltran et al., 2015) and predicted H2O solubility in a 

CO2-N2 gas mixture phase. 

 

CO2-H2S 

Experimental solubility values of CO2-H2S gas mixtures in water at 120°C, 86-350 bar, were 

reported by Savary et al. (2012). These experimental solubility values are compared with solubility 

values predicted with models 1 and 2 (Fig. 2.5). A very good agreement between experimental and 

predicted solubility values of CO2 in water were obtained with both models. The AARD% between 

experimental and calculated solubility values for both models is 6.4% (Table 2.6). Both models 

predicted the solubility of H2S in water with an AARD% of around 30. This indicates the lack of 

accuracy of both models to predict the solubility of H2S in water at high H2S concentration conditions. 
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Fig. 2.5. Comparison between experimental (Savary et al., 2012) and predicted CO2-H2S gas mixtures 

solubility in water. (a) CO2 solubility in aqueous phase; (b) H2S solubility in aqueous phase 

2.5. Conclusions 

A new non-iterative fugacity-activity thermodynamic model to predict the solubility of CO2-

CH4-H2S-N2 gas mixtures in water and brine has been proposed. Gas phase fugacity coefficients (ϕi) in 

the proposed model were calculated using PPR78 EOS (model 1) and PR EOS (model 2). Comparisons 

between experimental and predicted solubility values at temperature and pressure conditions relevant 

to MEOR have shown that: 

 The proposed model predicts the solubility of pure CO2 in water and brine of salinity up to 2.5 m 

NaCl. Up to this salinity level, predictions of CO2 solubility with the proposed model are accurate 

using either PPR78 EOS or PR EOS to calculate ϕi. The proposed model using PR EOS to calculate 

ϕi accurately predicts H2O solubility in CO2-rich phases. However, the proposed model using 

PPR78 EOS to calculate ϕi leads to inaccurate predictions of H2O solubility in CO2-rich phases. 

Inaccuracy increases with increasing temperature, pressure and salinity.  

 The proposed model’s predictions of CO2-CH4-H2S gas mixtures solubility in water are good and 

are almost identical using either PPR78 EOS or PR EOS to calculate ϕi. However, similar to the 
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predictions of pure CO2 solubility in water, the proposed model using PPR78 EOS to calculate ϕi 

(model 1) overestimates H2O solubility in CO2-CH4-H2S gas mixtures.  

 Comparisons of the proposed model’s predictions of CO2-CH4-H2S gas mixtures solubility in water 

against predictions obtained with an iterative fugacity-activity model have shown that the proposed 

non-iterative model using PR EOS to calculate ϕi can be used as substitute for iterative fugacity-

activity models that relies on the solution of Rachford-Rice equation.  

 PR EOS that uses calibrated constant binary interaction parameters to calculate ϕi in the proposed 

model leads to better predictions of CO2-CH4-H2S, CO2-CH4, CO2-N2, and CO2-H2S gas mixtures 

solubility in water than PPR78 EOS that used temperature and composition dependent binary 

interaction parameters to calculate ϕi. As such, it is recommended that the proposed model be used 

with ϕi calculated using PR EOS.  

 Most experimental data used in this work are for pure gas and gas mixtures solubility in water. 

Nonetheless, it is expected that the proposed model will be equally suitable in reproducing 

experimental data of CO2-CH4-H2S-N2 gas mixtures solubility in brine. This is because the activity 

correlations used in the proposed model include the effect of salinity, and binary interaction 

parameters of PR EOS can always be recalibrated using new experimental data if necessary. 

The injected and biogenically formed gases in depleted oil reservoirs can dissolve in both the aqueous 

and oil phases. The partitioning of gases between the aqueous and oil phases can be included in a 

simulation program by including one additional experimental or empirical correlation describing the 

solubility of each individual gas in the oil phase. However, this correlation would need to be solved 

simultaneously with the thermodynamic model describing the solubility of gases in the aqueous phase. 
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2.6. Appendix A 

Flash calculations using PR EOS are performed to predict gas-liquid equilibrium conditions. 

These calculations relays on the solution of Rachford-Rice equation (Eq. A1) where the total mole 

fraction (zi) of each compound must be known beforehand: 

N
i i

V
i=1 i

z (K 1)
=0

1+(K 1)n




                      (A1) 

The solution of Rachford-Rice equation yields the mole fraction of the gas phase (nV) in 

equilibrium with the liquid phase. Equilibrium constant of compound i in Rachford-Rice equation are 

calculated from Eqs. (5) and (6) at given temperature and pressure conditions. Then, the mole fraction 

of each compound in the liquid and gas phases is determined using following equations: 

i
i V

i

z
x =

1 (K 1)n 
                      (A2) 

i i
i V

i

K z
y =

1 (K 1)n 
                      (A3) 

 In the proposed model, Fine and Millero (1973) correlation is used to determine the fugacity 

and density of pure water: 

0
0

2

1 2

1 V P
=V

ρ B A P A P


 
                     (A4) 

3
0

3 6 2 9 3 12 4 15 5

1 18.1597 10 θ
V =

0.9998 18.2249 10 θ 7.9222 10 θ 55.4485 10 θ 149.7562 10 θ 393.2952 10 θ



    

 

         

 (A5) 

2 -2 3 -5 419654.32 147.037θ 2.2155θ 1.0478×10 θ 2.2789×10 θB=                   (A6) 
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3 4 2 6 3 9 4

1A =3.2891 2.391 10 θ 2.8446 10 θ 2.82 10 θ 8.477 10 θ                          (A7) 

5 6 8 2 10 3 12 4

2A =6.245 10 3.913 10 θ 3.499 10 θ 7.942 10 θ 3.299 10 θ                           (A8) 

where θ is temperature in Celsius, and ρ is the density of pure water in cm3g-1. The fugacity of H2O is 

calculated using the approach proposed by King et al. (1992): 

H O2

0 s
s

18.0152 P P
f =P exp

ρ T

×( )

R

 
 
 

                    (A9) 

where Ps is obtained using the correlation of Shibue (2003): 

1.5 3 3.5 4 7.5

s c
1 2 3 4 5 6

c c c c c c c

(
P T T T T T T T

ln 1 1 1 1 1 1
P T T T T T T

)
T

a a a a a a
            
                       
             

 (A10) 

Values of 1a  to 6a  is reported in Table 2.A1. 

Table 2.A1. Constants for Equation A10 

Constant 1a  2a  3a  4a  5a  6a  

 −7.8595178 1.8440825 −11.786649 22.680741 −15.9618719 1.8012250 

 

Table 2.A2. Experimental data of CO2 solubility in pure water and calculated ARD% values 

Temp 

°C 

Pressure 

(bar) 

XCO2 

Mole% 

ARD% 

Model-2 

ARD% 

Model-1 

Reference 

35.00 50.70 1.754 0.582 0.498 Wiebe and Gaddy (1940) 

35.00 76.00 2.189 0.511 0.766 Wiebe and Gaddy (1940) 

35.00 101.30 2.288 0.072 1.352 Wiebe and Gaddy (1940) 

35.00 152.00 2.394 0.849 1.445 Wiebe and Gaddy (1940) 

35.00 202.70 2.495 0.714 2.125 Wiebe and Gaddy (1940) 

35.00 39.20 1.083 36.418 36.332 Sander (1912) 

35.00 39.20 1.306 13.124 13.054 Sander (1912) 
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35.00 49.00 1.381 24.960 24.860 Sander (1912) 

35.00 49.00 1.604 7.587 7.501 Sander (1912) 

35.00 58.80 1.663 16.031 15.907 Sander (1912) 

35.00 58.80 1.430 34.936 34.793 Sander (1912) 

35.00 68.60 1.968 6.159 5.992 Sander (1912) 

35.00 68.60 1.824 14.540 14.360 Sander (1912) 

35.00 78.50 2.127 3.426 3.065 Sander (1912) 

35.00 40.90 1.574 3.201 3.264 Liu et al. (2011) 

35.00 60.80 2.035 3.409 3.520 Liu et al. (2011) 

35.00 80.90 2.240 1.082 1.642 Liu et al. (2011) 

35.00 100.80 2.314 1.112 2.507 Liu et al. (2011) 

35.00 120.50 2.375 1.400 3.187 Liu et al. (2011) 

35.00 140.10 2.454 2.677 4.737 Liu et al. (2011) 

35.00 158.30 2.494 2.648 4.937 Liu et al. (2011) 

35.01 35.46 0.810 69.182 69.084 Vilcu and Gainar (1967) 

35.01 40.53 0.990 52.876 52.777 Vilcu and Gainar (1967) 

35.01 45.60 1.120 46.816 46.709 Vilcu and Gainar (1967) 

35.01 50.66 1.310 34.581 34.469 Vilcu and Gainar (1967) 

35.01 55.73 1.480 26.359 26.237 Vilcu and Gainar (1967) 

35.01 60.80 1.630 20.582 20.444 Vilcu and Gainar (1967) 

35.01 65.86 1.810 13.195 13.038 Vilcu and Gainar (1967) 

35.01 70.93 1.960 8.164 7.971 Vilcu and Gainar (1967) 

35.01 75.99 2.140 1.748 1.487 Vilcu and Gainar (1967) 

35.05 30.29 1.259 3.845 3.895 Valtz et al. (2004) 

35.05 40.05 1.563 4.075 4.136 Valtz et al. (2004) 

35.05 49.85 1.837 5.088 5.165 Valtz et al. (2004) 

35.05 59.49 2.033 4.543 4.647 Valtz et al. (2004) 

35.05 60.77 2.066 4.956 5.064 Valtz et al. (2004) 

35.05 69.72 2.229 5.659 5.816 Valtz et al. (2004) 

35.05 69.86 2.152 2.196 2.360 Valtz et al. (2004) 

35.05 70.29 2.221 4.979 5.142 Valtz et al. (2004) 

35.05 79.63 2.304 4.229 4.637 Valtz et al. (2004) 

37.71 73.09 2.017 2.232 2.031 Chapoy et al. (2004) 

40.00 50.70 1.609 0.575 0.478 Wiebe and Gaddy (1940) 

40.00 76.00 2.032 0.120 0.344 Wiebe and Gaddy (1940) 

40.00 101.30 2.186 0.290 0.840 Wiebe and Gaddy (1940) 

40.00 126.70 2.256 0.610 1.131 Wiebe and Gaddy (1940) 

40.00 152.00 2.308 1.048 1.113 Wiebe and Gaddy (1940) 

40.00 202.70 2.488 2.044 4.724 Wiebe and Gaddy (1940) 

40.00 100.00 2.070 5.680 4.535 Bando et al. (2003)  

40.00 150.00 2.230 4.375 2.173 Bando et al. (2003) 

40.00 200.00 2.340 3.932 1.117 Bando et al. (2003) 

40.05 46.67 1.639 6.735 6.817 Kiepe et al. (2002) 
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40.05 56.64 1.902 8.753 8.856 Kiepe et al. (2002) 

40.05 66.44 2.123 10.427 10.564 Kiepe et al. (2002) 

40.05 92.32 2.481 13.138 13.804 Kiepe et al. (2002) 

40.21 41.19 1.420 1.812 1.889 Chapoy et al. (2004) 

45.00 41.00 1.305 1.703 1.793 Liu et al. (2011) 

45.00 60.90 1.711 1.722 1.862 Liu et al. (2011) 

45.00 81.10 2.022 3.356 3.623 Liu et al. (2011) 

45.00 100.80 2.170 3.380 4.155 Liu et al. (2011) 

45.00 120.60 2.231 2.648 4.008 Liu et al. (2011) 

45.00 141.10 2.266 1.512 3.299 Liu et al. (2011) 

45.00 158.60 2.296 0.897 2.974 Liu et al. (2011) 

45.08 30.01 1.018 1.570 1.644 Valtz et al. (2004) 

45.08 39.69 1.293 3.287 3.374 Valtz et al. (2004) 

45.08 39.77 1.259 0.524 0.613 Valtz et al. (2004) 

45.08 49.52 1.508 2.619 2.726 Valtz et al. (2004) 

45.08 49.82 1.532 3.745 3.851 Valtz et al. (2004) 

45.08 59.78 1.720 3.428 3.563 Valtz et al. (2004) 

45.08 59.92 1.726 3.626 3.760 Valtz et al. (2004) 

45.08 69.23 1.895 4.590 4.763 Valtz et al. (2004) 

45.08 69.84 1.905 4.644 4.820 Valtz et al. (2004) 

45.08 79.33 2.031 4.791 5.035 Valtz et al. (2004) 

48.82 52.16 1.420 1.399 1.268 Chapoy et al. (2004) 

48.99 93.33 2.017 2.165 2.605 Chapoy et al. (2004) 

49.95 51.00 1.420 1.754 1.882 Koschel et al. (2006) 

49.95 105.30 2.000 1.514 0.761 Koschel et al. (2006) 

49.95 142.00 2.140 1.278 0.411 Koschel et al. (2006) 

49.95 202.00 2.270 1.973 0.632 Koschel et al. (2006) 

50.00 50.70 1.367 1.563 1.432 Wiebe and Gaddy (1939) 

50.00 76.00 1.779 0.183 0.055 Wiebe and Gaddy (1939) 

50.00 101.30 2.018 0.538 1.160 Wiebe and Gaddy (1939) 

50.00 126.70 2.106 0.582 0.763 Wiebe and Gaddy (1939) 

50.00 152.00 2.174 0.966 0.902 Wiebe and Gaddy (1939) 

50.00 202.70 2.289 1.169 1.422 Wiebe and Gaddy (1939) 

50.00 200.00 2.300 0.434 2.107 Tödheide and Franck (1963)  

50.00 68.20 1.651 1.738 1.542 Briones et al. (1987) 

50.00 75.30 1.750 1.355 1.119 Briones et al. (1987)  

50.00 87.20 1.768 7.550 7.179 Briones et al. (1987) 

50.00 101.30 2.081 3.549 4.152 Briones et al. (1987) 

50.00 122.10 2.096 0.283 0.944 Briones et al. (1987) 

50.00 147.50 2.215 1.466 3.210 Briones et al. (1987) 

50.00 147.50 2.207 1.109 2.859 Briones et al. (1987) 

50.00 176.80 2.262 0.188 2.417 Briones et al. (1987) 

50.00 101.33 1.980 1.380 0.745 D'souza et al. (1988) 
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50.00 152.00 2.100 4.523 2.590 D'souza et al. (1988) 

50.00 101.00 2.075 3.357 3.953 Dohrn et al. (1993)  

50.00 201.00 2.347 1.486 3.989 Dohrn et al. (1993) 

50.00 100.00 1.970 1.486 0.887 Bando et al. (2003) 

50.00 150.00 2.090 4.761 2.860 Bando et al. (2003) 

50.00 200.00 2.290 0.872 1.679 Bando et al. (2003) 

50.00 80.00 1.601 14.233 13.926 Portier and Rochelle (2005) 

50.00 80.00 1.658 10.270 9.974 Portier and Rochelle (2005) 

50.00 100.00 1.693 18.083 17.386 Portier and Rochelle (2005) 

50.00 120.00 1.952 7.290 6.036 Portier and Rochelle (2005) 

50.00 120.00 1.917 9.229 7.952 Portier and Rochelle (2005) 

50.00 100.00 1.999 0.013 0.577 Shagiakhmetov and Tarzimanov (1981) 

50.00 200.00 2.293 0.740 1.808 Shagiakhmetov and Tarzimanov (1981) 

50.00 35.00 1.029 2.024 1.926 Oleinik (cited in Namiot and Bondareva 

(1991)) 

50.00 50.00 1.357 1.318 1.189 Oleinik (cited in Namiot and Bondareva 

(1991)) 

50.00 75.00 1.773 0.140 0.371 Oleinik (cited in Namiot and Bondareva 

(1991)) 

50.00 100.00 2.014 0.732 1.317 Oleinik (cited in Namiot and Bondareva 

(1991)) 

50.00 130.00 2.130 0.047 1.462 Oleinik (cited in Namiot and Bondareva 

(1991)) 

50.00 160.00 2.216 0.028 1.955 Oleinik (cited in Namiot and Bondareva 

(1991)) 

50.00 33.00 0.996 0.516 0.422 Zel’vinskii (1937) 

50.00 33.01 0.977 2.506 2.410 Zel’vinskii (1937) 

50.00 33.21 1.016 0.944 1.037 Zel’vinskii (1937) 

50.00 33.23 0.986 2.141 2.045 Zel’vinskii (1937) 

50.00 47.42 1.273 4.000 3.873 Zel’vinskii (1937) 

50.00 47.50 1.282 3.419 3.294 Zel’vinskii (1937) 

50.00 47.50 1.326 0.021 0.142 Zel’vinskii (1937) 

50.00 57.76 1.523 0.455 0.605 Zel’vinskii (1937) 

50.00 61.10 1.597 1.570 1.729 Zel’vinskii (1937) 

50.00 61.73 1.617 2.137 2.298 Zel’vinskii (1937) 

50.00 61.91 1.624 2.382 2.543 Zel’vinskii (1937) 

50.00 62.82 1.634 2.111 2.276 Zel’vinskii (1937) 

50.00 74.19 1.796 1.994 2.215 Zel’vinskii (1937) 

50.00 74.80 1.849 4.390 4.610 Zel’vinskii (1937) 

50.00 75.49 1.828 2.826 3.054 Zel’vinskii (1937) 

50.00 90.79 2.061 6.221 6.592 Zel’vinskii (1937) 

50.00 92.71 2.036 4.318 4.729 Zel’vinskii (1937) 

50.00 93.22 2.050 4.779 5.196 Zel’vinskii (1937) 

50.00 49.55 1.366 0.005 0.131 Malinin and Saveleva (1972) 
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50.00 49.55 1.372 0.406 0.532 Malinin and Saveleva (1972) 

50.00 49.55 1.372 0.420 0.546 Malinin and Saveleva (1972) 

50.00 49.55 1.373 0.529 0.655 Malinin and Saveleva (1972) 

50.00 39.01 1.210 5.457 5.555 Matouš et al. (1969) 

50.00 33.32 1.003 0.610 0.515 Al Ghafri et al. (2014) 

50.00 44.15 1.269 0.991 1.104 Al Ghafri et al. (2014) 

50.00 55.85 1.561 4.986 5.123 Al Ghafri et al. (2014) 

50.00 69.53 1.758 3.394 3.586 Al Ghafri et al. (2014) 

50.00 90.62 2.004 3.619 3.999 Al Ghafri et al. (2014) 

50.00 135.21 2.173 1.236 2.747 Al Ghafri et al. (2014) 

50.00 186.83 2.280 0.042 2.326 Al Ghafri et al. (2014) 

50.00 74.06 1.829 3.867 4.084 Hou et al. (2013) 

50.00 100.21 2.054 2.602 3.182 Hou et al. (2013) 

50.00 129.73 2.141 0.584 1.985 Hou et al. (2013) 

50.00 175.33 2.255 0.033 2.245 Hou et al. (2013) 

50.00 41.10 1.170 1.782 1.673 Liu et al. (2011) 

50.00 61.20 1.570 0.237 0.075 Liu et al. (2011) 

50.00 81.00 1.815 1.368 1.087 Liu et al. (2011) 

50.00 101.00 2.001 0.242 0.377 Liu et al. (2011) 

50.00 120.40 2.087 0.400 0.784 Liu et al. (2011) 

50.00 159.90 2.161 2.534 0.502 Liu et al. (2011) 

50.05 40.50 1.090 7.921 7.806 Bamberger et al. (2000) 

50.05 50.60 1.370 1.129 0.998 Bamberger et al. (2000) 

50.05 60.60 1.610 2.934 3.090 Bamberger et al. (2000) 

50.05 70.80 1.760 2.579 2.780 Bamberger et al. (2000) 

50.05 80.80 1.900 3.354 3.621 Bamberger et al. (2000) 

50.05 90.90 2.000 3.361 3.745 Bamberger et al. (2000) 

50.05 100.90 2.050 2.252 2.851 Bamberger et al. (2000) 

50.05 111.00 2.100 2.082 2.974 Bamberger et al. (2000) 

50.05 121.00 2.140 2.003 3.172 Bamberger et al. (2000) 

50.05 141.10 2.170 0.303 1.946 Bamberger et al. (2000) 

50.05 50.00 1.473 6.727 6.847 Yan et al. (2011) 

50.05 100.00 2.137 6.489 7.039 Yan et al. (2011) 

50.05 150.00 2.206 0.776 2.575 Yan et al. (2011) 

50.05 200.00 2.285 1.070 1.486 Yan et al. (2011) 

50.05 300.00 2.492 0.175 3.280 Yan et al. (2011) 

55.00 43.70 1.187 2.017 2.146 Liu et al. (2011) 

55.00 61.10 1.501 1.813 1.992 Liu et al. (2011) 

55.00 84.80 1.797 1.000 1.320 Liu et al. (2011) 

55.00 99.90 1.918 0.445 0.963 Liu et al. (2011) 

55.00 122.00 2.057 1.245 2.277 Liu et al. (2011) 

55.00 131.90 2.105 1.626 2.892 Liu et al. (2011) 

55.00 152.30 2.131 0.324 1.394 Liu et al. (2011) 
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60.00 100.00 1.850 1.135 1.632 Bando et al. (2003) 

60.00 150.00 2.040 1.821 0.258 Bando et al. (2003) 

60.00 200.00 2.250 1.409 3.723 Bando et al. (2003) 

60.00 41.00 1.020 1.699 1.551 Mohammadian et al. (2015) 

60.00 83.00 1.646 1.621 1.291 Mohammadian et al. (2015) 

60.00 103.00 1.839 0.670 0.120 Mohammadian et al. (2015) 

60.00 138.00 2.019 0.731 0.564 Mohammadian et al. (2015) 

60.00 158.00 2.071 1.543 0.172 Mohammadian et al. (2015) 

60.00 172.00 2.104 1.942 0.029 Mohammadian et al. (2015) 

60.00 193.00 2.152 2.258 0.045 Mohammadian et al. (2015) 

60.05 40.50 0.960 6.944 6.789 Bamberger et al. (2000) 

60.05 50.60 1.210 0.541 0.369 Bamberger et al. (2000) 

60.05 60.60 1.380 0.079 0.126 Bamberger et al. (2000) 

60.05 70.80 1.570 2.783 3.025 Bamberger et al. (2000) 

60.05 80.80 1.660 0.733 1.040 Bamberger et al. (2000) 

60.05 90.90 1.790 2.181 2.567 Bamberger et al. (2000) 

60.05 100.90 1.860 1.337 1.846 Bamberger et al. (2000) 

60.05 111.00 1.950 2.356 3.026 Bamberger et al. (2000) 

60.05 121.00 2.010 2.519 3.395 Bamberger et al. (2000) 

60.05 141.10 2.080 1.672 3.000 Bamberger et al. (2000) 

70.00 35.00 0.773 4.933 4.746 Oleinik (cited in Namiot and Bondareva 

(1991)) 

70.00 50.00 1.037 4.199 3.970 Oleinik (cited in Namiot and Bondareva 

(1991)) 

70.00 75.00 1.404 2.245 1.911 Oleinik (cited in Namiot and Bondareva 

(1991)) 

70.00 100.00 1.673 0.995 0.469 Oleinik (cited in Namiot and Bondareva 

(1991)) 

70.00 130.00 1.885 0.318 0.642 Oleinik (cited in Namiot and Bondareva 

(1991)) 

70.00 160.00 2.014 0.389 1.141 Oleinik (cited in Namiot and Bondareva 

(1991)) 

71.00 100.00 1.660 1.067 0.536 Dhima et al. (1999) 

71.00 125.00 1.820 1.811 0.932 Dhima et al. (1999) 

71.00 150.00 1.970 0.231 1.093 Dhima et al. (1999) 

71.00 200.00 2.130 0.611 1.567 Dhima et al. (1999) 

75.00 50.70 1.002 3.839 3.578 Wiebe and Gaddy (1939) 

75.00 76.00 1.351 2.756 2.382 Wiebe and Gaddy (1939) 

75.00 101.30 1.630 0.775 0.214 Wiebe and Gaddy (1939) 

75.00 152.00 1.937 0.708 0.613 Wiebe and Gaddy (1939) 

75.00 202.70 2.098 1.474 0.706 Wiebe and Gaddy (1939) 

75.00 101.33 1.560 5.313 4.727 D'souza et al. (1988) 

75.00 152.00 1.880 3.761 2.400 D'souza et al. (1988) 

75.00 35.91 0.760 3.543 3.329 Zawisza and Malesinska (1981) 
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75.00 50.70 1.013 2.762 2.504 Gillespie et al. (1982) 

75.00 101.40 1.626 1.056 0.493 Gillespie et al. (1982) 

75.00 202.70 2.104 1.184 0.989 Gillespie et al. (1982) 

75.00 32.63 0.717 1.171 0.971 Zel’vinskii (1937) 

75.00 32.71 0.723 0.487 0.288 Zel’vinskii (1937) 

75.00 33.11 0.727 0.984 0.783 Zel’vinskii (1937) 

75.00 47.22 0.985 0.066 0.305 Zel’vinskii (1937) 

75.00 47.24 0.971 1.409 1.166 Zel’vinskii (1937) 

75.00 61.07 1.219 1.894 2.180 Zel’vinskii (1937) 

75.00 61.73 1.204 0.031 0.262 Zel’vinskii (1937) 

75.00 61.84 1.208 0.173 0.466 Zel’vinskii (1937) 

75.00 62.03 1.219 0.856 1.148 Zel’vinskii (1937) 

75.00 76.70 1.406 0.694 1.059 Zel’vinskii (1937) 

75.00 76.94 1.436 2.560 2.920 Zel’vinskii (1937) 

75.00 77.36 1.423 1.306 1.673 Zel’vinskii (1937) 

75.00 93.27 1.606 2.208 2.681 Zel’vinskii (1937) 

75.00 94.46 1.611 1.803 2.288 Zel’vinskii (1937) 

75.00 49.55 0.988 3.489 3.233 Malinin and Saveleva (1972) 

75.00 49.55 0.994 2.874 2.620 Malinin and Saveleva (1972) 

75.00 49.55 0.996 2.616 2.362 Malinin and Saveleva (1972) 

75.00 49.55 0.997 2.523 2.270 Malinin and Saveleva (1972) 

75.00 71.23 1.267 4.999 4.644 Hou et al. (2013) 

75.00 101.67 1.593 3.312 2.733 Hou et al. (2013) 

75.00 132.82 1.856 0.094 0.884 Hou et al. (2013) 

75.00 169.18 1.993 1.315 0.322 Hou et al. (2013) 

75.15 153.10 1.920 1.787 0.434 Sako et al. (1991) 

79.70 101.80 1.660 3.719 4.285 Nighswander et al. (1989) 

79.95 40.50 0.800 3.811 3.553 Bamberger et al. (2000) 

79.95 60.60 1.140 0.025 0.296 Bamberger et al. (2000) 

79.95 70.80 1.280 0.472 0.841 Bamberger et al. (2000) 

79.95 80.80 1.400 0.646 1.071 Bamberger et al. (2000) 

79.95 90.90 1.510 0.926 1.419 Bamberger et al. (2000) 

79.95 100.90 1.600 0.745 1.321 Bamberger et al. (2000) 

79.95 111.00 1.720 2.903 3.566 Bamberger et al. (2000) 

79.95 121.00 1.760 1.052 1.846 Bamberger et al. (2000) 

79.95 131.00 1.840 1.934 2.857 Bamberger et al. (2000) 

79.96 49.39 1.111 12.207 12.451 Kiepe et al. (2002) 

79.96 67.00 1.437 14.698 14.997 Kiepe et al. (2002) 

79.96 85.50 1.734 16.877 17.258 Kiepe et al. (2002) 

80.00 100.00 1.323 19.444 18.759 Portier and Rochelle (2005) 

80.00 100.00 1.445 9.308 8.681 Portier and Rochelle (2005) 

80.00 38.81 0.799 0.259 0.015 Matouš et al. (1969) 

80.00 41.00 0.813 3.147 2.889 Mohammadian et al. (2015) 
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80.00 62.00 1.122 3.283 2.944 Mohammadian et al. (2015) 

80.00 83.00 1.333 6.098 5.630 Mohammadian et al. (2015) 

80.00 103.00 1.568 2.420 1.805 Mohammadian et al. (2015) 

80.00 138.00 1.782 3.471 2.389 Mohammadian et al. (2015) 

80.00 158.00 1.903 1.986 0.585 Mohammadian et al. (2015) 

80.00 172.00 1.938 3.134 1.476 Mohammadian et al. (2015) 

80.00 193.00 2.012 3.054 1.052 Mohammadian et al. (2015) 

80.00 213.00 2.064 3.506 1.194 Mohammadian et al. (2015) 

80.20 43.10 0.850 2.625 2.360 Nighswander et al. (1989) 

80.30 101.60 1.640 3.004 3.577 Nighswander et al. (1989) 

80.50 61.10 1.120 1.979 1.645 Nighswander et al. (1989) 

80.50 77.60 1.370 1.490 1.895 Nighswander et al. (1989) 

80.50 78.40 1.380 1.543 1.953 Nighswander et al. (1989) 

80.60 43.40 0.840 4.072 3.800 Nighswander et al. (1989) 

93.30 50.70 0.851 5.710 5.310 Gillespie et al. (1982) 

93.30 101.40 1.459 1.559 0.865 Gillespie et al. (1982) 

93.30 202.70 2.074 0.749 2.718 Gillespie et al. (1982) 

99.95 50.50 0.790 8.852 8.383 Koschel et al. (2006) 

99.95 100.80 1.360 5.440 4.664 Koschel et al. (2006) 

99.95 194.70 2.010 0.008 1.845 Koschel et al. (2006) 

100.00 50.70 0.812 6.218 5.759 Wiebe and Gaddy (1939) 

100.00 76.00 1.135 4.180 3.594 Wiebe and Gaddy (1939) 

100.00 101.30 1.400 2.729 1.967 Wiebe and Gaddy (1939) 

100.00 152.00 1.794 0.504 0.780 Wiebe and Gaddy (1939) 

100.00 202.70 2.023 0.962 1.018 Wiebe and Gaddy (1939) 

100.00 200.00 2.000 1.585 0.371 Tödheide and Franck (1963) 

100.00 45.60 0.760 3.842 3.416 Zawisza and Malesinska (1981) 

100.00 100.00 1.444 1.216 1.937 Shagiakhmetov and Tarzimanov (1981) 

100.00 200.00 2.030 0.084 1.843 Shagiakhmetov and Tarzimanov (1981) 

100.00 32.49 0.574 2.123 1.756 Zel’vinskii (1937) 

100.00 33.01 0.590 0.791 0.427 Zel’vinskii (1937) 

100.00 33.10 0.583 2.287 1.918 Zel’vinskii (1937) 

100.00 33.13 0.581 2.653 2.282 Zel’vinskii (1937) 

100.00 33.21 0.578 3.447 3.073 Zel’vinskii (1937) 

100.00 46.71 0.801 0.514 0.097 Zel’vinskii (1937) 

100.00 47.36 0.812 0.388 0.032 Zel’vinskii (1937) 

100.00 47.39 0.815 0.047 0.372 Zel’vinskii (1937) 

100.00 47.51 0.794 2.873 2.442 Zel’vinskii (1937) 

100.00 61.71 1.083 6.734 7.185 Zel’vinskii (1937) 

100.00 61.76 0.981 3.058 2.558 Zel’vinskii (1937) 

100.00 61.81 1.046 3.285 3.754 Zel’vinskii (1937) 

100.00 62.11 1.083 6.192 6.649 Zel’vinskii (1937) 

100.00 75.99 1.240 4.651 5.187 Zel’vinskii (1937) 
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100.00 91.19 1.448 7.253 7.868 Zel’vinskii (1937) 

100.00 49.55 0.801 5.621 5.170 Malinin and Saveleva (1972) 

100.00 49.55 0.805 5.175 4.726 Malinin and Saveleva (1972) 

100.00 49.55 0.805 5.123 4.674 Malinin and Saveleva (1972) 

100.00 70.88 1.085 3.525 2.973 Hou et al. (2013) 

100.00 102.35 1.365 6.051 5.256 Hou et al. (2013) 

100.00 133.52 1.626 3.869 2.773 Hou et al. (2013) 

100.00 170.70 1.872 1.594 0.046 Hou et al. (2013) 

 

Table 2.A3. Experimental data of H2O solubility in CO2-rich phase and calculated AARD% values 

Temp 

°C 

Pressure 

bar 

YH2O 

Mole% 

ARD % 

Model-2 

ARD % 

Model-1 

Reference 

35.00 91.20 0.384 9.199 284.703 King et al. (1992) 

35.00 101.30 0.407 6.788 340.803 King et al. (1992) 

35.00 111.50 0.414 3.333 391.785 King et al. (1992) 

35.00 126.70 0.435 2.840 434.700 King et al. (1992) 

35.00 136.80 0.440 1.306 465.885 King et al. (1992) 

35.00 152.00 0.457 1.845 492.501 King et al. (1992) 

35.00 202.70 0.498 3.465 558.673 King et al. (1992) 

35.06 30.29 0.230 8.791 31.231 Valtz et al. (2004) 

35.06 40.05 0.200 5.675 37.510 Valtz et al. (2004) 

35.06 49.85 0.170 13.025 60.789 Valtz et al. (2004) 

35.06 59.49 0.160 15.879 83.740 Valtz et al. (2004) 

35.06 70.56 0.170 13.613 115.602 Valtz et al. (2004) 

35.06 79.30 0.230 4.147 175.917 Valtz et al. (2004) 

35.06 79.63 0.250 2.078 166.815 Valtz et al. (2004) 

40.00 101.30 0.428 7.464 254.119 King et al. (1992) 

40.00 111.50 0.440 2.371 315.955 King et al. (1992) 

40.00 126.70 0.467 1.012 367.090 King et al. (1992) 

40.00 152.00 0.507 1.879 416.954 King et al. (1992) 

40.00 177.30 0.543 4.006 446.203 King et al. (1992) 

40.00 202.70 0.580 7.096 461.219 King et al. (1992) 

40.00 89.00 0.392 19.211 132.493 Foltran et al. (2015) 

40.00 102.10 0.445 10.274 247.000 Foltran et al. (2015) 

40.00 111.40 0.454 5.441 302.539 Foltran et al. (2015) 

40.00 124.10 0.481 4.874 342.332 Foltran et al. (2015) 

40.00 91.19 0.320 5.204 227.307 Springer et al. (2012) 

45.07 30.01 0.440 4.993 11.924 Valtz et al. (2004) 

45.07 39.80 0.380 8.450 15.033 Valtz et al. (2004) 

45.07 49.56 0.350 11.212 19.938 Valtz et al. (2004) 

45.07 59.92 0.330 11.713 30.406 Valtz et al. (2004) 
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45.07 69.30 0.290 1.101 61.062 Valtz et al. (2004)  

50.00 50.70 0.383 0.539 34.192 Wiebe and Gaddy (1941) 

50.00 60.80 0.357 0.810 45.628 Wiebe and Gaddy (1941) 

50.00 76.00 0.350 0.414 68.018 Wiebe and Gaddy (1941) 

50.00 101.30 0.449 5.519 132.811 Wiebe and Gaddy (1941) 

50.00 152.00 0.610 1.138 299.754 Wiebe and Gaddy (1941) 

50.00 202.70 0.677 1.140 374.029 Wiebe and Gaddy (1941) 

50.00 200.00 1.000 33.325 217.534 Tödheide and Franck (1963) 

50.00 101.33 0.550 22.840 90.236 D'souza et al. (1988) 

50.00 152.00 0.790 23.664 208.671 D'souza et al. (1988) 

50.00 101.00 0.547 22.741 89.317 Dohrn et al. (1993) 

50.00 201.00 0.682 2.097 367.441 Dohrn et al. (1993) 

50.00 36.38 0.466 0.438 20.709 King Jr and Coan (1971) 

50.00 36.38 0.463 0.207 21.491 King Jr and Coan (1971) 

50.00 46.31 0.396 1.639 31.492 King Jr and Coan (1971) 

50.00 74.06 0.350 0.206 64.141 Hou et al. (2013) 

50.00 100.21 0.403 3.826 150.701 Hou et al. (2013) 

50.00 129.73 0.533 3.275 265.658 Hou et al. (2013) 

50.00 175.33 0.614 4.127 361.564 Hou et al. (2013) 

50.05 40.50 0.460 5.461 17.634 Bamberger et al. (2000) 

50.05 50.60 0.360 7.299 43.081 Bamberger et al. (2000) 

50.05 60.60 0.370 2.432 40.666 Bamberger et al. (2000) 

50.05 70.80 0.340 3.356 63.597 Bamberger et al. (2000) 

50.05 80.80 0.340 4.804 85.498 Bamberger et al. (2000) 

50.05 90.90 0.410 7.664 88.744 Bamberger et al. (2000) 

50.05 100.90 0.450 6.127 129.223 Bamberger et al. (2000) 

50.05 111.00 0.500 4.610 176.388 Bamberger et al. (2000) 

50.05 121.00 0.550 5.228 210.199 Bamberger et al. (2000) 

50.05 141.10 0.610 4.769 263.271 Bamberger et al. (2000) 

60.05 40.50 0.660 2.742 24.560 Bamberger et al. (2000) 

60.05 50.60 0.550 8.261 39.161 Bamberger et al. (2000) 

60.05 60.60 0.550 0.318 36.583 Bamberger et al. (2000) 

60.05 70.80 0.510 2.470 51.000 Bamberger et al. (2000) 

60.05 80.80 0.500 2.785 64.208 Bamberger et al. (2000) 

60.05 90.90 0.470 10.577 93.945 Bamberger et al. (2000) 

60.05 100.90 0.490 10.119 114.627 Bamberger et al. (2000) 

60.05 111.00 0.530 8.102 136.684 Bamberger et al. (2000) 

60.05 121.00 0.580 5.848 159.532 Bamberger et al. (2000) 

60.05 141.10 0.780 11.361 160.307 Bamberger et al. (2000) 

75.00 101.30 0.829 2.955 69.456 Wiebe and Gaddy (1941) 

75.00 126.70 0.855 4.772 106.590 Wiebe and Gaddy (1941) 

75.00 152.00 0.956 1.812 137.522 Wiebe and Gaddy (1941) 

75.00 202.70 1.130 2.408 185.347 Wiebe and Gaddy (1941) 
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75.00 50.70 1.087 0.880 21.977 Gillespie et al. (1982) 

75.00 101.40 0.727 17.405 93.370 Gillespie et al. (1982) 

75.00 202.70 0.938 17.568 243.755 Gillespie et al. (1982) 

75.00 101.33 0.740 15.339 89.877 D'souza et al. (1988) 

75.00 152.00 0.900 8.147 152.301 D'souza et al. (1988) 

75.00 37.39 1.250 5.271 21.886 King Jr and Coan (1971) 

75.00 37.49 1.260 4.235 20.740 King Jr and Coan (1971) 

75.00 51.27 1.040 2.919 26.998 King Jr and Coan (1971) 

75.00 51.47 1.020 4.695 29.315 King Jr and Coan (1971) 

75.00 91.19 0.850 0.787 55.184 Springer et al. (2012) 

75.00 71.23 0.845 7.844 47.468 Hou et al. (2013) 

75.00 101.67 0.805 6.042 74.976 Hou et al. (2013) 

75.00 132.82 0.836 9.238 124.946 Hou et al. (2013) 

75.00 169.18 0.996 2.849 163.135 Hou et al. (2013) 

79.95 40.50 1.430 4.906 22.012 Bamberger et al. (2000) 

79.95 60.60 1.090 7.321 36.475 Bamberger et al. (2000) 

79.95 70.80 1.040 4.559 39.730 Bamberger et al. (2000) 

79.95 80.80 0.970 6.877 50.430 Bamberger et al. (2000) 

79.95 90.90 0.920 9.486 62.936 Bamberger et al. (2000) 

79.95 100.90 0.930 6.969 68.772 Bamberger et al. (2000) 

79.95 111.00 0.900 10.644 85.718 Bamberger et al. (2000) 

79.95 121.00 0.960 4.960 87.660 Bamberger et al. (2000) 

79.95 131.00 1.000 2.767 95.767 Bamberger et al. (2000) 

93.30 50.70 1.970 4.523 23.324 Gillespie et al. (1982) 

93.30 101.40 1.374 8.097 57.071 Gillespie et al. (1982) 

93.30 202.70 1.432 10.450 146.630 Gillespie et al. (1982) 

100.00 36.78 3.280 1.841 9.230 King Jr and Coan (1971) 

100.00 37.19 3.230 1.142 10.150 King Jr and Coan (1971) 

100.00 44.79 2.770 0.612 14.897 King Jr and Coan (1971) 

100.00 44.79 2.740 1.714 16.155 King Jr and Coan (1971) 

100.00 51.47 2.480 2.137 19.263 King Jr and Coan (1971) 

100.00 51.47 2.510 0.916 17.837 King Jr and Coan (1971) 

100.00 91.19 1.610 15.842 56.247 Springer et al. (2012) 

100.00 70.88 2.102 0.565 24.263 Hou et al. (2013) 

100.00 102.35 1.747 2.840 44.948 Hou et al. (2013) 

100.00 133.52 1.675 2.845 64.666 Hou et al. (2013) 

100.00 170.70 1.712 2.336 89.733 Hou et al. (2013) 
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Table 2.A4. Experimental data of CO2 solubility in NaCl brine and calculated AARD% values 

Temp 

°C 

Pressure 

bar 

XCO2 

Mole% 

ARD% 

Model-2 

ARD% 

Model-1 

NaCl 

Molality 

mole/kgH2O 

Reference 

`60.00 83.00 1.637 1.775 1.445 0.0172 Mohammadian et al. (2015) 

60.00 103.00 1.833 0.576 0.026 0.0172 Mohammadian et al. (2015) 

60.00 138.00 2.012 0.700 0.594 0.0172 Mohammadian et al. (2015) 

60.00 172.00 2.096 1.899 0.070 0.0172 Mohammadian et al. (2015) 

60.00 193.00 2.143 2.292 0.011 0.0172 Mohammadian et al. (2015) 

80.00 41.00 0.719 16.203 15.912 0.0172 Mohammadian et al. (2015) 

80.00 83.00 1.263 11.580 11.088 0.0172 Mohammadian et al. (2015) 

80.00 103.00 1.475 8.447 7.795 0.0172 Mohammadian et al. (2015) 

80.00 138.00 1.722 6.628 5.512 0.0172 Mohammadian et al. (2015) 

80.00 158.00 1.839 5.158 3.713 0.0172 Mohammadian et al. (2015) 

80.00 172.00 1.872 6.371 4.661 0.0172 Mohammadian et al. (2015) 

80.00 213.00 2.024 5.156 2.806 0.0172 Mohammadian et al. (2015) 

80.00 94.90 1.410 4.496 3.942 0.171 Nighswander et al. (1989) 

80.10 99.40 1.540 1.841 2.399 0.171 Nighswander et al. (1989) 

80.20 41.30 0.760 6.456 6.188 0.171 Nighswander et al. (1989) 

80.20 60.20 1.010 7.707 7.361 0.171 Nighswander et al. (1989) 

80.20 60.70 1.080 1.342 1.014 0.171 Nighswander et al. (1989) 

80.30 40.40 0.740 7.257 6.988 0.171 Nighswander et al. (1989) 

80.30 80.40 1.350 1.584 2.004 0.171 Nighswander et al. (1989) 

80.50 80.50 1.340 0.909 1.335 0.171 Nighswander et al. (1989) 

60.00 41.00 0.976 1.972 1.823 0.172 Mohammadian et al. (2015) 

60.00 83.00 1.531 4.850 4.509 0.172 Mohammadian et al. (2015) 

60.00 138.00 1.944 0.485 0.807 0.172 Mohammadian et al. (2015) 

60.00 158.00 1.956 3.278 1.532 0.172 Mohammadian et al. (2015) 

60.00 172.00 2.025 1.754 0.215 0.172 Mohammadian et al. (2015) 

60.00 193.00 2.065 2.435 0.127 0.172 Mohammadian et al. (2015) 

80.00 41.00 0.703 14.658 14.371 0.172 Mohammadian et al. (2015) 

80.00 83.00 1.231 10.372 9.884 0.172 Mohammadian et al. (2015) 

80.00 138.00 1.697 4.415 3.322 0.172 Mohammadian et al. (2015) 

80.00 172.00 1.835 4.670 2.986 0.172 Mohammadian et al. (2015) 

80.00 213.00 1.958 4.916 2.570 0.172 Mohammadian et al. (2015) 

100.00 48.00 0.635 3.286 2.850 1 Zhao et al. (2015) 

49.95 51.00 1.110 1.086 1.215 1 Koschel et al. (2006) 

49.95 100.30 1.640 3.687 4.267 1 Koschel et al. (2006) 

49.95 143.80 1.770 2.848 4.509 1 Koschel et al. (2006) 

50.05 50.00 1.167 7.363 7.482 1 Yan et al. (2011) 

50.05 100.00 1.672 5.725 6.283 1 Yan et al. (2011) 

50.00 150.00 1.766 1.832 3.622 1 Zhao et al. (2015) 

50.05 150.00 1.772 2.161 3.943 1 Yan et al. (2011) 
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50.05 200.00 1.909 3.808 6.252 1 Yan et al. (2011) 

50.05 300.00 2.011 0.353 3.806 1 Yan et al. (2011) 

99.95 50.70 0.600 14.394 13.899 1 Koschel et al. (2006) 

99.95 104.00 1.120 3.871 3.076 1 Koschel et al. (2006) 

99.95 191.40 1.610 1.108 2.902 1 Koschel et al. (2006) 

100.05 50.00 0.753 9.889 10.277 1 Yan et al. (2011) 

100.05 100.00 1.195 5.050 5.746 1 Yan et al. (2011) 

100.05 150.00 1.444 1.230 2.471 1 Yan et al. (2011) 

100.00 150.00 1.458 2.132 3.362 1 Zhao et al. (2015) 

100.05 200.00 1.682 3.649 5.510 1 Yan et al. (2011) 

100.05 300.00 1.864 1.083 2.057 1 Yan et al. (2011) 

40.16 38.44 0.861 15.357 15.420 2.5 Kiepe et al. (2002) 

40.16 51.37 1.089 17.734 17.816 2.5 Kiepe et al. (2002) 

40.16 63.73 1.272 19.581 19.694 2.5 Kiepe et al. (2002) 

40.16 77.89 1.431 21.049 21.246 2.5 Kiepe et al. (2002) 

40.16 91.29 1.517 21.628 22.187 2.5 Kiepe et al. (2002) 

50.00 57.39 0.875 4.228 4.372 2.5 Hou et al. (2013) 

50.00 87.30 1.146 7.499 7.821 2.5 Hou et al. (2013) 

50.00 117.73 1.238 5.622 6.676 2.5 Hou et al. (2013) 

50.00 150.20 1.293 4.466 6.219 2.5 Hou et al. (2013) 

50.00 182.11 1.335 3.409 5.657 2.5 Hou et al. (2013) 

79.92 40.82 0.532 11.277 11.499 2.5 Kiepe et al. (2002) 

79.92 52.21 0.660 12.848 13.100 2.5 Kiepe et al. (2002) 

79.92 64.70 0.789 14.376 14.669 2.5 Kiepe et al. (2002) 

79.92 76.79 0.902 15.632 15.974 2.5 Kiepe et al. (2002) 

79.92 100.61 1.091 17.578 18.058 2.5 Kiepe et al. (2002) 

100.00 57.42 0.545 0.459 0.922 2.5 Hou et al. (2013) 

100.00 87.89 0.745 0.125 0.519 2.5 Hou et al. (2013) 

100.00 118.67 0.911 0.747 1.644 2.5 Hou et al. (2013) 

100.00 149.21 1.039 1.320 2.554 2.5 Hou et al. (2013) 

100.00 180.13 1.139 1.476 3.117 2.5 Hou et al. (2013) 

40.23 40.27 0.657 18.607 18.670 4 Kiepe et al. (2002) 

40.23 59.78 0.898 22.111 22.208 4 Kiepe et al. (2002) 

40.23 73.78 1.029 23.823 23.980 4 Kiepe et al. (2002) 

40.23 81.22 1.080 24.365 24.596 4 Kiepe et al. (2002) 

40.23 90.61 1.120 24.545 25.054 4 Kiepe et al. (2002) 

50.00 150.00 1.036 14.019 15.599 4 Zhao et al. (2015) 

50.00 59.54 0.697 12.175 12.313 4 Hou et al. (2013) 

50.00 89.53 0.875 12.393 12.727 4 Hou et al. (2013) 

50.00 120.17 0.956 11.777 12.825 4 Hou et al. (2013) 

50.00 149.59 0.997 10.710 12.344 4 Hou et al. (2013) 

50.00 179.54 1.025 9.130 11.220 4 Hou et al. (2013) 

100.00 150.00 0.878 14.214 15.299 4 Zhao et al. (2015) 
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100.00 60.68 0.466 12.272 12.695 4 Hou et al. (2013) 

100.00 89.16 0.620 11.995 12.570 4 Hou et al. (2013) 

100.00 120.03 0.752 11.846 12.656 4 Hou et al. (2013) 

100.00 149.24 0.857 12.370 13.470 4 Hou et al. (2013) 

100.00 181.62 0.924 10.130 11.650 4 Hou et al. (2013) 

50.00 150.00 0.902 20.033 21.505 5 Zhao et al. (2015) 

50.05 50.00 0.553 21.098 21.200 5 Yan et al. (2011) 

50.05 100.00 0.804 19.883 20.361 5 Yan et al. (2011) 

50.05 150.00 0.906 20.384 21.848 5 Yan et al. (2011) 

50.05 200.00 0.915 14.775 16.961 5 Yan et al. (2011) 

50.05 300.00 0.989 10.110 13.257 5 Yan et al. (2011) 

100.00 150.00 0.769 19.710 20.727 5 Zhao et al. (2015) 

100.05 50.00 0.351 19.838 20.184 5 Yan et al. (2011) 

100.05 100.00 0.598 19.841 20.433 5 Yan et al. (2011) 

100.05 150.00 0.789 21.697 22.689 5 Yan et al. (2011) 

100.05 200.00 0.947 23.968 25.450 5 Yan et al. (2011) 

100.05 300.00 1.047 15.594 18.239 5 Yan et al. (2011) 

50.00 150.00 0.803 26.802 28.151 6 Zhao et al. (2015) 

100.00 150.00 0.689 26.006 26.944 6 Zhao et al. (2015) 
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CHAPTER III 

 

 

A FAST AND ROBUST TOUGH2 MODULE TO SIMULATE GEOLOGICAL CO2 

STORAGE IN SALINE AQUIFERS 

Babak Shabani, Javier Vilcáez* 

Boone Pickens School of Geology, Oklahoma State University, Stillwater, OK 74078, USA 

3.1. Abstract 

A new TOUGH2 module to simulate geological CO2 storage (GCS) in saline aquifers is developed 

based on the widely employed ECO2N module of TOUGH2. The newly developed TOUGH2 

module uses a new non-iterative fugacity-activity thermodynamic model to obtain the partitioning 

of CO2 and H2O between the aqueous and gas phases. Simple but robust thermophysical 

correlations are used to obtain density, viscosity, and enthalpy of the gas phase. The implementation 

and accuracy of the employed thermophysical correlations are verified by comparisons against the 

national institute of standards and technology (NIST) online thermophysical database. To assess 

the computation accuracy and efficiency, simulation results obtained with the new TOUGH2 

module for a one-dimensional non-isothermal radial and a three-dimensional isothermal system are 

compared against the simulation results obtained with the ECO2N module. Treating salt mass 

fraction in the aqueous phase as a constant, along with the inclusion of a non-iterative fugacity-

activity thermodynamic model, and simple thermophysical correlations, resulted in simulations 

much faster than simulations with ECO2N module, without losing numerical accuracy. Both 

modules yield virtually identical results. Additional field-scale simulations of CO2 injection into an   
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actual non-isothermal and heterogeneous geological formation confirmed that the new module is much 

faster than the ECO2N module in simulating complex field-scale conditions. Owing to its capability to 

handle CO2-CH4-H2S-N2 gas mixtures and its compatibility with TOUGHREACT, this new TOUGH2 

module offers the possibility of developing a fast and robust TOUGHREACT module to predict the 

fate of CO2 in GCS sites under biotic conditions where CO2, CH4, H2S, and N2 gases can be formed.  

Keywords: Geological CO2 storage; Saline aquifers; Non-iterative thermodynamic model; TOUGH2 

*Corresponding author: vilcaez@okstate.edu (J. Vilcáez) 

3.2. Introduction 

Geological carbon storage (GCS) in deep underground geological formations is a promising 

method to mitigate emissions of CO2 into the atmosphere. Among potential geological formations for 

CO2 storage, depleted oil reservoirs and deep saline aquifers are of special interest because they provide 

pore space and trapping conditions for long term storage of CO2. Four trapping mechanisms keep 

injected CO2 underground, namely the structural, residual, solubility, and mineral trapping 

mechanisms. In the structural trapping mechanism, an impermeable cap rock prevents the upward 

migration of CO2 due to buoyancy, in the residual trapping mechanism, disconnected CO2 droplets are 

held permanently in small pore sizes by capillary forces, in the solubility trapping mechanism, CO2 

dissolves in the formation water and hydrocarbons, and in the mineral trapping mechanism, CO2 reacts 

directly or indirectly with native minerals and organic matter forming immobile carbonate minerals 

(Hitchon, 1996; Zhang and Song, 2014). 

Recent studies on the impact of CO2 injection on the microbial community of saline aquifers 

using molecular biology techniques (Basso et al., 2009; Itavaara et al., 2011; Kotelnikova, 2002; 

Morozova et al., 2010; Mu et al., 2014) , have shown that methanogenic microbes and sulfate reducing 

bacteria (SRB) are capable of adapting to the extreme conditions of GCS. A metabolic shift occurs 

avoiding the complete inhibition of the microbial community. Similar responses have been observed in 
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oil reservoirs (pH<5, temperature > 50°C, salinity > 1.0 mol/L) flooded with CO2, where the 

concentration of H2-forming microbes either increased or remained unchanged (Fujiwara et al., 2006; 

Liu et al., 2015a; Liu et al., 2015b; Sugai et al., 2012), which imply that in depleted oil reservoirs and 

deep saline aquifers used for long term storage of CO2, the fate and trapping of CO2 may be affected 

by the activity of indigenous microbial communities (Peet et al., 2015).  

Estimations of the long term effect of microbial activity on the fate and trapping of CO2 in 

depleted oil reservoirs and deep saline aquifers used for CO2 storage can be obtained by conducting 

numerical simulations. Several commercial and open source software exist to model and simulate GCS 

in depleted oil reservoirs and deep saline aquifers (e.g., ECLIPSE© (Schlumberger), GEM© (CMG), 

VIP-Comp© (Halliburton), and TOUGH2 family of codes (Lawrence Berkeley National Laboratory)). 

The capabilities of these software can be expanded to account for the transport and kinetic growth of 

indigenous microbes. This can allow predicting the fate and transport of bioproducts (e.g., CH4, H2S 

and N2), and organic substrates (e.g., fatty acids, alkanes). However, incorporating microbial kinetic 

models and increasing the number of independent variables (microbes, bioproducts and substrates) 

would substantially increase the calculation time of these software. Coupling of reactive and multiphase 

flow processes is usually done through the application of sequential or iterative methods where kinetic 

and equilibrium reaction equations along with mass and heat conservation equations are solved for each 

independent variable iteratively (Vilcáez et al., 2013; Vilcáez et al., 2017; Vilcáez et al., 2008).  

To the best of our knowledge, there is not any software to simulate the biogenic conversion of 

CO2 to CH4, and/or the biogenic formation of CO2-CH4-H2S-N2 gas mixtures from the biodegradation 

of organic substrates at GCS conditions. Accounting for this possibility is particularly important for 

depleted oil reservoirs where there is an ample source of organic substrates. In depleted oil reservoirs, 

microbial activity stimulated by the injection of CO2 and/or nutrients can affect the fate and trapping 

of not only CO2 but also the remaining oil in depleted oil reservoirs. For instance, methanogenic 

biodegradation of alkanes is a well-known process to occur in oil reservoirs (Dolfing et al., 2008; Jones 
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et al., 2008; Larter and di Primio, 2005; Scott et al., 1994), and its stimulation can be seen as a pathway 

for a new enhanced oil recovery method (Cai et al., 2015a; Cai et al., 2015b; Jones et al., 2008; Vilcáez, 

2015a, b). A new TOUGHREACT module with expanded capabilities accounting for the activity of 

microbes and transport of their metabolic substrates and products, would be advantageous to assess the 

fate and trapping of CO2 under biotic conditions as well as the economic value of stimulating 

methanogenic biodegradation of alkanes in depleted oil reservoirs.  

TOUGHREACT is a numerical simulation program for chemically reactive non-isothermal 

flows of multiphase fluids in porous and fractured media. It was developed by introducing reactive 

chemistry into the multiphase flow code TOUGH2 (Xu et al., 2006). Hence, several TOUGHREACT 

modules could be derived from available TOUGH2 modules to simulate a variety of multiphase and 

multicomponent reactive transport processes (Pruess, 1991). ECO2N module of TOUGHREACT 

allows for the simulation of not only the dissolution but also the mineral trapping of CO2 in deep saline 

aquifers. The latest version of TOUGHREACT includes microbial capabilities (Xu et al., 2014). 

However, ECO2N module of TOUGH2 can only handle pure CO2 (Pruess and Spycher, 2007), limiting 

the applicability of TOUGHREACT-ECO2N to simulate the fate and trapping of CO2 under biotic 

conditions.  Accounting for the biogenic formation of CO2, CH4, H2S, and N2 is important because they 

can affect the trapping and conversion of both the injected CO2 and available organic substrates (e.g., 

alkanes).  

Because of the complex numerical schemes needed to couple bio-geochemical and multiphase 

processes and the large number of independent variables which would substantially increase the 

calculation time of a new TOUGHREACT-ECO2N module, the aim of this research is to reduce the 

calculation time of the ECO2N module of TOUGH2 and expand its capabilities to simulate the 

multiphase flow of CO2-CH4-H2S-N2 gas mixtures. The approach consists of using simple correlations 

to obtain the thermophysical (density, viscosity and enthalpy) properties of gas mixtures along with a 
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new non-iterative fugacity-activity thermodynamic model which can predict the mutual solubility of 

CO2-CH4-H2S-N2 gas mixtures in brine (Shabani and Vilcáez, 2017).  

Similar to this research but with different objectives, other TOUGH2 modules have been 

developed based on other TOUGH2 modules. EOS7Cm was developed based on EOS7C module 

(Oldenburg et al., 2004) to simulate the flow of CO2-CH4-H2S gas mixtures under high temperature, 

pressure, and salinity conditions (Lei et al., 2016). EOS7Cm uses an iterative thermodynamic model to 

solve the mutual solubility of CO2-CH4-H2S gas mixtures in brine. TMGAS is another TOUGH2 

module developed based on the TMVOC module to simulate the injection of gas mixtures into deep 

geological sites (Battistelli and Marcolini, 2009). TMGAS also uses an iterative thermodynamic model 

to solve the mutual solubility of acid gases (CO2 and H2S) in brine. The inclusion of iterative 

thermodynamic models in simulating the flow of gas mixtures has been proven to result in long 

calculation times (Battistelli and Marcolini, 2009). Thus, the necessity of using non-iterative 

thermodynamic models to reduce the calculation time of GCS is evident. 

Prior to its coupling to TOUGHREACT, the efficiency of the new module developed based on 

the ECO2N module of TOUGH2 is verified by conducting simulations of CO2 injection using synthetic 

and real one-dimensional (1D) and three-dimensional (3D) geological models. 

3.3. Methodology 

In the newly developed module, possible thermodynamic states include a single aqueous phase 

with or without dissolved CO2, a single CO2-rich phase that might be either gas or liquid CO2 with 

dissolved H2O, and a two-phase aqueous-CO2 rich state. Supercritical CO2 is treated as a gas phase, 

and salt (NaCl) is treated as component whose concertation in the aqueous phase remains unchanged 

over time and space. The possibility of a separate solid salt phase forming due to the precipitation of 

halite (NaCl) is not considered. This simplification is valid for the co-injection of CO2 and brine, or the 

injection of CO2 into a geological formation containing relatively low salinity formation waters, where 



57 
 

microbial activity is relevant and the formation of a solid separate salt phase is not possible and/or can 

be neglected. This simplification is made based on CO2 storage capacity enhancements obtained 

through co-injecting CO2 and brine into saline aquifers (Rathnaweera et al., 2016), as well as on 

proposed methods to stimulate microbial methanogenesis in depleted oil reservoirs that involves the 

co-injection of CO2 and brine amended with nutrients (Vilcáez, 2015b).  

Keeping the approach used in the ECO2N module of TOUGH2, the thermodynamic state of a 

single-phase system is defined by pressure, CO2 mass fraction in the aqueous phase, and temperature, 

whereas the thermodynamic state of a two-phase system is defined by pressure, gas saturation, and 

temperature. For single-phase isothermal systems, the list of primary thermodynamic variables reduces 

pressure and CO2 mass fraction in the aqueous phase, whereas, for two-phase isothermal systems, the 

list of primary thermodynamic variables reduces to pressure and gas saturation. The equilibrium gas 

and liquid CO2 mass fractions at the specified temperature and pressure conditions are calculated using 

the non-iterative fugacity-activity thermodynamic model of  Shabani and Vilcáez (2017).   

3.3.1. Governing equations 

TOUGH2 uses the integral finite difference method (IFDM) to solve the mass and heat balance 

equations for a system with NK components and NPH phases in equilibrium: 

𝑑

𝑑𝑡
∫ 𝑀(𝑖) ∙ 𝑑𝑉 = ∫ 𝐹(𝑖) ∙ 𝑛 𝑑Γ

Γ𝑛
+ ∫ 𝑄(𝑖) 𝑑𝑉

𝑉𝑛𝑉𝑛
              

(1) 

where subscript i is the index for the NK components in the system, M is the mass or energy 

accumulation term, F is the mass or energy flow term, and Q is the sink/source term of mass or energy.  

The mass accumulation per volume of component i is given by: 
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𝑀(𝑖) = 𝜑∑ 𝑆𝛽𝜌𝛽𝑋𝛽
(𝑖)
, 𝑖 = 1,𝑁𝐾;  𝛽 = 1,𝑁𝑃𝐻𝑁𝑃𝐻

𝛽=1              

(2) 

where β is the phase index, 𝜑 is porosity, Sβ is saturation of phase β, ρβ is density of phase β, and 𝑋𝛽
𝑖  is 

the mass fraction of component i in phase β.  

The heat accumulation per volume of component i = NK + 1 (heat), in a multiphase system is 

calculated according to: 

𝑀(𝑁𝐾+1) = 𝜙∑ 𝑆𝛽𝜌𝛽𝑢𝛽 + (1 − 𝜙)𝜌𝑅𝐶𝑅𝑇
𝑁𝑃𝐻
𝛽=1              (3) 

where uβ is the specific internal energy of phase β, ρR and CR are grain density and specific heat of the 

rock respectively, and T is temperature.  

The advective mass flux of component i is a sum over all phases in equilibrium: 

𝐹(𝑖) = ∑ 𝑋𝛽
(𝑖)
𝐹𝛽

𝑁𝑃𝐻
𝛽=1                  

(4) 

where individual phase fluxes are given by a multi-phase version of Darcy’s law: 

𝐹𝛽 = −𝑘
𝑘𝑟𝛽

𝜇𝛽
𝜌𝛽(∇𝑃𝛽 − 𝜌𝛽𝑔)                

(5) 

where k is absolute permeability, krβ is relative permeability of phase β, µβ is viscosity of phase β, and 

Pβ is the fluid pressure in phase β, and g is the vector of gravitational acceleration. 

Conductive and convective heat flux of component i = NK + 1 (heat) is given by: 

𝐹(𝑁𝐾+1) = ∑ 𝐻𝛽𝐹𝛽 + 𝜆∇𝑇
𝑁𝑃𝐻
𝛽=1                 

(6) 
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where Hβ is specific enthalpy of phase β, and λ is thermal conductivity (Pruess, 1991).  

In addition to the total sum of mass fractions (𝑋𝛽
𝑖 ) which must equal 1.0, capillary pressure and 

relative permeability equations are required to complete the solution of the resulting system of 

equations. The new TOUGH2 module uses the relative permeability and capillary pressure equations 

already available to all TOUGH2 modules. The difference between the ECO2N module and the new 

module is on the approach used to calculate 𝑋𝛽
𝑖   and the thermophysical properties including density, 

viscosity and enthalpy of the gas phase. While ECO2N module obtains the thermophysical properties 

of pure CO2 by means of interpolation from tabular data extracted from the correlation of Altunin 

(1975), the new module uses correlations to obtain the thermophysical properties of pure CO2. These 

correlations are implemented directly in the code. Also, different from the ECO2N module that uses 

the correlation of Spycher and Pruess (2005) to obtain the mutual solubility of CO2 in brine, the new 

module uses a new non-iterative thermodynamic model capable of predicting the mutual solubility of 

CO2-CH4-H2S-N2 gas mixtures in brine. Details on this new non- iterative thermodynamic model, as 

well as a description of the correlations used to obtain thermophysical properties of the mixture of gases 

and brine are given below. 

3.3.2. Mutual solubility of CO2-CH4-H2S-N2 gas mixture in brine 

The new non-iterative activity-fugacity thermodynamic model of Shabani and Vilcáez (2017) 

is implemented into TOUGH2 source code as a set of new subroutines to consider the mutual solubility 

of CO2-CH4-H2S-N2 gas mixtures in brine. This thermodynamic model was developed by equating the 

chemical potential of each component in the gas and liquid phase at equilibrium:  

ℎ𝑖𝛾𝑖𝑥𝑖 = 𝑃∅𝑖𝑦𝑖   (7) 

which can be rearranged to obtain Ki as follows: 

𝐾𝑖 =
𝑦𝑖

𝑥𝑖
=

ℎ𝑖𝛾𝑖

𝑃∅𝑖
  (8) 
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where Ki is the phase equilibrium constant of component i, hi is Henry's constant of component i, γi is 

activity of component i in liquid phase, P is pressure, φi is fugacity of component i in gas phase, and yi 

and xi, respectively, are mole fractions of component i in gas and liquid phases.  

Fugacity coefficients are calculated using Peng-Robinson (PR) EOS (Peng and Robinson, 

1976) and activity coefficients are calculated using Pitzer formalism and Henry’s law (Pitzer, 1973). 

Henry’s constant of dissolved gases in the aqueous phase is calculated using the correlation of Akinfiev 

and Diamond (2003). Both PR EOS and correlations account for the effect of salt (NaCl) mass fraction 

in the calculations. Hence, the application of the non-iterative activity-fugacity thermodynamic model 

(Shabani and Vilcáez, 2017) to pure CO2 gas, is equivalent to the thermodynamic model of Ziabakhsh-

Ganji and Kooi (2012) who used a similar approach. Details on the calculation of the activity and 

fugacity coefficients and Henry’s constant can be found in Shabani and Vilcáez (2017).  

The molar fraction of H2O in the gas phase (yH2O) is calculated using the following equation:  

𝑦𝐻2𝑂 =
1−∑

𝑦𝑖
𝐾𝑖

1

𝐾𝐻2𝑂
−∑

𝑦𝑖
𝐾𝑖

                  

(9) 

where yi is the initial molar fraction of CO2, H2S, CH4, and N2 in the gas phase. Application of Eq. (9) 

to pure CO2-brine systems gives the equation proposed by Spycher et al. (2003). The calculated yH2O is 

used to correct the molar fractions of CO2, H2S, CH4, and N2 in the gas phase using the following 

normalization equation: 

𝑦𝑖
𝑛 =

𝑦𝑖

1+𝑦𝐻2𝑂
                   

(10) 
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where yi
n is the normalized molar fractions of CO2, H2S, CH4, and N2 in the gas phase. By applying this 

simplification, the equilibrium molar fractions of all components including H2O in brine is directly 

calculated from the following equation: 

𝑥𝑖 =
𝑦𝑖
𝑛

𝐾𝑖
                 

(11) 

where xi is the molar fraction of dissolved compounds in the aqueous phase, and yi
n calculated from 

Eq. (10) is the molar fraction of each compound in the existing or injected mixture of gases. The mass 

fraction (𝑋𝛽
𝑖 ) of component i in the liquid (β = l) and gas (β = 2) phase is required to solve the mass 

accumulation and flow equations (Eqs. (2) and (4)), are obtained from the following equations: 

𝑋𝑙
𝑖 = 𝑥𝑖 ×

𝑀𝑊𝑖

𝑀𝑊𝑙
                

(12) 

𝑋𝑔
𝑖 = 𝑦𝑖

𝑛 ×
𝑀𝑊𝑖

𝑀𝑊𝑔
                 

(13) 

where MWi is molecular weight of component i, and MWl and MWg are average molecular weights of 

liquid and gas mixtures: 

𝑀𝑊𝑔 = ∑𝑦𝑖
𝑛𝑀𝑊𝑖               

(14) 

𝑀𝑊𝑙 = ∑𝑥𝑖𝑀𝑊𝑖               

(15) 

The effect of salt (NaCl) mass fraction on the molecular weight of the aqueous phase is taken into 

account by using the following equation: 
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𝑀𝑊𝑏𝑟𝑖𝑛𝑒 =
𝑀𝑊𝐻2𝑂

1−𝑋𝑆+𝑋𝑆(
𝑀𝑊𝐻2𝑂

𝑀𝑊𝑁𝑎𝐶𝑙
)
              

(16) 

where XS is the mass fraction of NaCl in brine.  

3.3.3. Thermophysical properties of the gas phase 

Since at temperatures relevant for GCS under biotic condition (<100 °C), the concentration of 

H2O in the CO2-reach phase is very small (typically less than 1 mol%), thermophysical properties of 

pure CO2 are used to represent the thermophysical properties of the gas phase.  

3.3.3.1. Density 

Density of CO2 in the gas phase is calculated from PR EOS as follows (Shabani and Vilcáez, 

2017): 

𝑣𝑔 =
𝑍𝑔𝑅𝑇

𝑃
                

(17) 

𝜌 =
𝑀𝑤𝑔

𝑣𝑔+𝑐
                

(18) 

𝑐 = 𝑇𝑟
6.27844 ∗ (−8.18682 ∗ 𝑃𝑟

−0.94163 + 0.94612) + 2.49642          

(19) 

where vg is the molar volume, Zg is the gas compressibility factor, R is the gas constant, T is 

temperature, P is pressure, MWg and ρ are the molecular weight and gas density of pure CO2, 

respectively, and c is the volume shift parameter. We have found that calculated density values of pure 

CO2 are more accurate if c is calculated as a function of both reduced temperature (Tr) and reduced 

pressure (Pr) rather than as a function of only Tr, or by using a constant c value (Al-Khoury and 
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Bundschuh, 2014). Compared to the online NIST database (NIST, 2017), the calculated density of pure 

CO2 gas using the derived correlation for c (Eq. 19) has less than 1% error (Fig. 3.1). 

 

Fig. 3.1. Comparison of CO2 density at 35 and 70 ˚C obtained with NIST database and the new 

module applying Peng-Robinson (PR) EOS. 

3.3.3.2. Viscosity 

Viscosity of the gas phase is estimated from the correlation developed from the one-parameter 

friction theory (Quiñones-Cisneros et al., 2000, 2001b). This general and simple correlation can be 

applied to hydrocarbon and acidic gases. This correlation in conjunction with the PR EOS has been 

shown to provide accurate viscosity estimations (Quiñones-Cisneros et al., 2001a; Schmidt et al., 2008). 

According to the one-parameter friction theory, the total fluid viscosity (η) can be estimated from: 

o f                     

(20) 

where ηf is the friction viscosity that can be calculated from: 

f r r a ak p k p                 

(21)   
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where pr and pa are the repulsive and attractive pressures that are calculated using PR EOS, kr and ka 

are the repulsive and attractive viscous friction coefficients. ηo in Eq. (20) is the diluted gas viscosity 

and can be calculated from:  

2
3

40.785
*

o c

c

MW T
F

v
 


              

(22) 

where MW is the molecular weight of the fluid (CO2), T is the temperature, vc is the critical volume, 

and Fc for non-polar gases such as CO2 is: 

1 0.2756cF                                

(23) 

where ω is the acentric factor. The reduced collision integral (Ω*) in Eq. (22) is estimated from the 

following empirical equation: 

   
 4 0.14874 0.7683

0.14874

1.16145 0.52487 2.16178
* 6.435 10 * sin 18.0323 * 7.27371

* exp 0.7732T* exp 2.43787T*
T T

T

       

(24) 

with 

1.2593
*

c

T
T

T
                

(25) 

where Tc is the critical temperature. More details on the viscosity calculation procedure can be found 

at Quiñones-Cisneros et al. (2001a). Fig. 3.2 compares calculated and NIST values of CO2 dynamic 

viscosity. The average error over a wide range of temperature and pressure conditions is around 5%.  
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Fig. 3.2. Comparison of CO2 dynamic viscosity at 35 and 70 ˚C obtained with NIST database and the 

new module applying the friction theory model (FTM). 

3.3.3.3. Enthalpy 

Enthalpy of the gas phase (Hg) is calculated as the sum of the departure enthalpy and ideal gas 

mixture enthalpy (Battistelli and Marcolini, 2009; Guide, 2015): 

𝐻𝑔 = ∑ 𝑦𝑖 . 𝐻𝑔𝑖
𝑖𝑑𝑒𝑎𝑙 + 𝐻𝑔

𝑑𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒𝑛𝑐
𝑖=1              

(26)  

This approach can be applied to both pure and mixture gases. The ideal enthalpy of gas component i 

(𝐻𝑔𝑖
𝑖𝑑𝑒𝑎𝑙) is calculated by integrating the specific heat capacity (Cpg): 

 𝐻𝑔𝑖
𝑖𝑑𝑒𝑎𝑙 −𝐻𝑔𝑖

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
= ∫ 𝐶𝑝𝑔𝑑𝑇

𝑇2
𝑇1

                                          

(27) 

where the Cpg is a function of temperature according to the following fourth order polynomial equation: 

𝐶𝑝𝑔 = 𝐶𝑝𝑔1 + 𝐶𝑝𝑔2𝑇 + 𝐶𝑝𝑔3𝑇
2 + 𝐶𝑝𝑔4𝑇

3 + 𝐶𝑝𝑔5𝑇
4               

(28) 
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where Cpg1 to Cpg5 are coefficients (Poling et al., 2001). The temperature of the triple point of water 

(273.16 °K) is considered as the reference state.  

The departure enthalpy of the gas phase (𝐻𝑔
𝑑𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒

) can be calculated using either Lee-Kesler 

(LK) (Lee and Kesler (1975)) or PR EOS: 

H𝑔
𝑑𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒

= RT((Z𝑔 − 1) −
A

2√2B
(1 + (0.37646 + 1.5422ω𝑖 −

0.26992𝜔𝑖
2)√

T

𝑇𝑐,𝑖𝛼𝑖
) ln (

Z𝑔+(1+√2)𝐵

Z𝑔+(1−√2)𝐵
))              

(29) 

𝛼𝑖 = 1 + (0.37464 + 1.5422ω𝑖 − 0.26992𝜔𝑖
2) (1 − √

𝑇

𝑇𝑐,𝑖
)           

(30) 

where R is the gas constant, T is temperature, ω is acentric factor, Tc is critical temperature, Zg is gas 

compressibility factor obtained from PR EOS. Details on the calculation of A and B can be found in  

Shabani and Vilcáez (2017). 

Both LK and PR EOS reproduce departure enthalpy very well, however, LK EOS provides 

more accurate results (1.5% AARD) than PR EOS (2.13% AARD). Fig. 3.3 compares calculated 

enthalpies of CO2 using the LK and PR EOS against NIST data of CO2 enthalpies. 
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Fig. 3.3. Comparison of CO2 enthalpy at 35 and 70 ˚C obtained with NIST database and the new 

module applying Lee-Kesler (LK) and Peng-Robinson (PR) EOSs. 

3.3.4. Thermophysical properties of the liquid phase 

Because deep geological formation waters are generally brine, thermophysical properties of the 

aqueous phase are calculated using correlations for pure brine in which corrections are made to account 

for the effect of CO2 and other gases dissolution. This approach which has been already implemented 

in the ECO2N module is also used in the new TOUGH2 module. Briefly, the aqueous phase density is 

first calculated for pure H2O using the correlation given by the International Formulation Committee 

(Committee, 1967), then corrections are made to account for the effect of temperature, pressure, and 

salinity using correlations of Haas Jr (1976) and Andersen et al. (1992), finally the effect of CO2 

dissolution into the aqueous phase is taken into account using Garcia (2001) correlation.  

The viscosity of the aqueous phase is calculated from the correlation developed by Phillips 

(1981) which is valid for a wide range of temperature, pressure and salinity conditions, and the specific 

enthalpy of the aqueous phase is calculated using the correlation of Lorenz et al. (2000). 
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3.4. Verification, evaluation and application 

To verify the accuracy and applicability of the new TOUGH2 module, simulation results 

obtained with the new TOUGH2 module are compared against the simulation results obtained with the 

ECO2N module.  

3.4.1. Verification: 1D non-isothermal radial flow of CO2 in a saline aquifer 

To verify the accuracy of the new module, the 1D simulation example included in the manual 

of ECO2N module (Pruess, 2005) is rerun using both the new module and ECO2N module. In this 1D 

radial model of infinite extent, CO2 is injected for 5 years at a constant rate of 100 kg/s. The saline 

aquifer is homogeneous and has a thickness of 100 m. The initial pressure of the aquifer is 120 bar, the 

initial temperature is 45 °C, and salt (NaCl) mass fraction is 0.15. Fig. 3.4 compares the pressure, gas 

saturation, mass fraction of CO2 in brine, and mass fraction of H2O in the gas phase obtained with both 

modules. The new module yields practically the same results as the ECO2N module. Since the new 

module does not treat solid salt as a separate phase, but rather its concentration in the aqueous phase is 

assumed to remain constant, and the approach to calculate the thermophysical properties (density, 

enthalpy, and dynamic viscosity) of the gas phase in both modules are different, a slight difference in 

predicting the mutual solubility of CO2 in brine is inevitable. 
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Fig. 3.4. Comparison of simulation results of CO2 injection into a 1D non- isothermal saline aquifer 

obtained with the new module and ECO2N module. (a) Reservoir pressure, (b) Gas saturation (Sg), (c) 

CO2 mass fraction in the aqueous phase (XCO2), and (d) H2O mass fraction in the gas phase (YH2O). 

Simulation time is 5 years. 

3.4.2. Evaluation: CO2 injection into a synthetic saline aquifer  

To evaluate the computational efficiency of the new module, simulations of CO2 injection into 

a large 3D rectangular (1000×1000×100 m3) synthetic saline aquifer are conducted at three different 

grid cell resolutions (Table 3.1). Initial temperature and pressure conditions are 200 kPa and 40 °C, 

respectively. Salt (NaCl) mass fraction is 0.05, porosity is 0.1, and permeability in the three directions 

is 10-13 m2. CO2 is injected at 0.5 kg/s at the center of the model for 9 years. 

Table 3.1. Grid cell resolutions used to evaluate the efficiency of the new module.  

Grid cell 

resolution 

X-direction 

No. cells × size (m) 

Y-direction 

No. cells × size (m) 

Z-direction 

No. cells × size (m) 

No. of grid 

cells 

1 5×91+3×30+5×91 5×91+3×30+5×91 5×20 845 

2 9×50+5×20+9×50 9×50+5×20+9×50 5×20 2880 

3 18×25+10×10+18×25 18×25+10×10+18×25 5×20 10580 

 

Table 3.2 shows the total number of time steps, total calculation time, and the CPU times used 

by the EOS (solves the non-iterative EOS and thermophysical correlations), MULTI (sets up the system 
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of linear equations), and LINEQ (solves the linear system of equations) subroutines, with both ECO2N 

and new modules, at different grid cell resolutions (Table 3.1).  

Shorter total calculation times obtained with the new model than with the ECO2N module 

reveals an enhancement in the computational efficiency of ECO2N. This enhancement increases with 

increasing the number of discretization grid cells. Apparently, the faster convergence achieved with the 

new module, reflected by the shorter total number of time steps needed to complete the simulation, is 

amplified by increasing the number of grid cells. In TOUGH2, time steps can be automatically adjusted 

during a simulation run, depending on the convergence rate of the iteration process.   

A comparison between the CPU times used by the LINEQ, MULTI, and EOS subroutines, 

shows that most efficiency with the new module, is gained due to shorter CPU times used by the LINEQ 

and MULTI subroutines, rather than due to the shorter CPU time used by the EOS subroutine. This is 

attributed to the reduction of the number of primary variables from four (temperature, pressure, CO2 

mass fraction or gas saturation, and salt mass fraction) to three (temperature, pressure, and CO2 mass 

fraction or gas saturation) by treating salt (NaCl) mass fraction as a constant. However, it is noteworthy 

that the new EOS subroutine where the new non-iterative EOS and the thermophysical correlations are 

solved, does contribute to the efficiency gained with the new module. This contribution is particularly 

evident when simulating larger and more complex scenarios (Fig. 3.6), as shown in the following 

section. 

Table 3.2. Comparison of new module’s efficiency against ECO2N module’s efficiency.  

Grid cell 

resolution 

LINEQ, 

sec 

MULTI, 

sec 

EOS, sec Total No. 

of time 

steps 

Total time, 

sec 

Memory 

usage, MB 

ECO2N module 

1 28.3 3.2 1.2 71 69.8 1111 

2 176.3 12.8 4.8 83 326.7 1110 

3 3374.7 102.5 36.3 162 4340.9 1111 

4* 5363.9 839.5 277.3 805 12888.8 1110 

New  module 

1 9.7 1.6 1.3 64 50.6 1120 



71 
 

2 49.4 6.6 4.6 80 193.5 1120 

3 798.0 57.6 35.4 157 1828.6 1120 

4* 928.8 87.1 45.0 316 3020.9 1120 

*Cushing oil field 

Fig. 3.5 compares the pressure, gas saturation, mass fraction of CO2 in brine, and mass fraction 

of H2O in the gas phase obtained with the new and ECO2N modules in a grid cell located at a horizontal 

distance of 56.5 and a vertical distance of 50 m from the injection point. Simulation results obtained 

with both modules are virtually the same, confirming that accuracy with the new module is preserved. 

Salt mass fraction in the aqueous phase predicted by the ECO2N module did decrease from 0.05 to 

0.047 (results not shown), however this did not result in a substantial difference between CO2 mass 

fractions in the aqueous phase predicted by both modules, confirming that at salinity levels where 

microbial activity is relevant, salt mass fraction in the aqueous phase can be assumed to remain 

constant.  
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Fig. 3.5. Comparison of simulation results of CO2 injection into a synthetic saline aquifer 

(1000×1000×100 m3) obtained with the new module and ECO2N module. (a) Reservoir pressure, (b) 

Gas saturation (Sg), (c) CO2 mass fraction in the aqueous phase (XCO2), and (d) H2O mass fraction in 

the gas phase (YH2O). Results correspond to a grid cell located at a horizontal distance of 56.5 and a 

vertical distance of 50 m from the injection point. Total number of grid cells is 2880. 

3.4.3. Application: Injection of CO2 into the Cushing oil field 

To evaluate the applicability of the new module to real scenario conditions, simulation of CO2 

injection are conducted for the Cushing oil field. The Cushing oil field is roughly ten miles long (N-S) 

by three miles wide (E-W). It is located in northwestern part of Creek County, Oklahoma, USA. The 

initial vertical pressure and temperature distributions are determined using typical pressure and 

temperature gradients of 0.00875 MPa/m and 0.025 °C/m, respectively. The employed 3D model for 

this simulation has been generated based on log data available for 48 wells. At a depth of 1054 m 

(reservoir bottom), pressure and temperature are 9.22 MPa and 46.35°C, respectively. This reservoir 

consists of 15 different layers of porosities ranging from 0.01 to 0.2, and permeabilities ranging from 

9.87×10-12 m2 to 1.88×10-10 m2 (Fig. 3.6). CO2 is injected at the bottom of the geological formation at 

6.5 kg/s, and salt (NaCl) mass fraction is 0.01. The remaining oil in the reservoir is assumed to be 

immobile.  

Figs. 3.7 and 3.8 show the distribution of gas saturation, and CO2 mass fraction in the aqueous 

phase obtained with both the new and ECO2N modules after 10 years of simulation. A comparison 
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between the simulation results obtained with both modules probes that the new module reproduces 

simulation results obtained with the ECO2N module. Moreover, the contribution of the new EOS 

subroutine to the computational efficiency gained with the new module, is much larger than when 

simulating simpler scenarios (Fig. 3.5).  Table 3.2 shows that the CPU time used by the EOS subroutine 

decreases from 277.3 to 45.0 seconds, and that the total number of time steps decreases from 805 to 

316. Meaning that the CPU time used by the EOS subroutine in the ECO2N module for each time step 

is 2.41 times larger than the CPU time used by the EOS subroutine in the new module. This is reflected 

by a reduction in the total calculation time from 12888.8 to 3020.9 seconds. 

               



74 
 

Fig. 3.6. Geological model of the Cushing oil field. (a) top view, (b) vertical view.  

 

Fig. 3.7. Comparison of CO2 gas saturation (Sg) in the Cushing oil field predicted with the (a) New 

module and (b) ECO2N module. Simulation time is 10 years. 

  

Fig. 3.8. Comparison of CO2 mass fraction in the aqueous phase (XCO2) in the Cushing oil field 

predicted with the (a) New module and (b) ECO2N module. Simulation time is 10 years. 

3.5. Conclusions 

A simple and robust TOUGH2 module has been developed to simulate geological CO2 storage 

in deep saline aquifers. Not including salt mass fraction as a variable but as a constant, along with the 

utilization of a new non-iterative activity-fugacity thermodynamic model and simple thermophysical 
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correlations have been found significantly reduces the simulation time of the ECO2N module of 

TOUGH2.  

Minor differences between the simulated results obtained with the new and ECO2N modules 

is attributed to the intrinsic differences between the approaches uses to calculate the thermophysical 

properties of the gas phase in both modules, and to the fact that the new module does not treat salt 

(NaCl) as a separate solid phase, but rather its concentration in the aqueous phase is assumed to remain 

constant.  

Estimated thermophysical (density, viscosity, and enthalpy) properties of the gas phase using 

the selected thermophysical correlations are in good agreement with NIST thermophysical data. The 

inclusion of a variable volume shift factor resulted in highly accurate predictions of CO2 gas density 

over a wide range of pressure and temperature conditions.  

The EOS and the thermophysical correlations used to develop the new TOUGH2 module can 

handle CO2-CH4-H2S-N2 gas mixtures. Hence, owing to its compatibility with TOUGHREACT, the 

new module can be used to develop a new TOUGHREACT module to predict the impact of microbial 

activity on the fate and trapping of CO2 in geological CO2 storage sites under biotic conditions where 

microbial activity can be reflected by the formation of CO2, CH4, H2S, and N2 biogases.  
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CHAPTER IV 

 

 

TOUGHREACT-CO2Bio – a new module to simulate geological carbon 

storage under biotic conditions (Part 1): the multiphase flow of CO2-CH4-

H2-H2S gas mixtures 

Babak Shabani, Javier Vilcáez* 

Boone Pickens School of Geology, Oklahoma State University, Stillwater, OK 74078, USA 

4.1. Abstract 

A new TOUGHREACT module named CO2Bio is introduced to simulate geological carbon storage 

(GCS) under biotic conditions. CO2Bio is developed by incorporating into TOUGHREACT an 

expanded thermodynamic model capable of predicting the mutual solubility of CO2-CH4-H2S-H2 

gas mixtures and brine. Simple but robust thermophysical correlations are adopted in CO2Bio to 

calculate density, viscosity and enthalpy of CO2-CH4-H2S-H2 gas mixtures. CO2Bio can predict the 

kinetic microbial production and/or consumption of CO2, CH4, H2S, and H2 gases, and the 

multiphase flow of CO2-CH4-H2S-H2 gas mixtures and brine at deep geological formation 

conditions. The multiphase flow capabilities of CO2Bio are verified by comparing its simulation 

results with other reliable multiphase simulation programs including the ECO2N module of 

TOUGHREACT, the EOS7C module of TOUGH2, and CMG-GEM©. Simulated scenarios include 

injection of CO2 into a radial infinite acting saline aquifer, extraction of dissolved CH4 from CH4-

saturated water by CO2 injection, and injection of CO2 mixed with H2S as an impurity into a saline  
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 aquifer. To verify the field-scale applicability of TOUGHREACT-CO2Bio, we conducted simulations 

for alternate injection of CO2 and brine into the Cushing-Drumright oil reservoir of Oklahoma where 

the supply of nutrients such as protein-rich matter was assumed to result in the stimulation of microbial 

production of H2 and CH4 from the degradation of n-alkanes. Our simulation results confirm that 

TOUGHREACT-CO2Bio is capable of predicting the multiphase flow of CO2-CH4-H2S-H2 gas 

mixtures and brine.  

Keywords: Geological carbon storage, Methanogenesis, CO2-CH4-H2S-H2 gas mixture, 

Thermophysical properties, TOUGHREACT-CO2Bio 

*Corresponding author: vilcaez@okstate.edu (J. Vilcáez) 

4.2. Introduction 

Methanogenic biodegradation of crude oil (mostly n-alkanes) is a well-known process that 

occurs in oil reservoirs (Dolfing et al., 2008; Jones et al., 2008a; Larter and di Primio, 2005; Scott et 

al., 1994), and its stimulation has been seen as a pathway for a new enhanced oil recovery method (Cai 

et al., 2015a; Cai et al., 2015b; Jones et al., 2008b; Vilcáez, 2015b). Biodegradation of crude oil under 

anaerobic conditions generates acetate and H2 as metabolic products (Eq. (1)). While the generated 

acetate is converted into CH4 and CO2 by acetoclastic methanogens via fermentation (Eq. (2)), the 

generated CO2 is converted into CH4 by hydrogenotrophic microbes via the reduction pathway with H2 

(Eq. (3)):  

4C16H34 + 64H2O → 32CH3COO¯ + 32H+ + 68H2       (1) 

32CH3COO¯ + 32H+ → 32CH4 + 32CO2        (2) 

196H2 + 64CO2 → 49CH4 + 15CO2 + 98H2O        (3) 

H2 is a key component for CH4 production from CO2 by hydrogenotrophic methanogens in oil 

reservoirs. The injection of CO2 into depleted oil reservoirs increases its availability for CH4 production 
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and decreases the pH of the formation water to acidic pH (4-6) levels where the activity of H2-forming 

fermentative microbes is highest. For this, the combined injection of CO2 and petroleum produced water 

supplied with nutrients such as protein-rich matter has been proposed to stimulate the microbial 

conversion of residual crude oil and CO2 (substrates) to CH4 in depleted oil reservoirs (Vilcáez, 2015a; 

Vilcáez, 2015b). The produced CH4 in depleted oil reservoirs can be recovered more easily than residual 

crude oil. This highlights the promising potential of a shift towards a CH4-based energy economy where 

microbially produced CH4 in depleted oil reservoirs is commercialized as an energy source.  

The stimulating effect of the combined injection of CO2 and petroleum produced water supplied 

with nutrients such as protein-rich matter on the microbial conversion of crude oil (mostly n-alkanes) 

and CO2 to CH4 has been proven using formation water and crude oil collected from depleted oil 

reservoirs in Oklahoma (Vilcáez et al., 2018). The reported stimulating effect of CO2 is in agreement 

with previous studies showing that CO2 can be converted to CH4 by indigenous anaerobic microbial 

communities in oil reservoirs (Jones et al., 2008a; Mayumi et al., 2011), and that CO2 promotes the 

growth of H2-forming microbes in depleted oil reservoirs (Liu et al., 2015; Sugai et al., 2012). The 

results of these studies highlight the need for simulation tools to not only predict the physical and 

chemical fate, but also the microbiological fate of CO2 injected into depleted oil reservoirs. This can be 

considered for either geological storage of CO2 or for enhanced oil recovery through the stimulation of 

microbial conversion of n-alkanes and CO2 to CH4.  

Owing to its multiphase and geochemical capabilities, the latest version of TOUGHREACT 

(Xu et al., 2014), which includes microbial capabilities could be used to predict the physical, chemical, 

and microbiological fate of CO2 injected into deep saline aquifers or depleted oil reservoirs (if crude oil 

is assumed to remain immobile). However, the ECO2N module of TOUGHREACT that is currently 

widely used to predict the physical and chemical fate of CO2 in deep saline aquifers can only handle 

pure CO2  (Pruess and Spycher, 2007). This limits its applicability to predict the microbiological effect 

of CO2 in deep saline aquifers and depleted oil reservoirs. The microbial conversion of crude oil and 
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CO2 to CH4, for instance, involves the continuous production and/or consumption of CO2, H2, and 

acetate. This can affect the extent of the dissolution and mineral trapping of CO2 as well as the kinetics 

of CH4 production. Therefore, in this work we developed a new TOUGHREACT module, named 

CO2Bio, to predict the long-term trapping and fate of CO2 in deep saline aquifers and depleted oil 

reservoirs under biotic conditions. This module accounts for the kinetics of the microbial production 

and/or consumption of CO2, CH4, H2, and H2S gases, as well as the multiphase flow of CO2-CH4-H2-

H2S gas mixtures and brine. In this article, we introduce the multiphase flow capabilities of CO2Bio. 

The microbial capabilities of CO2Bio will be introduced in a subsequent article. 

An important interaction that affects the multiphase flow of gas mixtures and brine is their 

mutual solubility. Therefore, thermodynamic models have been developed to predict the mutual 

solubility of CO2-SO2-H2S-CH4-N2 gas mixtures and brine (Ziabakhsh-Ganji and Kooi, 2012), CO2-

H2S-CH4-N2 gas mixtures and brine (Shabani and Vilcáez, 2017), and CO2-CH4-H2S gas mixtures and 

brine (Li et al., 2014). Unfortunately, available thermodynamic models that have been developed to 

predict the mutual solubility of gas mixtures and brine do not account for the presence of H2. 

Accounting for the presence of H2 is important because H2 constitutes a bottleneck for the microbial 

conversion of CO2 to CH4 (Eq. (3)). In this work, to be able to develop a new TOUGHREACT module 

(CO2Bio), which is capable of simulating the fate of CO2 in deep geological formations under biotic 

conditions, we expanded the capabilities of the thermodynamic model of Ziabakhsh-Ganji and Kooi 

(2012) to predict the mutual solubility of CO2-CH4-H2-H2S gas mixtures and brine. The original 

thermodynamic model of Ziabakhsh-Ganji and Kooi can predict the mutual solubility of CO2-SO2-H2S-

CH4-N2 gas mixtures and brine within a wide range of pressure, temperature, and salinity conditions. 

Here, we did not include SO2 and N2 in CO2Bio, because these two components have no role in the 

microbial conversion of CO2 and/or crude oil to CH4 in deep saline aquifers or depleted oil reservoirs. 

We included H2S in CO2Bio, because sulfate reducing bacteria (SRB) under the availability of high 

concentrations of sulfate ions can outcompete methanogenic microbes for H2 and acetate. Therefore, 
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including the possibility of H2S formation by SRB is crucial to assess the feasibility of CH4 production 

in depleted oil reservoirs and deep saline aquifers. 

The expansion of the capabilities of Ziabakhsh-Ganji and Kooi's thermodynamic model to 

predict the mutual solubility of CO2-CH4-H2-H2S gas mixtures and brine involves the estimation of 

thermodynamic parameters to calculate the fugacity and activity coefficients of CO2, CH4, H2, and H2S 

in the gas and liquid phases in equilibrium. Ideally, this should be done by correlating results from the 

thermodynamic model with experimental data of mutual solubility of CO2-CH4-H2-H2S gas mixtures 

and brine. However, experimental data of CO2-CH4-H2-H2S gas mixtures and brine mutual solubility 

at high pressures (> 100 bar) and temperatures (> 50 °C) are not readily available in literature. Hence, 

in this work we estimated the required parameters to predict the mutual solubility of H2 and brine by 

correlating results of the thermodynamic model with simulation results obtained using a 

thermodynamic model developed to predict the solubility of pure H2 in brine.  

Many correlations can be found in literature, which can be used to predict thermophysical 

properties (density, viscosity and enthalpy) of gas mixtures. For example, Shabani and Vilcáez (2018) 

used a simple approach to calculate the thermophysical properties of CO2-H2S-CH4-N2 gas mixtures to 

develop a fast TOUGH2 module to simulate the multiphase flow of CO2-H2S-CH4-N2 gas mixtures and 

brine. We used this approach in CO2Bio to calculate the thermophysical properties of CO2-CH4-H2-

H2S gas mixtures.  

The flow capabilities of TOUGHREACT-CO2Bio are introduced in three sections. Section 2, 

which describes the general computational features of TOUGHREACT, differences between ECO2N 

and CO2Bio, multiphase capabilities of CO2Bio, and main equations used in CO2Bio to calculate the 

mutual solubility of CO2-H2S-CH4-H2 gas mixtures and brine, and the thermophysical properties of 

CO2-H2S-CH4-H2 gas mixtures; section 3, which compares simulation results obtained with 

TOUGHREACT-CO2Bio against the simulation results obtained with TOUGHREACT-ECO2N, 
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TOUGH2-EOS7C, and CMG-GEM© for various lab- and field-scale scenarios; and section 4, which 

summarizes the main findings of our study.  

4.3. Methodology 

TOUGHREACT uses a sequential iteration approach to solve the combined system of flow and 

solute transport equations. The governing equations for multiphase fluid and heat flow, and solute 

transport have the same structures, which are derived from the law of conservation of mass (or energy). 

TOUGHREACT uses the integral finite difference method (IFDM) to solve the fluid (and heat) flow 

equation. After solving the flow equation, the updated fluid velocities and phase saturations are used to 

calculate the solutes transport. The solute transport equation applied to the gas and liquid phases in 

equilibrium is solved on a component-by-component basis. The resulting concentrations obtained from 

solving the solute transport equation are used to calculate the conversion of solutes due to chemical 

reactions (precipitation/dissolution, oxidation/reduction, sorption/desorption, ion exchange, and 

organic matter microbial degradation). The system of combined equilibrium and kinetic chemical 

reaction equations are solved using Newton-Raphson’s method (Xu et al., 2006) on the cell-by-cell 

basis. TOUGHREACT modules such as ECO2N have been used for a wide variety of geochemical, 

mineralogical and hydrological problems, such as the impact of mineral trapping of CO2 (Darby et al., 

2009; Xu et al., 2003; Xu et al., 2004), and biogeochemical nitrogen cycling and reactive transport in 

the vadose zone system (Gu et al., 2009; Maggi et al., 2008).  

CO2Bio is developed using ECO2N as a framework. The main difference is that while ECO2N 

calculates the fugacity coefficient of CO2 as a function of pressure, temperature, and composition using 

Spycher and Pruess’ thermodynamic model (Spycher and Pruess, 2005), CO2Bio calculates the 

fugacity coefficients of CO2, CH4, H2S, H2, and H2O in the gas phase as a function of pressure, 

temperature and composition, using an expanded version of the thermodynamic model of Ziabakhsh-

Ganji and Kooi (2012). Also, while ECO2N provides a tabulated database for the estimation of CO2 

thermophysical properties of the gas phase, CO2Bio uses simple correlations to estimate 
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thermophysical properties of the gas phase. In CO2Bio, the oil phase in depleted oil reservoirs injected 

with CO2 is assumed to remain immobile. The presence of an oil phase is taken into account by treating 

the oil phase as an immobile mineral phase. In CO2Bio, the immobile oil phase serves as a source of 

biodegradable crude oil (e.g., n-alkanes) in the aqueous phase. 

4.3.1. TOUGHREACT-CO2Bio 

The components that are taken into account in CO2Bio are CO2, CH4, H2S, H2, H2O and NaCl. 

All components except NaCl can be present in both liquid and gas phases. NaCl is considered 

completely soluble in the aqueous phase, but if it reaches the saturation point, it starts to precipitate and 

is present in both the liquid and solid phases. The effect of precipitation and dissolution of NaCl on 

porosity and permeability is taken into account following the approach of ECO2N.  

The total mole fractions of CO2, CH4, H2S, H2, and H2O components in the system (Zi) and the 

mass fraction (XNaCl) or solid saturation (Ss) of NaCl, along with temperature (T) and pressure (P) 

constitute the primary variables of the system. All possible combinations of the liquid, gas and solid 

phase compositions can be handled by CO2Bio, except when H2O is not a constituent of the liquid 

phase. When NaCl precipitates, the mass fraction of NaCl in the aqueous phase will correspond to the 

saturation concentration of NaCl in the aqueous phase at the given temperature. Ss is used as the primary 

variable in the case where NaCl precipitates, otherwise, in the absence of NaCl in the solid phase, XNaCl 

is used as a primary variable. Table 4.1 summarizes the primary variables in CO2Bio. 

Table 4.1. Primary variables in CO2Bio.  

 1 2 3 4 5 6 7 (NK+1) 

Single and two phase P XNaCl or Ss ZCO2 ZH2S ZH2 ZCH4 T 

 



88 
 

4.3.2. Mutual solubility of CO2-CH4-H2S-H2 gas mixtures and brine 

The thermodynamic model of Ziabakhsh-Ganji and Kooi (2012) is expanded in this work to 

predict the mutual solubility of CO2-CH4-H2S-H2 gas mixtures and brine. This model was developed 

by equating the chemical potential of each component in the aqueous and gas phases in equilibrium: 

ℎ𝑖𝛾𝑖𝑥𝑖 = 𝑃∅𝑖𝑦𝑖           (4) 

where ϕi is fugacity coefficient of component i, P is pressure, xi and yi are the molar fraction of 

component i in the aqueous and gas phases in equilibrium, hi is Henry’s constant of component i, and 

γi is the activity coefficient of component i. Peng and Robinson (1976) EOS is used to calculate ϕi, and 

Henry’s constant (hi) is calculated using the following equation: 

𝑙𝑛ℎ𝑖 = (1 − 𝜂)𝑙𝑛𝑓𝐻2𝑂
0 + 𝜂𝑙𝑛 (

𝑅𝑇

𝑀𝑊𝐻2𝑂
𝜌𝐻2𝑂
0 ) + 2𝜌𝐻2𝑂

0 ∆𝐵      (5) 

Δ𝐵 = 𝜏 + 𝛽 (
103

𝑇
)
0.5

          (6) 

where T is temperature in kelvin, MWH2O is the molecular mass of water (18.015 g/mol), fH2O
0 is the 

fugacity and ρH2O
0 is the density of pure water in g/cm3, R is universal gas constant, η is a constant for 

each gas dissolved in water, ∆B represents the difference in interaction between dissimilar molecules 

and that between identical solvent molecules, and τ (cm3/g) and β (cm3K0.5/g) are adjustable parameters. 

Activity coefficient of component i is calculated from: 

ln 𝛾𝑖 = ∑ 2𝑚𝑐𝜆𝑖−𝑐 +𝑐 ∑ ∑ 𝑚𝑎𝑚𝑐𝜁𝑖−𝑎−𝑐𝑎𝑐        (7) 

where ma and mc are anions and cations molalities, respectively, λi-c and ζi-a-c are second and third order 

interaction parameters. The dependency of the interaction parameters on pressure and temperature were 

modeled using: 

𝑃𝑎𝑟(𝑇, 𝑃) = 𝑐1 + 𝑐2𝑇 +
𝑐3

𝑇
+ 𝑐4𝑃 +

𝑐5

𝑃
+ 𝑐6

𝑃

𝑇
+ 𝑐7

𝑇

𝑃2
+

𝑐8𝑃

630−𝑇
+ 𝑐9𝑇𝑙𝑛(𝑃) + 𝑐10

𝑃

𝑇2
  (8) 
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where Par(T, P) is either λi-c or ξi-a-c, T is temperature in kelvin, P is pressure in bar, and ci (i=1 to 10) 

are parameters estimated using a fitting procedure. 

Knowing the total mole fraction of each component in the system (Zi), the mole fraction of 

each component in the gas and liquid phase (yi and xi) for a given pressure, temperature and salinity is 

calculated by vapor-liquid flash calculation using Rachford-Rice equation: 

∑
𝑍𝑖(𝐾𝑖−1)

1+𝑛𝑣(𝐾𝑖−1)
𝑛𝑘
𝑖=1 = 0, 𝑥𝑖 =

𝑍𝑖

1+𝑛𝑣(𝐾𝑖−1)
, 𝑦𝑖 =

𝐾𝑖𝑍𝑖

1+𝑛𝑣(𝐾𝑖−1)
        (9) 

where nk is the number of components in the system, Ki is the equilibrium constant (Ki = yi/xi) (Eq. 4), 

and nv is mole fraction of the gas phase in the system.  

Experimental data of H2 solubility in brine at high pressures (> 100 bar) and temperatures (> 

50 °C) are not readily available in literature. Here we used the Li et al. (2018) thermodynamic model’s 

predictions of H2 solubility in brine to obtain values of η, β, τ, and ci (i=1 to 10). These parameters are 

needed to expand the thermodynamic model of Ziabakhsh-Ganji and Kooi (2012) to account for H2. 

The thermodynamic model of Li et al. (2018) can accurately predict the mutual solubility of H2 and 

brine within the range of 273-373 K, 1-50 MPa, and 0-5 mol-NaCl/kg. The accuracy of this model has 

been tested for binary mixtures of H2-CH4 and H2-N2 (Li et al., 2018). We used a linear regression 

method in two steps to obtain the values of these parameters. First, we obtained the values of η, β and 

τ in Eq. (5) from the mutual solubility data of H2 and pure water. Then, we obtained the value of ci in 

Eq. (8) using H2 solubility data in brine. Table 4.2 and 4.3 summarizes the values of η, β, τ, and ci (i=1 

to 10) parameters for H2. The values of these parameters for CO2, CH4, and H2S can be found in  

Ziabakhsh-Ganji and Kooi (2012). 

Table 4.2. Parameters for calculation of Henry’s constant. 

Gas η τ  β 

H2 0.294994 -4.23407 5.41551 
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Table 4.3. Second and third order interaction parameters for H2. 

Constant λH2-Na ξH2-Na-Cl 

c1 -2.1432831 -0.0040631 

c2 0.0031411257 0.0 

c3 392.20546 0.0 

c4 -0.0000286012 -0.000003665 

c5 0.0 0.17004 

c6 0.002352716 -0.000418 

c7 0.0 0.000588 

c8 -0.0024422 -0.000391 

c9 0.0000029806 0.0 

c10 -0.389 0.19913 

 

4.3.3. Thermophysical properties of the gas phase 

Accurate estimations of thermophysical properties (density, viscosity, and enthalpy) of each 

fluid phase are important to simulate the multiphase flow of fluids in porous media. The approach of 

Shabani and Vilcáez (2018) is used in CO2Bio to calculate the thermophysical properties of the gas 

phase. 

4.3.3.1. Density 

The density of the gas phase in CO2Bio is calculated using Peng-Robinson EOS: 

𝑣𝑔 =
𝑍𝑔𝑅𝑇

𝑃
                      (10) 

𝜌 =
𝑀𝑊𝑔

𝑣𝑔+𝑐
                      (11) 

where Zg is the gas compressibility factor, T is temperature in kelvin, P is pressure bar, vg is 

the molar volume, R is the universal gas constant in cm3·bar/K·mol, ρ is the gas density in g/cm3, MWg 

is the molecular weight of the gas phase in g/mol, and c is the volume shift factor (Shabani and Vilcáez, 

2017; Shabani and Vilcáez, 2018). We calibrated the values of c for each gas component using National 

Institute of Standards and Technology (NIST) density data. Table 4.4 lists the calibrated c values for 
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each gas component. Note that c value of CO2 is a function of the reduced temperature (Tr = T/Tc) and 

reduced pressure (Pr = P/Pc), where Tc and Pc are the critical temperature and pressure of the 

component. Using CO2Bio, this approach allowed us to reproduce densities for pure CO2, H2S, CH4, 

and H2 gases and mixture gases from the original NIST with less than 1% error (Fig. 1). 

Table 4.4. Volume shift factors of gas components. 

Gas Volume shift factor (c) 

CO2* 𝑇𝑟
6.27844 ∗ (−8.18682 ∗ 𝑃𝑟

−0.94163 + 0.94612) + 2.49642  

CH4 -0.1557 

H2S -0.1195 

H2 -2.959 

* From Shabani and Vilcáez (2018) 
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Fig. 4.1. Comparison between densities of pure CO2, H2S, CH4, and H2 gas obtained from the NIST 

database and CO2Bio using Peng-Robinson EOS at (a) 35 °C, (b) 70 °C, and for (c) a ternary mixture 

of CO2 (90%), CH4 (5%), and H2S (5%) at 35 °C. 

 

4.3.3.2. Viscosity 

The viscosity of the gas phase in CO2Bio is calculated using the one parameter friction theory 

(Quiñones-Cisneros et al., 2000; Quiñones-Cisneros et al., 2001) in conjunction with Peng-Robinson 

EOS. According to the one-parameter friction theory, the viscosity (µ) of the gas phase can be 

calculated as the sum of the friction viscosity (µf) and the diluted viscosity (µo). 

µ = µ𝑜 + µ𝑓                      (12) 

where 

µ𝑓 = 𝑘𝑟𝑝𝑟 + 𝑘𝑎𝑝𝑎, µ𝑜 = 40.785
√𝑀𝑊𝑖×𝑇

𝑣𝑐𝑖

2
3⁄ Ω𝑖

∗
𝐹𝑐𝑖                  (13) 

here, kr and ka are repulsive and attractive viscous friction coefficients, pr and pa are repulsive and 

attractive pressures in bar calculated from Peng-Robinson EOS, MWi is the molecular weight of 

component i in g/mol, T is temperature in kelvin, vci is the critical volume of component i in cm3/mol, 
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Fci is an empirical factor for component i which is a function of acentric factor and dipole moment, and 

Ω*i is the reduced collision integral for component i, which is a function of reduced temperature. 

The viscosities of a ternary mixture of CO2 (90%), H2S (5%), and CH4 (5%) at 35 ˚C obtained 

using CO2Bio and the NIST database are compared in Fig. 2. The estimated error of viscosity 

calculations for pure CO2, CH4, H2S, and H2 gases at pressures ranging between 1 and 800 bar and 

temperatures ranging between 5 to 95 °C is about 5%. 

  

Fig. 4.2. Comparison between the viscosity of a ternary mixture of CO2 (90%), CH4 (5%), and H2S 

(5%) calculated using CO2Bio and obtained from the NIST database at 35 °C.  

 

4.3.3.3. Enthalpy 

The gas phase enthalpy in CO2Bio is calculated as the sum of the ideal gas mixture enthalpy 

and the departure enthalpy with either Peng-Robinson EOS or Lee-Kesler EOS: 

𝐻𝑔 = ∑ 𝑦𝑖 . 𝐻𝑔𝑖
𝑖𝑑𝑒𝑎𝑙 + 𝐻𝑔

𝑑𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒𝑛𝑐
𝑖=1                    (14) 

where 

𝐻𝑔𝑖
𝑖𝑑𝑒𝑎𝑙 = 𝐻𝑔𝑖

𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
+ ∫ 𝐶𝑝𝑔𝑑𝑇

𝑇2
𝑇1

                   (15) 
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Here, 𝐻𝑔𝑖
𝑖𝑑𝑒𝑎𝑙 is the ideal gas enthalpy in kJ/kg, Hgi

reference is the reference enthalpy of each component 

at 273.16 K (temperature of the triple point of water) in kJ/kg, and Cpg is the specific heat capacity that 

is calculated as a function of temperature using a fourth order polynomial equation in kJ/kg·K, and 

Hg
departure

 is the departure enthalpy in kJ/kg, which is the difference between the enthalpy of an ideal 

gas and a real gas at the same pressure and temperature. 

A comparison of the enthalpy of a ternary mixture of CO2 (90%), H2S (5%), and CH4 (5%) at 

35 ˚C obtained from the NIST database and calculated using CO2Bio is shown in Fig. 3. We found the 

estimated error of enthalpy calculation for pure CO2, CH4, H2S, and H2 gases to be less than 2%. 

  

Fig. 4.3. Comparison between enthalpy of a ternary mixture of CO2, CH4, and H2S calculated using 

CO2Bio and obtained from the NIST database at 35 °C.  

4.3.4. Thermophysical properties of the liquid phase 

The approach of ECO2N is used in CO2Bio to estimate the thermophysical properties of the 

liquid phase. Since the liquid phase mainly consists of brine, the thermophysical properties of brine are 

first calculated and then corrections are made to take into account the dissolution of CO2 in the liquid 

phase. We did not consider the effect of dissolution of CH4, H2S, and H2 in brine on thermophysical 

properties (density, viscosity, and enthalpy) of the liquid phase in CO2Bio. The amounts of CH4, H2S, 

and H2 in deep saline aquifers used for GCS will be considerably smaller than the amounts of CO2 
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injected. This is due to the low availability of organic matter in deep saline aquifers. Whereas, in 

depleted oil reservoirs where the availability of organic matter (e.g., n-alkanes) will be higher, the 

current version of CO2Bio can only handle scenarios where the dissolution of H2S, CH4 and H2 has a 

negligible effect on the thermophysical properties of the liquid phase. 

4.4. Verification and application 

The verification of simulation programs is essential to gain confidence in the results obtained 

from their application to the real world. This can be done through comparisons with simulation results 

obtained from widely employed simulation programs of similar capabilities, analytical solutions of the 

governing equations, and/or reliable experimental results. Experimental data on the multiphase flow of 

CO2-CH4-H2S-H2 gas mixtures in porous media is not readily available. In addition, obtaining an 

analytical solution of the governing equations of multiphase flow of CO2-CH4-H2S-H2 gas mixtures in 

porous media is practically impossible. Hence, we verified the accuracy of the multiphase flow 

capabilities of TOUGHREACT-CO2Bio through comparisons against simulation results obtained 

using TOUGHREACT-ECO2N, TOUGH2-EOS7C and GEM-CMG©. Moreover, our goal is to 

demonstrate the capability of TOUGHREACT-CO2Bio to simulate the multiphase flow of CO2-CH4-

H2S-H2 gas mixtures at field-scale. Therefore, we simulated the alternate injection of CO2 and brine 

into the Cushing-Drumright oil reservoir of Oklahoma assuming constant rates of H2 and CH4 

production attributed to the possible biodegradation of crude oil (n-alkanes).  

4.4.1. Non-isothermal radial flow of CO2 in a saline aquifer 

A non-isothermal radial flow of CO2 in a homogeneous infinite acting saline aquifer (Pruess, 

2005) was simulated using TOUGHREACT-CO2Bio and TOUGHREACT-ECO2N. The initial 

temperature and pressure of the aquifer are 45 °C and 120 bar, respectively. NaCl mass fraction of the 

formation water is 1%. The aquifer thickness is 100 m, and CO2 is injected into the aquifer at a constant 

rate of 100 kg/s. Simulation results obtained with TOUGHREACT-CO2Bio and TOUGHREACT-
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ECO2N after five years of CO2 injection are compared in Fig. 4. TOUGHREACT-CO2Bio yields 

essentially the same results obtained with TOUGHREACT-ECO2N (less than 1% relative error), 

confirming the capability of TOUGHREACT- CO2Bio to simulate the flow of pure CO2 in saline 

aquifers. 
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Fig. 4.4. Comparison of simulation results of non-isothermal radial flow of CO2 in a homogeneous 

infinite acting saline aquifer obtained with TOUGHREACT-CO2Bio and TOUGHREACT-ECO2N: 

(a) gas saturation (Sg), (b) CO2 mass fraction in the aqueous phase (XCO2), (c) H2O mass fraction in 

the gas phase (YH2O), and (d) NaCl mass fraction (XNaCl) in the aqueous phase, after five years of 

CO2 injection at 100 kg/s. 

 

4.4.2. Extraction of dissolved CH4 in water by CO2 injection 

To verify the accuracy of the multiphase and multicomponent flow predictions of 

TOUGHREACT-CO2Bio, CO2 injection at 9.4×10-4 kg/s into a 61 m long one-dimensional horizontal 

column containing CH4-saturated water (Taggart, 2010) was simulated using TOUGHREACT-CO2Bio 

and the results compared against the simulation results obtained using TOUGH2-EOS7C  (Oldenburg 
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et al., 2013) (Fig. 5). The initial pressure and temperature of the column are 204 bar and 91.8 °C, 

respectively. The results obtained with TOUGHREACT-CO2Bio are in close agreement with the 

results obtained with TOUGH2-EOS7C (3% relative error), demonstrating the multicomponent 

capabilities of TOUGHREACT-CO2Bio. 
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Fig. 4.5. Comparison of simulation results of CO2 injection at a rate of 9.4×10-4 kg/s into a 61 m long 

one-dimensional horizontal column containing CH4-saturated water obtained with TOUGHREACT-

CO2Bio and TOUGH2-EOS7C after 3 days of CO2 injection: (a) Reservoir pressure and gas 

saturation (Sg), (b) CO2 and CH4 mass fraction in the aqueous phase (XCO2, XCH4), and (c) CO2 and 

CH4 mass fraction in the gas phase (YCO2, YCH4). 

 

4.4.3. Co-injection of CO2 with H2S as an impurity into a deep saline aquifer 

To further verify the accuracy of the multiphase and multicomponent flow predictions of 

TOUGHREACT-CO2Bio, a simulation of CO2 (98%) and H2S (2%) co-injection into a 24.38 m long 

one-dimensional sand-packed coil filled with saline water was conducted using TOUGHREACT-

CO2Bio to replicate simulation results of gas saturation obtained using CMG-GEM© (data from Bachu 

and Bennion (2009)) at different times. The initial pressure and temperature are 135 bar and 61 °C, 

respectively. NaCl mass fraction of the aquifer is 11%. The injection rate of CO2 and H2S are 1.017×10-

6 and 2.075×10-8 kg/s, respectively. Simulation results obtained with TOUGHREACT-CO2Bio are in 

good agreement with the simulations results obtained with CMG-GEM© software, confirming the 

multicomponent capabilities of TOUGHREACT-CO2Bio. We consider the minor difference between 

the two simulation results to be due to numerical dispersion and differences in the thermodynamic 

models used in TOUGHREACT-CO2Bio and CMG-GEM© to calculate the mutual solubility of gas 

mixtures and brine. 
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Fig. 4.6. Comparison of simulation results CO2 (98%) and H2S (2%) co-injection into a 24.38 m long 

one-dimensional sand-packed coil filled with saline water obtained with TOUGHREACT-CO2Bio 

and CMG-GEM© at different times. 

 

4.4.4. Alternate injection of CO2 and formation water into a depleted oil reservoir 

To demonstrate the capability of TOUGHREACT-CO2Bio to simulate the multiphase flow of 

CO2-CH4-H2S-H2 gas mixtures at the field-scale under biotic conditions, the 3D alternate injection of 

CO2 and formation water (brine) into the Cushing oil field of Oklahoma was simulated assuming 

constant rates of H2 and CH4 production attributed to the biodegradation of n-alkanes. TOUGHREACT-

CO2Bio aims to capture the transport rates of CO2, CH4, H2S, and H2 gases in the aqueous and gas 

phases in equilibrium as they are produced and/or consumed in the aqueous phase due to microbial 

activity. Therefore, to assess the capability of TOUGHREACT-CO2Bio to capture the transport of H2, 

which constitutes the bottleneck for the microbial conversion of CO2 to CH4, H2 consumption by 

methanogens is not included in the simulation. The geological model of the Cushing-Drumright oil 

reservoir used for the simulations is shown in Fig. 7. Porosity is 11.9-20%, and permeability is 6-53 

mD. The thickness of the Cushing-Drumright oil reservoir is 331 m. The initial pressure and 

temperature of the oil reservoir increase with depth at gradients of 0.0875 bar/m and 0.025 °C/m, 

respectively. This make the pressure and temperature reaching 92.2 bar and 46.35 °C, respectively at 
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the bottom layer of the reservoir. The NaCl mass fraction in the reservoir is 0.01. Crude oil in the 

reservoir, which constitutes the source of n-alkanes in the aqueous phase, is assumed to remain 

immobile.  

The simulation was carried out for the alternate injection of CO2 and formation water. One 

injection well and one production well are placed in the model. A constant bottomhole pressure of 80 

bar is assigned to the production well. The injection rates of CO2 and formation water, as well as the 

production rates of H2 and CH4 used for the simulation in each alternate injection cycle are summarized 

in Table 4.5, where Total (theoretical) is the total mass of each gas (CO2, CH4 and H2) in the system 

calculated manually using the total masses of injected and/or produced gases, and Total (CO2Bio) is 

the total mass of each gas in the system reported by CO2Bio at the end of simulation. The injection of 

formation water supplied with nutrients such as protein-rich matter is assumed to result in the 

stimulation of the microbial production of H2 and CH4 from the biodegradation of n-alkanes after a 

complete cycle of CO2 and water injection. Therefore, during the first cycle of CO2 and formation water 

alternate injection (1: CO2 and 1: Brine), H2 and CH4 productions are zero in the simulation. The 

production of H2 and CH4 is included in the second cycle of CO2 and formation water injection (2: CO2 

and 2: Brine). In this simulation setup, the production of H2 and CH4 is assumed to take place around 

the injection well within an area covering 690 m × 740 m at the bottom of the reservoir in two layers 

with average thickness of 15 m (240 cells). This corresponds to the area flooded with the formation 

water during the first cycle of the alternate injection. It is noteworthy that the injected (CO2) and 

produced (CH4 and H2) gases do not reach the production well after the two simulated cycles (720 

days).Worldwide, the rates of CH4 production from crude oil biodegradation in different oil reservoirs 

have been reported to range from 0.001 to 6.4 μg/L·h (Nazima et al., 2017). Based on this information, 

CH4 and H2 production rates of 5.0×10-5 kg/s were used for simulations. 

Table 4.5. Scheme of alternate injection of CO2 and produced water used for field-scale simulations. 

Cycles Duration  CO2 injection Brine injection CH4 production H2 production 
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(days) (kg/s) (kg/s) (kg/s) (kg/s) 

1: CO2 180 2 0 0 0 

1: Brine 180 0 2 0 0 

2: CO2 180 2 0 1.2×10-2 * 1.2×10-2 * 

2: Brine 180 0 2 1.2×10-2 * 1.2×10-2 * 

Total (theoretical) 720 62208000 - 373248 373248 

Total (CO2Bio) 720 62201754 - 373248 373248 

*Total production rate of CH4 and H2 within 240 cells (5.11×105 m2) around the injection well 

 

Figs. 8 and 9 show the simulated mass fractions of CO2, CH4 and H2 in the aqueous phase 

around the injection well after the first and second cycles of alternate injection of CO2 and formation 

water (Table 4.5). As expected, during the first cycle of CO2 injection, CO2 migrated upward due to 

buoyancy forces and then expanded laterally due to advection. The injection of formation water 

following the injection of CO2 resulted in the horizontal displacement of CO2 away from the injection 

well. During the second cycle, similar upward and lateral movement of CO2 followed by the 

displacement of CO2 due to the injection of formation water occurred (Figs. 8a-b). During the second 

cycle of alternate injection, the produced CH4 and H2 exhibited migration behavior similar to CO2. This 

is due to fact that all three gases have lower density than formation water (Fig. 9a-b). Mass balances of 

CO2, CH4, and H2 input into the oil reservoir reported by TOUGHREACT-CO2Bio is in excellent 

agreement with manually calculated mass balances. The relative error of in-place mass balance for each 

component is less than 0.01 %. 
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Fig. 4.7. Tope (left) and lateral (right) views of the geological model of the Cushing-Drumright oil 

reservoir (Shabani and Vilcáez, 2018) 
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Fig. 4.8. Alternate injection of CO2 and formation water (Table 4.5): (a) and (b) Cross-sectional views 

of the simulated distribution of CO2 mass fraction in the aqueous phase after 540 days and 720 days, 

respectively, (c) Top view of CO2 mass fraction in the aqueous phase after 720 days. 
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Fig. 4.9. Alternate injection of CO2 and formation water (Table 4.5):  (a) and (b) Cross-sectional 

view of the simulated distribution of CH4 (left) and H2 (right) mass fraction in the aqueous phase 

after 540 days and 720 days, respectively, (c) Top view of CH4 (left) and H2 (right) mass fraction in 

the aqueous phase after 720 days. 

Fig. 10 shows the gas and aqueous mass fractions of CH4 and H2 in the radial direction after 

the two cycles of CO2 and formation water injection (Table 4.5). As expected, the gas and aqueous 

mass fractions of CH4 and H2 in the gas phase increase with increasing distance from the injection well. 

This is due to the advective transport of CH4 and H2. However, the gas mass fraction of H2 reaches 

higher levels than the mass fractions of CH4 in the gas phase. This is due to the higher solubility of CH4 

than H2 in the formation water (Kaye and Lady, 1986). We attribute the more subtle difference between 

the mass fractions of CH4 and H2 in the liquid phase to the low production rates of CH4 and H2. Fig. 11 

shows the aqueous mass fraction of CO2 in the radial direction after each injection period of the two 

simulated cycles (Table 4.5). As expected, low mass fractions of CO2 near the wellbore are concomitant 

with the brine injection periods, and high mass fractions of CO2 near the wellbore are concomitant with 

the CO2 injection periods. The results confirm that TOUGHREACT-CO2Bio is capable of capturing 

the different transport rates of CO2, CH4, and H2 in the gas and aqueous phases. 
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Fig. 4.10. Radial mass fractions distribution of CH4 and H2 in the aqueous (Xc) and gas (Yc) phases 

around the injection well after 720 days of CO2 and formation water injection (Table 4.5). 

 

Fig. 4.11. Radial mass fraction distribution of CO2 in the aqueous phase around the injection well 

after each injection period (Table 4.5).  

4.5. Conclusion  

The newly developed module of TOUGHREACT named CO2Bio is suitable for the simulation 

of multiphase flow of CO2-CH4-H2-H2S gas mixtures at deep geological formations under biotic 

conditions when CO2, CH4, H2, and H2S gases are produced and/or consumed by indigenous microbial 

communities. The predictions of CO2Bio are in good agreement with predictions of other widely 

employed and reliable software. Minor differences between the simulated results obtained with CO2Bio 
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and other software is attributed to the intrinsic differences between the approaches used to calculate the 

thermophysical properties, the mutual solubility of CO2-CH4-H2-H2S gas mixtures and brine, and 

numerical dispersion. In general, the estimated thermophysical properties of the gas phase using the 

selected thermophysical correlations used in CO2Bio are in excellent agreement with NIST 

thermophysical data. The applicability of TOUGHREACT-CO2Bio to predict the kinetics of CO2 

and/or crude oil microbial conversion to CH4 in deep saline aquifers or depleted oil reservoirs under 

flow conditions will be presented in a subsequent article. 
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CHAPTER V 

 

 

TOUGHREACT-CO2BIO – A NEW MODULE TO SIMULATE GEOLOGICAL CARBON 

STORAGE UNDER BIOTIC CONDITIONS (PART 2): THE BIO-GEOCHEMICAL 

REACTIVE TRANSPORT OF CO2-CH4-H2-H2S GAS MIXTURES 

Babak Shabani, Javier Vilcáez*, Jack Pashin 

Boone Pickens School of Geology, Oklahoma State University, Stillwater, OK 74078, USA 

5.1. Abstract 

The capabilities of TOUGHREACT-CO2Bio to simulate the multiphase flow of CO2-CH4-

H2-H2S gas mixtures and brine in deep geological formations were presented in Shabani and 

Vilcáez (2019). The CO2Bio capabilities are extended to predict the kinetics of CO2 and/or crude 

oil biodegradation to CH4. The microbial gas generation is then coupled with multiphase flow using 

a sequential iteration method. To verify the ability of CO2Bio to predict bio-geochemical 

generation of CH4 and H2, the results of an experimental data of methanogenic crude oil 

biodegradation though the combined supply of CO2 and protein-rich matter in anaerobic 

microcosms were simulated. To confirm the capability of CO2Bio to simulate the bio-geochemical 

reactive transport of CO2-CH4-H2-H2S gas mixtures and brine in deep geological formations under 

biotic condition, the 3D alternate injection of CO2 and produced water in a section of Cushing 

oilfield is simulated. The simulation results show that CO2Bio is capable of modeling the complex 

multiphase-multicomponent reactive transport of CO2-CH4-H2S-H2 gas mixtures and brine under 

biotic conditions.  



112 
 

Key words: Geological carbon storage; CO2-CH4-H2-H2S gas mixture; TOUGHREACT-CO2Bio; 

Microbial gas generation. 

*Corresponding author: vilcaez@okstate.edu (J. Vilcáez) 

5.2. Introduction 

In part 1 of this study (Shabani and Vilcáez, 2019) the capabilities of TOUGHREACT-CO2Bio 

to simulate the multiphase-multicomponent flow of CO2-CH4-H2S-H2 and brine in deep geological 

formations and depleted oil reservoirs were presented. CO2Bio is developed based on the ECO2N 

module of TOUGHREACT. CO2Bio uses an expanded thermodynamic model and robust 

thermophysical correlations to handle the multiphase-multicomponent flow of CO2-CH4-H2S-H2 gas 

mixtures and brine in deep geological formations. In part 2 of this study, the capabilities of CO2Bio is 

extended to couple the reactive solute transport with the flow. Similar to part 1, the focus of this study 

is to simulate the biodegradation of crude oil in depleted oil reservoirs by alternate injection of CO2 

and produced water supplied with a nutrient solution. The idea is that the injection of CO2 into depleted 

oil reservoirs decreases the pH of the formation water to acidity levels (4 < pH < 6). The injected CO2 

can also serve as a source of carbon to produce methane (Vilcáez et al., 2018). The nutrient solution, 

which mainly consists of carbohydrates and proteins, accelerates the activity of targeted microbial 

communities (e.g. methanogens) and helps them grow over other inhabitant microbial communities in 

depleted oil reservoirs. This leads to the higher microbial production of CH4 from biodegradation of 

the remaining crude oil in the reservoir. 

In the following sections, first, the formulation of biodegradation kinetics used in 

TOUGHREACT-CO2Bio is presented. Then, the approach to incorporate the generated gases from 

microbial reactions to the flow is explained. Afterward, the experimental data of methanogenic crude 

oil biodegradation is simulated. Finally, the 3D alternate injection of CO2 and produced water into a 

mailto:vilcaez@okstate.edu
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section of Cushing oilfield is simulated to verify the capability of TOUGHREACT-CO2Bio to model 

the complex bio-geochemical reactive transport in deep geological formations. 

5.3. Microbial capabilities of TOUGHREACT  

TOUGHREACT applies a sequential iteration method to solve the combined system of flow 

and solute transport equations. The governing equations for multiphase fluid (and heat) flow, and solute 

transport have the same structure, which is derived from the conservation of mass (or energy) law.  

The geochemical system in TOUGHREACT is defined by Nc aqueous primary (basis) species 

and secondary species. The secondary species include aqueous complexes, gaseous and precipitated 

(mineral) species. The number of secondary species must be equal to the number of reactions, and they 

can be represented as a linear combination of the set of primary species: 

𝑆𝑖 = ∑ 𝑣𝑖𝑗𝑆𝑗
𝑁𝑐
𝑗=1                   𝑖 = 1,… ,𝑁𝑅        (1) 

Where S denotes chemical species, NR is the number of secondary species, j is the basis species index, 

i is the secondary species index, and vij is the stoichiometric coefficient of j-th primary species in the i-

th reaction (Xu et al., 2014). A general-rate law is used in TOUGHREACT to define aqueous and 

sorption kinetics and biodegradation as follows: 

𝑟𝑖 = ∑

{
  
 

  
 
𝑘𝑖,𝑠                                                         𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

× ∏ (𝛾
𝑗

𝑣𝑖,𝑗𝐶
𝑗

𝑣𝑖,𝑗)
𝑁𝑙
𝑗=1                            𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑡𝑒𝑟𝑚𝑠

× ∏ (
𝐶𝑖,𝑘

𝐾𝑀𝑖,𝑘+𝐶𝑖,𝑘
)

𝑁𝑚
𝑘=1                              𝑀𝑜𝑛𝑜𝑑 𝑡𝑒𝑟𝑚𝑠

× ∏ (
𝐼𝑖,𝑝

𝐼𝑖,𝑝+𝐶𝑖,𝑝
)

𝑁𝑝
𝑝=1                            𝑖𝑛ℎ𝑖𝑏𝑖𝑡𝑖𝑜𝑛 𝑡𝑒𝑟𝑚𝑠

}
  
 

  
 

𝑀
𝑠=1      (2) 

Where ri is the reaction rate of the i-th reaction, M is the number of mechanisms or pathways, s is the 

mechanism counter, k is the rate constant (maximum specific growth constant for biodegradation), Nl 

is the number of reacting species in the product term, γj is the activity coefficient of species j, Cj is the 

concentration of species j, vi,j is the stoichiometry coefficient, Nm is the number of Monod factors, Ci,k 
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is the concentration of k-th Monod species, KMi,k is the k-th Monod half-saturation constant of the i-th 

species, Np is the number of inhibition factors, Ci,p is the concentration of the p-th inhibition species, 

and Ii,p is the p-th inhibition constant. 

5.4. Microbial capabilities of TOUGHREACT-CO2Bio  

Following the approach of Vilcáez (2015), the microbial communities that are involved in the 

simulation study contain the methanogens, sulfate reducing bacteria, and H2-forming fermentative 

bacteria (X1, X2… X5). These microbes have been known to coexist in oil reservoirs (Lin et al., 2014, 

Xiao et al., 2013, Youssef et al., 2009, Liu et al., 2015). 

X1: H2-forming fermentative bacteria 

X2: Acetotrophic methanogens 

X3: Acetotrophic sulfate reducing bacteria 

X4: Hydrogenotrophic methanogens 

X5: Hydrogenotrophic sulfate reducing bacteria 

Table 5.1 summarizes the metabolism reactions of each microbe. All types of microbes in the 

microbial community are symbolized by the same molecular formula C5H7O2N (Rittmann and 

McCarty, 2012). The carbohydrate and protein that are contained in the nutrient solution are represented 

by the molecular formula of sucrose (C12H22O11) and serine (C3H7O3N). The remaining crude oil in the 

depleted oil reservoirs is considered to be immobile. In this study, Hexadecane (C16H34) is considered 

as the source of biodegradable hydrocarbon in depleted oil reservoirs.  

Table 5.1. Microbial metabolism reactions (modified from Vilcáez (2015)) 

Microbe Stoichiometric reaction 

X1 2.777𝐶12𝐻22𝑂11 +𝑁𝐻4
+ + 45.333𝐻2𝑂 → 

2.777𝐶𝐻3𝐶𝑂𝑂
− + 22.777𝐻𝐶𝑂3

− + 45.555𝐻2 + 26.555𝐻
+ + 𝐶5𝐻7𝑂2𝑁 
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125𝐶3𝐻7𝑂3𝑁 + 237𝐻2𝑂 → 

124𝑁𝐻4
+ + 125𝐶𝐻3𝐶𝑂𝑂

− + 120𝐻𝐶𝑂3
− + 115𝐻2 + 121𝐻

+ + 𝐶5𝐻7𝑂2𝑁 

5.952𝐶16𝐻34 +𝑁𝐻4
+ + 106.048𝐻2𝑂 → 

41.667𝐶𝐻3𝐶𝑂𝑂
− + 6.905𝐻𝐶𝑂3

− + 115𝐻2 + 49.571𝐻
+ + 𝐶5𝐻7𝑂2𝑁 

X2 44.444𝐶𝐻3𝐶𝑂𝑂
− +𝑁𝐻4

+ + 22.278𝐻2𝑂+51.5𝐻
+ → 

36.389𝐻𝐶𝑂3
− + 47.5𝐶𝐻4 + 𝐶5𝐻7𝑂2𝑁 

X3 27.778𝐶𝐻3𝐶𝑂𝑂
− +𝑁𝐻4

+ + 28.75𝑆𝑂4
2−+61.5𝐻+ → 

50.556𝐻𝐶𝑂3
− + 28.75𝐻2𝑆 + 16.889𝐻2𝑂 + 𝐶5𝐻7𝑂2𝑁 

X4 125𝐻2 + 𝑁𝐻4
+ + 33.75𝐻𝐶𝑂3

−+32.75𝐻+ → 

99.25𝐻2𝑂 + 28.75𝐶𝐻4 + 𝐶5𝐻7𝑂2𝑁 

X5 200𝐻2 + 𝑁𝐻4
+ + 47.5𝑆𝑂4

2−+99𝐻+ → 

5𝐻𝐶𝑂3
− + 47.5𝐻2𝑆 + 203𝐻2𝑂 + 𝐶5𝐻7𝑂2𝑁 

 

In TOUGHREACT-CO2Bio, a pH inhibition term (IpH) is included in the kinetic reaction 

mathematical formulation to account for the upper (pHUL) and lower (pHLL) limits at which microbial 

species are completely inhibited. Thus the reaction rate of the X-th microbe can be written as: 

𝑟𝑥𝑖 = 𝑟𝑖 × 𝐼𝑝𝐻𝑖           (3) 

𝐼𝑝𝐻𝑖 = 𝐸𝑥𝑝 [−3 (
𝑝𝐻−𝑝𝐻𝑈𝐿𝑖
𝑝𝐻𝑈𝐿𝑖−𝑝𝐻𝐿𝐿𝑖

)
2

]        (4) 

The upper and lower pH limits for microbes are listed in Table 5.2. All kinetic parameters relevant to 

methanogenic and sulfate reduction reactions were reported in Vilcáez (2015). 

Table 5.2. pH inhibition coefficients (as recommended in the ADM1 (Batstone et al., 2002)). 

 X1 X2 X3 X4 X5 

pHUL,i 5.5 7.0 5.5 6.0 6.5* 

pHLL,i 4.0 6.0 4.5 5.0 5.0* 

* (Vilcáez, 2015) 
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5.5. Incorporation of microbial gas generation into the flow equations 

In TOUGHREACT, the discretization of the flow equations results in a set of nonlinear 

algebraic equations, where the time-dependent primary thermodynamic variables of all grid are 

unknowns. These equations are casted in residual form and solved for the thermodynamic variables 

using Newton-Raphson method. For each grid block, there are NEQ equations (usually NEQ = NK + 

1, NK is number of primary variables), so that for a flow system with NEL grid blocks represents a 

total of NEL x NEQ coupled non-linear equations (Pruess et al., 1999). Hence, the residual matrix 

contains NEL x NEQ variables. By solving the system of equations at each time step, the velocity and 

thermophysical properties of fluids are calculated. The calculated values then are used to solve the 

transport equations. The transport equations are solved on a component by component basis through 

all grid blocks of the system and the calculated concentrations are stored in a total concentration matrix 

(Bharali et al.), whereas the chemical reaction equations are solved in a grid by grid basis through all 

compounds in each grid block. The algorithm to couple transport and chemical equations basically 

consists of alternating the calculation of transport and chemical reaction equations.  

In TOUGHREACT-CO2Bio, CO2(aq), CH4(aq), H2(aq) and H2S(aq) are included in the 

chemical input file as primary variables. CH4(aq), H2(aq) and H2S(aq) can be generated through 

microbial activity in the aqueous phase (Table 1). In each time step, the generated amounts of CH4(aq), 

H2(aq) and H2S(aq)  are fed back to the flow equation. To do so, the residual form of the discretized 

flow equation is modified for each primary variable by including the calculated chemical primary 

variables from the chemical part. Then, the equilibrium between the aqueous and gas phases for each 

component is calculated using the thermodynamic model. 

On the other hand, when the concentration of CO2(aq), CH4(aq), H2(aq) and H2S(aq) from the 

flow equation is higher than their equivalent concentration from the reactive part, the difference is 

calculated and added to the total concentration matrix for the corresponding component.  
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5.6. Verification of the model 

5.6.1. Batch microbial conversion of crude oil to methane 

To verify the ability of CO2Bio to predict bio-geochemical generation of CH4 and H2, the 

results of an experimental data (Vilcáez et al., 2018) of methanogenic crude oil biodegradation though 

the combined supply of CO2 and protein-rich matter in anaerobic microcosms at ambient pressure and 

50 ̊C were simulated. In the experiment, collected formation water and oil samples of Stillwater oilfield 

in Oklahoma were transferred to anaerobic media serum vials that were supplemented with a nutrient 

solution (e.g. protein rich matter) and NaHCO3 as a source of CO2. N2 was used to bubble out the 

remaining oxygen in the headspace of the microcosms at the beginning of the experimentation. Fig. 5.1 

shows the experimental results of methanogenic crude oil biodegradation. 

Each vial has 250 cc volume, and 120 cc of them were filled with the formation water, oil, and 

nutrient solution. The experimental system was simulated using a cube of the same size. The chemical 

composition of the Stillwater formation water was used in the model (Table 5.4). Hexadecane (C16H34) 

was considered as the source of the hydrocarbon in the reservoir. The nutrient solution was assumed to 

be consisted of 30% sucrose (as carbohydrate source) and 70% serine (protein source). To model the 

gas-filled part of the vials, which was initially filled with N2, CO2 gas were included in the model. The 

reason for this assumption is that CO2Bio does not account for N2 in its thermodynamic model. The 

maximum specific growth constant and Monod half-saturation constant of the species are reported in 

Table 5.3. 

Figs. 5.2-5.4 shows the predicted results using CO2Bio. As it is seen, the trend of H2 and CH4 

generation and/or consumption were correctly projected. As it is expected, the higher rate of H2 and 

CH4 generation at the beginning of the experiment is a result of the nutrient source consumption (Fig. 

5.3), and it is followed by the lower rate of CH4 generation, which is mainly resulted by degradation of 

crude oil. Fig. 5.4 shows the growth of microbial communities in the system. As it is seen, the 
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availability of nutrients was resulted in the stimulation of methanogenic and H2-forming fermentative 

microbes, which indeed triggered the generation of CH4. 

Table 5.3. The maximum specific growth constant and Monod half-saturation constant of the species 

(modified from Vilcáez (2015)) 

Microorganism and limiting 

nutrient 

Maximum specific growth rate 

(1/s) 

Half-saturation constant 

(mol/l) 

X1-C16H34 1.900×10-8 2.0×10-5 

X1-C3H7O3N 4.777×10-7 2.0×10-4 

X1- C12H22O11 4.777×10-6 2.0×10-4 

X2-CH3COO- 1.777×10-5 3.0×10-3 

X3-CH3COO- 8.333×10-8 2.0×10-4 

X4-H2 3.888×10-6 6.6×10-6 

X5-H2 4.444×10-7 1.3×10-6 

 

 

Fig. 5.1. Experimental data of generation/consumption of CH4 and H2 vs. time (Vilcáez et al., 2018) 
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Fig. 5.2. Simulated data of generation/consumption of CH4 and H2 vs. time 

 

Fig. 5.3. Simulated concentration of C16H34, C3H7O3N and C12H22O11 vs. time 
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Fig. 5.4. Simulated concentration of microbes vs. time 

The capability of TOUGHREACT-CO2Bio to simulate the multiphase flow of CO2-CH4-H2S-

H2 gas mixture and brine in deep geological formations has been presented in part 1 of this study 

(Shabani and Vilcáez, 2019). Here, we simulated a batch experiment of microbial biodegradation of 

crude oil to methane, and compared the simulated results with experimental data. In another case, a 

section of Cushing oil field was modeled to simulate the alternate injection of CO2 and produced water 

supplied with nutrients to biodegrade the remaining crude oil to methane.  

5.6.2. Alternate injection of CO2 and produced water 

To show the capability of TOUGHREACT-CO2Bio to simulate the coupled multiphase flow 

and reactive solute transport of CO2-CH4-H2S-H2 gas mixture and brine in porous media, a 3D alternate 

injection of CO2 and produced water in a section of Cushing-Drumright oil reservoir was simulated. 

Fig. 5.5 shows the simulated reservoir model. The model dimension is 

289.65×341.725×307.723 m3. The reservoir is discretized into 3375 cells (15×15×15). The model has 

15 different layers, with the porosity ranges from 11.9 to 20 %, and permeability of 6-53 mD. The 

initial pressure and temperature at the bottom layer of the reservoir are 92.2 bar and 46.35 ̊C. 
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The Cushing oil reservoir is majorly consisted of sandstone. Hence, the reservoir model is 

considered to be consisted of quartz and calcite minerals. Similar to the batch simulation, Hexadecane 

is considered as the source of hydrocarbon in the reservoir. The hydrocarbon phase (e.g. hexadecane) 

is assumed to be immobile in the reservoir, however, it contributes to the flow by the aqueous kinetic 

reaction reported in Table 5.1. The initial water composition of the reservoir is equivalent to the 

concentration of formation water of Stillwater oil field of Oklahoma (Table 5.4).  

Table 5.4. The chemical composition of the formation water 

Component Concentration (mol/l) 

H+ 1.995×10-6 

Ca+2 1.725×10-1 

Mg+2 4.443×10-2 

Na+ 1.537 

K+ 1.000×10-12 

SiO2(aq) 7.262×10-4 

CO2(aq) 1.000×10-12 

HCO3
- 1.639×10-3 

SO4
-2 4.154×10-4 

Cl- 2.061 

CH4(aq) 1.000×10-12 

H2(aq) 1.000×10-12 

H2S(aq) 1.000×10-12 

NH4+ 4.838×10-3 

CH3COO- 1.000×10-12 

C16H34 2.208×10-4 

C3H7O3N 1.000×10-12 

C12H22O11 1.000×10-12 

X1 5.440×10-8 

X2 5.440×10-8 

X3 5.440×10-8 

X4 5.440×10-8 

X5 5.440×10-8 

O2(aq) 1.000×10-12 

 

One injection point and one production point are placed in the model. The reservoir simulation 

includes 6 months of stabilization phase, 6 months of CO2 injection and 6 months of produced water 

injection. In the stabilization phase, the program run for 6 months to reach the steady state condition. 

In this period, the biodegradation of Hexadecane occurs under natural microbial mechanisms in the 

reservoir. The program then restarted from the stabilization period for CO2 injection period. CO2 was 
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injected at the constant rate of 0.2 kg/s at the bottom two layers of the reservoir for 6 months. As 

mentioned in the introduction section, the injected CO2 decreases the pH level of the reservoir, and it 

also serves as a source of carbon to produce methane. The CO2 injection period was then followed by 

produced water injection. The produced water (formation water) is supplied with a nutrient solution 

and recycled to the reservoir. The nutrient solution consists of 30% sucrose and 70% serine. The total 

concentration of the nutrient solution in the injected water is 2.5 g/l. The nutrient solution is assumed 

to be completely soluble in the injection water. 

Fig. 5.6 demonstrates the 3D gas distribution in the reservoir at the end of the simulation. As it 

is seen, the generated biogenic CH4 swept up in a bank of CH4 saturated phase and moved ahead of gas 

moving front. This is mainly because of the sweeping effect of the injected CO2 and the lower viscosity 

of the generated gases. Injected CO2 also extracts the dissolved CH4 in the aqueous phase.  

Because some key kinetic parameters for microbial degradation of hydrocarbons at reservoir 

pressure and temperature are not known yet (such as rate constants), this work did not aim to conduct 

an economic analysis of biogenic production of CH4 through the alternate injection of CO2 and 

produced water into depleted oil reservoirs. 

 

 

Fig. 5.5. The simulated reservoir model 
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Fig. 5.6. Gas distribution in the reservoir at the end of the simulation; a) CO2, b) CH4, c) H2 and d) 

H2S 

  

(a) (b) 

(a) (b) 

(c) (d) 
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5.7. Conclusion 

CO2Bio is a new module of TOUGHREACT, which is mainly developed to simulate the 

reactive flow of CO2-CH4-H2-H2S gas mixtures and brine in deep geological formations under biotic 

conditions. In CO2Bio, the microbial generation of CH4, H2 and H2S is coupled with the multiphase-

multicomponent fluid flow. CO2Bio is capable of predicting the kinetics of CO2 and/or crude oil 

microbial conversion to CH4 in deep saline aquifers or depleted oil reservoirs. The idea of alternate 

injection of CO2 and produced water into depleted oil reservoirs to convert the remaining crude oil to 

methane convey the impression of a promising method not only to mitigate the CO2 emission to the 

atmosphere, but also to produce natural gas, which is the cleanest fossil fuel energy source. However, 

more experimental data is needed to study the economic feasibility of the microbial conversion of 

crude oil to methane in field scale. 
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CHAPTER VI 

 

 

CONCLUSIONS 

In this dissertation I investigated the feasibility of field scale stimulation of microbial conversion 

of CO2 and crude oil to CH4 in depleted oil reservoirs. To achieve this goal, I have developed a new 

module for the well-known reactive transport simulator TOUGHREACT, named CO2Bio, to 

simulate the multiphase-multicomponent reactive transport of CO2-CH4-H2S-H2 gas mixtures and 

brine under biotic conditions. CO2Bio is developed by incorporating into TOUGHREACT an 

expanded thermodynamic model capable of predicting the mutual solubility of CO2-CH4-H2S-H2 

gas mixtures and brine. Simple but robust thermophysical correlations are adopted in CO2Bio to 

calculate density, viscosity and enthalpy of CO2-CH4-H2S-H2 gas mixtures. In CO2Bio, the 

microbial gas generation is coupled with multiphase flow using a sequential iteration method. Thus, 

CO2Bio can predict the kinetic microbial production and/or consumption of CO2, CH4, H2S, and 

H2 gases, and the multiphase flow of CO2-CH4-H2S-H2 gas mixtures and brine at deep geological 

formation conditions. The multiphase flow capabilities of CO2Bio are verified by comparing its 

simulation results with other reliable multiphase simulation programs including the ECO2N 

module of TOUGHREACT, the EOS7C module of TOUGH2, and CMG-GEM©. To verify the 

capability of CO2Bio to simulate the bio-geochemical reactive transport of CO2-CH4-H2-H2S gas 

mixtures and brine in deep geological formations under biotic condition, the 3D alternate injection 

of CO2 and produced water in a section of Cushing oil field in Oklahoma is simulated. The idea of 

alternate injection of CO2 and produced water into depleted oil reservoirs to convert the remaining 

crude oil to methane convey the impression of a promising method not only to mitigate the CO2  
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emission to the atmosphere, but also to produce natural gas, which is the cleanest fossil fuel energy 

source. The simulation results showed that CO2Bio is capable of modeling the complex multiphase-

multicomponent reactive transport of CO2-CH4-H2S-H2 gas mixtures and brine under biotic conditions. 

However, more experimental data is needed to study the economic feasibility of the microbial 

conversion of crude oil to methane in field scale. 
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