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## CHAPTER I

INTRODUCTION

Since the beginning developments in computer graphics capabilities, the problems of representing three dimensional objects in a two dimensional picture have been studied in great detail. Initially, in the early sixties, only the hardware capability for drawing lines existed. Faces, therefore, were represented as closed loops or "circuits" of straight lines. Representing objects as pictures in this form, often called "wire frame" drawings, can cause confusion and even optical illusions if all lines of an object are presented. The need for an algorithm to eliminate all lines not "visible" from a particular view of an object becomes quite apparent. This is the hidden-line problem. (A version of the hidden-line problem for "ruled surfaces" is a relatively simple problem and is not discussed in this thesis

Beginning in the middle sixties and moving into the early seventies, the hardware capabilities for graphics greatly improved to make shaded drawings possible. These advances greatly improved the visual quality of computer generated pictures but the problem then became how to eliminate nonvisible shaded faces. This is the hidden-surface problem.

In the beginning years of research, several solutions to the hiddenline problem were developed. However, when the hidden-surface problem
began to receive attention, the emphasis in research shifted almost entirely in its direction. Little new work has been published on the hidden-line problem since the nineteen sixties. ${ }^{2}$ This is unfortunate because many areas of applications such as architecture and engineering have a need for efficient three-dimensional line drawings, especially in applications with mini and micro computers with only line drawing capabilities. A new algorithm for hidden-line elimination was published by J. G. Griffith (6) which has possible applications in these areas.

The description of Griffith's algorithm in the article, "Eliminating Hidden Edges in Line Drawings" (6), states that this is a linear growth algorithm, which means that the computer time required for a drawing increases in a linear rate as the complexity of the object increases. (Almost all previous hidden-line algorithms have a "squared-law" growth rate. Given a drawing with $N$ objects, the computer time required for hidden-line removal is proportional to $N^{2}$.) Further research into Griffith's method is needed to verify his results and to search for possible improvements to the algorithm that could enhance its efficiency. Also, some valid comparison with other previously existing algorithms must be made to establish Griffith's algorithm as a better or worse solution to the hidden-line problem. The contents of this thesis presents the results of the research done in these areas.

First, a brief history and overview of hidden-line, hidden-surface algorithms will be discussed for the reader's background information and later algorithm comparisons. Then, in Chapter III, a description

[^0]of Griffith's algorithm will be presented showing details of his data structure and method for hidden-line removal. In Chapter IV, various changes to improve Griffith's algorithm are discussed and the effects of these changes are examined. Comparisons are made between Griffith's algorithm and ten other hidden-line, hidden-surface algorithms. The final chapter discusses implemention of Griffith's algorithm, problems that were encountered, and suggestions for future work with Griffith's ideas.

## Categorization

When discussing many different algorithms that solve the same relative problem, there is a need for an efficient means of comparison. By categorizing the algorithms, many insights into the hidden-line problem are made which might be hard to understand if each algorithm were studied separately. A very nice categorization of ten of the most prominent hidden-line, hidden-surface algorithms published before 1974 was presented by Sutherland, Sproull, and Shumacker (10). The following paragraphs are a description of their categorization scheme.

Four criteria are used as a basis for categorization and analysis:

1. First, a major difference is the resolution, or accuracy, of the final picture produced by each algorithm. An algorithm is said to work in object space (10, p. 19) if the final output is as accurate as the accuracy of the computer used. Almost all calculations are done to machine accuracy. However, if the output of a drawing is limited to a certain screen resolution size, there is no need for this kind of accuracy. Algorithms that calculate a drawing only to a limited resolution are said to work in image space.
2. The types of comparisons for hidden-line determinations are quite different for each method. Many "tricks" are used to eliminate as many unnecessary comparisons as possible. Obviously, if the complicated and time consuming tests for intersecting or overlapping lines can be reduced to only those cases that actually have intersections, then much efficiency can be gained.
3. Each algorithm takes advantage of one (or more) specific characteristics of the problem to attompt to minimize the solution process. Those common relationships are given the name coherence. For example, Appel uses the fact that if a vertex on an edge is visible, then all other edges with this vertex will very likely be visible (hence, edge to edge coherence). By taking advantage of coherence relationships, computations can be reduced and, in some cases, eliminated.
4. Also, to analyze the efficiency of each algorithm, the various sorting and searching techniques are compared.

Referring to Figure 1 the categories for each algorithm can be seen.
Appel, Galimberti, Loutrel, and Roberts solved the hidden-line problem in object space, to the nearest accuracy of the computer used. Warnock ${ }^{1}$, Watkins, Romney, and Bouknight solved the hidden-surface problem in image space, because their goal was television type output which has a fixed resolution size. Schumacker and Newell also solved the hidden-surface problem but partly in both "spaces". Their calculations were done to machine accuracy but the shaded drawings produced must be output to the limited resolution of a television type display screen. ${ }^{2}$

Each group of algorithms uses a different method for finding visible
line segments or faces. The object space algorithms use comparison tests to find intersecting lines and to determine which lines are visible. These tests require many mathematical calculations and are often quite time consuming. The Schumacker and Newell algorithms use a priority scheme to determine face visibility. The priorities can be calculated once for an object regardless of the position of the observer. By avoiding repetitious calculations for visibility, these algorithms can produce pictures in real-time; meaning that the time

[^1]OPAQUE-OBJECT ALGORITHMS


Source: Sutherland (10, p. 19)

Figure 1. Sutherland's Categorization of Ten Hidden-line, Hidden-surface Algorithms
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taken for picture computation is less than the time required for a single scan of a raster screen output device (television type screen). The image space algorithms use depth priority schemes to determine visibility on a specified area of the screen. Extensive sorting is used to give faces priorities according to their depth, and their position in these priority lists help to determine visibility. It must be noted that all ten of the algorithms put restrictions on the kind of objects allowed in their picture environments. The methods used for visibility determination are valid only within these restrictions. These environment restrictions are noted in Sutherland's (10) article but are not used for categorization.

Now that a general overview has been established, a more detailed look at a few selected algorithms is needed. The first one will be Roberts' (9) algorithm, which was the first practical solution to the hidden-line problem. Next, a discussion of Appel's (1) method will illustrate edge by edge comparisons. (Galimberti's and Loutrel's methods are variations on this same theme.) Newell's (7) algorithm will help explain priority schemes in greater detail. And finally, Watkins' (ll) algorithm will explain scan-line algorithms and depth priority.


## Roberts' Algorithm

Roberts' (9) algorithm solves the hidden-line problem using linear algebra techniques to compare each edge in an environment with each spatial volume. A spatial volume is defined by a set of convex polygon faces. By restricting the shapes to convex polygons, each
face of a solid can be represented by a plane equation of the form $a X+b Y+c Z+d=0$. The mathematical relationships between points along an edge and these planes can determine the visibility of a given edge.

Roberts' algorithm can be broken into three distinct steps.

1. Clipping against the screen boundary.
2. Rejecting back edges.
3. Testing the edge against polygonal volumes.

Parts of the environment can be outside of the particular view of an observer. Those edges not in view (outside the screen boundary) or those portions of edges partially hidden by the screen boundary can be eliminated by multiplying an edge equation times a special volume matrix which represents the edges of the view boundary. The resulting parameters provide the maximum and minimum values which define the visible portion of an edge. Next, the back edges are eliminated. Any given solid volume will hide some of its own edges. The position of the observer determines which edges are automatically hidden. By determining the direction of $a$ vector normal to the face of a solid, a face can be recognized as a front face or back face. Edges on back faces are eliminated from further testing; they are totally hidden. The remaining edges after these first two steps must now undergo much more complex tests to determine visibility.

Each edge is tested for visibility against every solid volume in the environment. The edge is represented parametrically as

$$
v=s+t(r-s) \quad 0 \leqslant t \leqslant 1
$$

where $r$ and $s$ are the two endpoints. For every value of $t$ along the edge, an imaginary vector is created which points in the direction of
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the observer. If any of the vectors pass through a face, then the edge is totally or partially hidden. If no face intersections occur, then the edge is totally visible. To determine these conditions, the parametric equation defining the imaginary vectors is multiplied by a volume matrix which represents a particular volume. The resulting parameter values are tested against boundary values which satisfy the required conditions for visibility.

Roberts' solution to the hidden-line problem is often called the "classical" solution because of its use of mathematical relationships. Although his method is very good, its performance suffers because of the enormous number of calculations required in the matrix multiplications and because of the number of tests involved. Each edge is compared to every volume in the environment which makes the computer time required grow proportionally to $N^{2}$, where $N$ is the number of objects in the environment. For complicated scenes, the algorithm is not practical.


## Appel's Algorithm

Appel's (l) algorithm works in the same kind of environment as Roberts': that is, polyhedra made up of planar polygonal faces. But Appel's approach is totally different. The algorithm introduces the concepts of a material edge, a contour edge, and quantitative invisibility to define the edges in an environment. These properties of edges help determine visibility.

An edge has three possible classifications. Edges hidden by their own volumes are called back edges and they are immediately eliminated.

Edges bounding two possibly visible faces are referred to as material edges. Those edges bounding an invisible face and a potentially visible face are called contour edges. An edge is broken into segments based on its intersection with contour edges and each resulting edge segment is assigned a quantitative invisibility value. A visible edge segment has an initial value of zero. Each time the edge crosses behind a contour edge the quantitative invisibility is incremented by one and then correspondingly decremented when it comes out from behind a contour edge. Only those edge segments with a resulting quantitative invisibility of zero are visible.

The task of finding initial quantitative invisibility values is time consuming (an edge endpoint is compared to every face in the environment). However, for any given point, all edges emanating from this point have the same quantitative invisibility (normally). This coherence relationship reduces to a great extent the amount of required calculations. By following "circuits" through the drawing, previous ending quantitative invisibility values are passed on to other beginning edges. Appel developed an efficient method to examine every edge in an environment using a minimum number of these circuits. Problems arise, however, when several special cases can make the quantitative invisibility values wrong. For example, if a point lies on a contour edge, then some edges emanating from this point will possibly have a higher quantitative invisibility value than others, depending on which edges emanate behind the face and which edges emanate out away from the face. This case and others must be tested before quantitative invisibility
values at an edge endpoint can be passed on to other edges. These tests become quite detailed and inhibit the efficiency of the quantitative invisibility scheme.

The algorithm's efficiency is proportional to $\mathrm{N}^{2}$. Loutrel, and Galimberti and Montanari used this same basic idea but with special enhancements. Their algorithms are also proportional to $\mathrm{N}^{2}$. The problem of having to compare each edge in an environment with every other edge was still not solved.

## Newell's Algorithm

Newell's (7) algorithm solves the hidden-surface problem in what could be described as the "painter's" algorithm. All polygons in an environment are ordered according to their distance from the observer. After proper ordering, the faces are output or "painted" onto an output screen (or frame buffer) starting with the most distant face and proceeding up to the nearest face. The hidden-surface problem becomes a sorting problem to determine the correct order of output.

The algorithm is called a priority algorithm because each face is given a priority based on its distance from the observer; those nearer faces to the observer having higher priorities. Many different tests are used to assign priority values. The simpler tests are applied first, and if these fail, more complex tests are used until a priority can be determined. The initial step orders all faces according to their closest point to the observer. Using this order of faces, the following tests are done between adjacent faces. A face has higher priority over the next face if any of the following tests are true:

1. A depth minimax test shows that there is no overlap in depth.
2. An XY minimax test shows no overlap in $X$ or $Y$.
3. All vertices of the face are nearer to the observer than the plane which contains the next face.
4. All vertices of the next face are farther away from the observer than the plane which contains the face.
5. A complete overlap test which shows no overlap in $X$ or $Y$. Once any of these tests are true, none of the others need to be applied. Two problems arise which must be solved. First, the priority relationships are not transitive; that is, faces can obscure other faces which in turn might "cycle" back and obscure the original faces (Figure 2a). Second, because Newell allows concave faces, two faces can possibly obscure each other (Figure $2 b$ ). If a face in the priority list tries to shift priorities more than once, then one of the above problems is assumed to be true. The face is subdivided into two

(a)

(b)

Figure 2. Special Cases for Newell's Priority Scheme
smaller faces and the priority tests are repeated. Subdivisions continue until no more than one priority shift per face is required for correct ordering.

Newell's algorithm is much more efficient than Roberts' or Appel's algorithms. The development of priority schemes made it feasible for real-time hidden-surface pictures. Schumacker developed the first real-time algorithm which has been operational since 1968. His algorithm used a clustered priority scheme and was implemented in hardware.

## Watkins' Algorithm

Watkins' (ll) algorithm solves the hidden-surface problem by the scanline approach, which is based on the output needed for a raster (television type) screen. Raster type screens have a limited number of possible dots (technically called pixels) in which to represent a picture. By taking scan lines horizontally across the screen, those pixels visible on that line can be determined, and giving each one a desired shade of gray will create a shaded picture. Obviously this algorithm works in the image space creating a picture only as accurate as the screen.

Two steps are involved in determining visible parts of a scan line. First, all intersections between the scan line and the polygon faces that it crosses are found. Each polygon face "owns" a segment of the scan line; that portion of the scan line between face intersection points. If a face scan line segment has no interscctions with other face segments, then that face segment is visible and no other action is required. However, overlapping segments must be further tested to determine
visibility. The overlapping section is divided into "sample spans" which satisfy the condition that the visibility in each span does not change (that is, the $X Z-$ plane projections of the faces corresponding with each span do not intersect.) The second step involves determining which face is visible in each sample span. Because only one face is visible in each plan by definition, then a simple $Z$ depth analysis can determine visibility. After all scan lines are processed, the picture can be generated.

Watkins uses a sort on the $Y$ coordinates to avoid as many comparisons as possible. By presorting the faces, a face is not tested for intersections with a scan line until it comes into range and intersections are possible. After all of a face has been examined, the face can be removed from the list of possible faces and never be compared again. All unnecessary intersection calculations are eliminated. Going one step further, scan line algorithms can make use of the coherence from one scan line to the next, and further reduce the number of calculations required.

Real-time pictures have been produced using Watkins' algorithm.

Summary

Many very different ideas and solutions to the hidden-line, hidden-surface problem have been implemented. All of the algorithms which have produced pictures in real-time are hidden-surface algorithms. None of the hidden-line algorithms have even come close to such speeds. The need for more efficient hidden-line algorithms, comparable to the hidden-surface algorithms, is evident.

## CHAPTER III

## THE GRIFFITH ALGORITHM

## Introduction

Now that a brief summary of hidden-line algorithms has been presented, a detailed description of Griffith's algorithm is needed. Griffith used many of the same ideas as the previously discussed algorithms but his combination of these ideas and his introduction of several new ideas such as a "masking line" makes his algorithm distinctively different. Approximately one-half of the computer code required for the implementation of his algorithm is for the creation of the data structure, which will be discussed first. Then the hiddenline removal will be examined.

## Data Structure

The Griffith (6) data structure is the single most important part of his algorithm for efficient hidden-line removal. To establish the final data structure as shown in Figures 5 and 6, the initial vertices must first go through transformation equations to create the desired view of the object. Then the vertex nodes, face nodes, and edge nodes are created. Finally the screen area is divided into a two-dimensional grid and each face is linked into every grid cell that it covers or intersects.

Initial input of data for an object uses the following form: the number of vertices, each vertex given by its $X, Y, Z$ cartesian coordinates, the number of faces, and a list of face descriptions. A face description is a list of vertex pointers which point to adjacent vertices of the face perimeter followed by at least one zero to indicate the end of the list. The vertices are real numbers (having whole and fractional parts) and the vertex pointers are integers. Figure 3 is an example of input for a simple cube. Any polygon shaped face is allowed, convex or concave with the assumption that all edges are straight lines; no curves allowed. It is also assumed that all faces intersect only on edge boundaries.

The vertices must undergo two transformations to establish a desired view. The observer is assumed to be on the positive $Z$ axis looking at the origin, with the positive $X$ axis to the right and the positive $Y$ axis upward ${ }^{l}$ (Figure 4). The first transformation requires as many as three rotations, one around each axis to align the axes to this orientation. Given the three angles of rotation, which are part of the initial input, all three rotations are done at once by multiplying each vertex by a $3 \times 3$ rotation matrix. Then the maximum distance of the object from the origin is found. The object lies totally within a sphere of this radius. To create the final picture, the second transformation produces a perspective in a two-dimensional picture plane which is parallel to the $X-Y$ plane and perpendicular to the surface of the sphere (Figure 4). This environment makes perspective generation

[^2]

| 8 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 0.00000000 .00 |  |  |  |  |
| 1.0000000 0.00 |  |  |  |  |
| 1.00000001 .00 |  |  |  |  |
| 0.0000000 1.0000 |  |  |  |  |
| 0.0000000 .00 |  |  |  |  |
| 1.00000000 .00 |  |  |  |  |
| 1.00000001 .00 |  |  |  |  |
| $0.0000000 \quad 1.000$ |  |  |  |  |
| 6 - |  |  |  |  |
| 1 | 2 | 3 | 4 | 0 |
| 1 | 5 | 6 | 2 | 0 |
| 6 | 7 | 3 | 2 | 0 |
| 7 | 8 | 4 | 3 | 0 |
| 4 | 8 | 5 | 1 | 0 |
|  |  |  |  |  |



Figure 4. View of Object After Rotation and Location of the Picture Plane for Perspective
very straightforward because the entire object lies inside the sphere picture plane. If this were not true, then a clipping algorithm would be needed to "throw away" everything outside of the picture plane. Therefore, only exterior views of any object are possible; close up views or interior views would require clipping and a different method for perspective generation. (No perspective transformation is done on the $Z$ (depth) coordinates. They retain their required depth relationships in three-space.)

The vertex nodes are the first nodes to be established. The $\mathrm{X}, \mathrm{Y}$, and $Z$ real number vertices are mapped into an integer "world" using linear mapping functions based on the maximum and minimum values for each axis. This linear "world" must be large enough to retain an accurate description of the object but small enough to prevent integer overflow in math calculations. The last two fields of a vertex node are links (referred to in Figure 5 as Ll and L2). Link Ll is used to establish an efficient drawing order (to minimize pen movements) for the final output drawing. To do this the picture plane is divided up into a two-dimensional square grid. Each vertex is initially placed into its appropriate grid cell, and then link $L l$ links all the vertices together by tracing through the grid, one row at a time. Link L2 is a pointer to a list of edges with this vertex as their starting point. By "visiting" each vertex through link Ll and each edge of a vertex through link L2, an efficient method is created that guarantees access to each edge in the drawing.

A face node contains three fixed fields and a variable number of vertex pointers. Field three indicates how many vertex pointers make


Figure 5. Griffith Data Structure
up this face. Field two is used as a link in setting up the data structure but is used as a "marking ficld" in the hidden-line removal process to avoid repetitious face comparisons. Field one stores the maximum $Z$ value on the face (its nearest point to the observer's eye.) An edge node has four fields. Each edge node is in a linked list of edges, each having the same starting vertex. The L2 link in the vertex node points to the first edge in the list and the fourth field in the edge node (labeled "next edge" in Figure 5) points to each succeeding edge in the list. If the field is zero, then no more edges exist with this starting vertex. The middle two fields are pointers to the faces which have this edge as one of its boundaries. If the edge is used by only one face, then both fields point to the same face. The first field is a vertex pointer to the ending vertex of this edge. Each edge node is guaranteed to be unique by the restriction that the starting vertex pointer is always greater than any of its ending vertex pointers.

As the face nodes are established, each face is sorted according to is maximum $Z$ value using a "bucket" sort which is a form of a radix sort. The resulting list of faces begins with the farthest face from the observer and ends with the nearest face. The next task is to link each face into every grid cell that it covers or intersects. To do this exactly would require many calculations to establish the intersections of each edge of a face with the grid lines of the grid. To eliminate these costly computations the maxmin test is used. The maximum and minimum $X$ and $Y$ values are used to create a surrounding rectangle and the face is linked into each grid cell that this rectangle
covers (Figure 6, Rectangle C). Obviously, this is very inaccurate for slender faces at angles other than approximately zero or 90 degrees, but the enormous savings in computation makes it worthwhile. In the final structure, each cell contains a list of faces such that the first face is the nearest face and each succeeding face is farther and farther away from the observer (Figure 6). It is possible that two faces may not be in the correct order in a cell because only the maximum $Z$ is used for sorting (Figure 2), but the ordering is good enough to establish a maxmin test for the $Z$ coordinates, to be discussed later. The data structure is now complete and ready for hidden-line removal.

## Hidden-Line Removal

First, a very general description of the method is needed. Each edge is visited once and compared to every face that could possibly hide it. If, at any time during the comparisons, the edge is determined to be totally hidden, then comparisons begin on a new edge. If after all comparisons, there is still part of the edge visible, then the visible part is output to a storage device for later drawing.

Using Ll and L2 vertex links, a starting vertex is established. Each edge with this vertex is examined before a new starting vertex is established. All edges are examined in this manner.

To compare an edge to all of the possible faces that cover it, each face in every cell that the edge crosses must be examined. Constants are calculated to determine which cells the edge crosses. Three things help to eliminate unnecessary face comparisons:


Note: Sixteen vertices results in the four cells - a two by two grid (one cell for every four vertices.)

Figure 6. Grid Cell Structure

1. A face is marked in its "mark field" with a unique marker associated with the edge boing compared. By testing the mark field, no other comparisons will be made with this face, even if the face reappears in other cells along the edge.
2. A face cannot hide one of its own edges. Therefore, using the two face pointers in the edge node, the faces that the edge are part of are "marked" and never compared.
3. A maxmin test is used to compare the depth of the edge with a face. If the minimum $Z$ value on the edge is greater than the maximum $Z$ value of the face, then the face cannot possibly hide the edge and no comparisons are needed with any of the further faces in this cell.

Comparing a face with an edge is a costly operation and the above methods help eliminate many comparisons, along with the fact that only faces in the edge cells are examined. An edge and all remaining faces which could possibly hide it undergo a detailed analysis to determine which segments are visible and which are hidden.

Individual points on the edge can be represented using the parametric equations:

$$
\begin{aligned}
& \mathrm{X}=\mathrm{X}_{1}+\lambda\left(\mathrm{X}_{2}-\mathrm{X}_{1}\right) \\
& \mathrm{Y}=\mathrm{Y}_{1}+\lambda\left(\mathrm{Y}_{2}-\mathrm{Y}_{1}\right)
\end{aligned}
$$

where $\left(X_{1}, Y_{1}\right)$ is the starting vertex,
$\left(X_{2}, Y_{2}\right)$ is the ending vertex, and
$0 \leqslant \lambda \leqslant 1$.

By representing intersection points in terms of $\lambda$ values, only one number must be stored. Intersections not on the actual edge are quickly
recognized by the conditions $\lambda<0$ or $\lambda>1$. Also, the $\lambda$ 's are easily sorted to determine consecutive edge segments along an edge. Visible edge segments are found through the introduction of a masking line. Given an edge and a face, the face is "cut" by a plane which is defined by the edge and the viewpoint. The intersection of the face and this plane is the masking line. The endpoints of the masking line are taken as the intersection points with the face boundary. Since concave polygons are allowed, there is the possibility for many masking line segments. The masking line segments may completely "mask out" (or cover) the edge, only partially cover the edge, or miss the edge entirely. Two conditions must be met for a masking line segment to cover an edge or a portion of an edge:

1. The face on which the masking line lies must be in front of the edge segment.
2. The masking line segment must be inside the boundary of the face.

To determine the depth relationship between the face and an edge, the depth on the face along the masking line must be found. This could be done using the plane equation for the face as Roberts' (9) algorithm does, but a much simpler method is available using the masking line. Because the masking line and the edge lie exactly on top of each other in the two dimensional picture plane, the same parametric equations can be used to describe both of them. A linear relationship exists between the lambda values along the edge and the Z depth along the masking line. This linear relationship is calculated using a least squares approximation. Once at least two intersection points are known for the masking
line. As stated earlier, intersecting faces are not allowed, and therefore, if part of a masking line segment is in front of an edge, then all of it is. By testing the $Z$ value at the midpoint of the edge segment against the corresponding $Z$ value of the masking line (on the face) the depth is determined. If $Z_{m}$ is greater than $Z_{e}$, then the face can possibly hide the edge segment, and the next test is applied. Otherwise, the segment is visible and not part of the final masking line segments. The next masking line segment is then put through these tests until all segments have been examined.

The final test for visibility is whether the masking line segment is inside or outside of the face. To determine this, an "even, odd crossing test" is used. The number of intersections are counted between the face and a line which starts at the midpoint of the edge segment and goes to some point at infinity (in practice, some point near the boundary of the picture plane). If the number of "crossings" is odd, then the edge segment is inside the face. If the number is even, then it is outside the face (Figure 7). If the masking line segment is inside the face boundary, then its endpoints (a lambda pair) are stored as one of the masking line segments.

The final results of the masking line tests are a list of ordered pairs of lambdas $\left(\lambda_{i}, \lambda_{i+1}\right),\left(\lambda_{i+2}, \lambda_{i+3}\right), \ldots$ which represent the edge segments no longer visible. These segments must be removed from the list of edge segments that are visible. To do this, the lambdas are merged into a single ordered list. The edge segment lambdas are made negative so that they can still be distinguished from the masking edge segment lambdas. Then, using two switches which change states for each lambda, the visible edge segments are determined and listed as ordered
pairs of lambdas $\left(\lambda_{i}, \lambda_{i+1}\right),\left(\lambda_{i+2}, \lambda_{i+3}\right) \ldots$ (See Appendix $A$ for a more detailed description of this method using switches.)

This process of detailed face, edge analysis is repeated each time one or more intersections occur on a face. If the edge segments totally disappear, then no output is done, and a new edge is established for comparisons. If, after all possible comparisons, some edge segments still remain, they are output to a storage device for later drawing. The algorithm is finished after all edges have been examined.

Summary

Each edge that is examined for visibility is compared to a minimum number of faces. This is the key to the performance of the algorithm. Minimax tests in the $X, Y$, and $Z$ directions help to make only those face comparisons which have possible intersections. Also, faces which


Figure 7. "Even, Odd Crossing Test"
include the edge as a side are omitted from the tests. The size of Griffith's data structure which allows all of this to happen is a major problem for small computers. This problem will be discussed in chapter V, but first a discussion of some improvements to Griffith's algorithm.

CHAPTER IV

## CHANGES AND IMPROVEMENTS IN GRIFFITH'S ALGORITHM

After thorough study of Griffith's algorithm, four changes were made:

1. The method of input for the rotation angles was changed to simplify user input and program interaction.
2. Because of integer size and overflow problems on the small computers, some of the integer "mapped" values are changed back to real numbers before calculations are performed.
3. The elimination of all back faces is done while the data structure is being created.
4. A new maxmin test in the $Z$ (depth) comparisons was implemented. These will be discussed in detail and the results of the implementations given.

## View Calculation

To achieve a desired view, Griffith's algorithm simply reads in three angle values for rotation, one for each axis. A $3 \times 3$ matrix is set up which is multiplied by each individual vertex for the desired rotations. Rotations about the three axes are not commutative; that is, a different view will be computed if the order of rotations is changed. Therefore, it is very important that the user of the algorithm can visualize the type of view desired, the rotations needed to obtain
that view, and the correct order of rotation required. This is not always an easy task for beginners in computer graphic drawings.

An easier, more straightforward, way of "asking" the user for a desired view is to establish a line of sight through which an observer wishes to view an object. This line of sight can be established by locating two points; the point being observed and the point position of the observer. The distance between these points determines the relative size of the final drawing and the "amount" of perspective generated. Only two angles of rotation are required to orient the observer on the positive axis with the positive $X$ axis to the right and the positive $Y$ axis upward. (The third angle of rotation is not used.) Another great flexibility with this method is the ability to look at points other than the origin. Restricting the view to the origin greatly limits the possible number of views. If a point other than the origin is specified as the point being observed, then a simple translation is required with the rotation to align the line of sight with the $Z$ axis. In summary, this method increases the number of views possible and allows the computer to do the "dirty work" of calculating the correct rotation angles.

Implementation into FORTRAN required approximately 30 lines of code. Because the program was run interactively, these computations were not included in the timed portion of the algorithm.

## Integer Conversions

Griffith's algorithm converts all vertex coordinates into integers using linear mapping functions based on the maximum and minimum values for each axis. Two restrictions control the size of these linear
mapping functions. If the integer values are too small, then the accuracy of the final drawing can be distorted, even to the extreme of making nonvisible lines visible and parallel lines skewed. From experiments using different ranges of values (based on powers of two for simplicity), the minimum integer range producing no visible distortions on complex drawings was from -1024 to +1024. However, because of overflow problems on various calculations, there is also an upper limit based on the integer size of the computer being used. The equation (I*J) - (K*L) produced the largest possible number from any of the calculations in the algorithm. Therefore, to prevent overflow, each integer value would need to be restricted to the range -128 to +128 for an integer word size of 16 bits; the range -2048 to +2048 for an integer word size of 24 bits, etc.

Virtually all small computers today are 8 bit or 16 bit word machines, as was the computer used for this thesis, a PDP-11/34. The largest integer value in the FORTRAN implemented on this computer was 16 bits. This required a change in Griffith's FORTRAN implementation of his algorithm.

Two sections of code were changed from integer calculations to real calculations: the solution for intersections between lines, and the test for an edge segment to determine whether it is in front of or behind a face. On the $\mathrm{PDP}-11 / 34$, the real arithmetic calculations are both software and hardware supported. The hardware supported arithmetic was used in all testing. In the extensive testing done, no loss of accuracy was ever discovered from using real calculations and no appreciable increase in computing time was evident.

Back Edge Elimination

The solution to hidden-line olimination can be greatly enhanced if all back faces can be eliminated quickly from the vicw. A back face is any face on the "back side" of an object. On the average, half of any given solid object is always not visible and therefore half of its faces are back faces. Using a certain convention for describing faces and vector algebra, back faces can be eliminated easily.

Intuition says that by removing approximately half of the faces, the algorithm should run twice as fast and use half as much storage. This proved to be correct, as shown later in the testing discussion.

Implementation in FORTRAN required four lines of code inserted into the face node portion of the data structure. After a face is read in, it is immediately tested to determine whether it is a back face. If it is, the face is left completely out of the data structure along with each of its edges. To establish the correct convention for the vertex pointers order (listed clockwise around the perimeter when looking at the "exterior" of the face), a few minor changes had to be made in Griffith's object building programs.

## New Maxmin Test

The maxmin test for depth comparisons uses the maximum $Z$ value on a face compared to the minimum $Z$ value on an edge. This comparison eliminates many face tests but there is a convenient way to make it even better because of the grid cell structure.

The edge is compared to faces in each cell that it passes through. It seems logical then, to compare the maximum $Z$ on a face with the
minimum $Z$ in the cell where the face appears on the edge segment. Whereas a face might fail the broad test against the minimum $Z$ of the edge, it could possibly be eliminated from comparisons by this more exact test (Figure 8).

This test required a total change in the way cells were found along an edge. Griffith used an approximation method which did not solve for exact intersections with the grid cell boundaries. Instead, his method required the calculation of some constants and then only addition and some tests to find the next cell. The new test required exact solutions at the grid line intersections to solve for the $Z$ values at these points.

The implementation in FORTRAN took approximately the same number of lines of code as Griffith's original code. However, when considering efficiency, several mathematical divisions are required in place of his simple addition. This makes the process of finding cells along an edge a little more costly. Testing on a single cube showed an increase in computer time using this method which was attributed to the added "cost" involved in the mathematical computations. But in testing more complex objects, the new method was always comparable to, or a little better than, Griffith's original algorithm. In some cases there was approximately a $5 \%$ increase in efficiency. As Table IX shows, the cases where this new test helps the most is for "long" faces compared to fairly close short faces. From the experiments run, in normal applications, this "improvement" adds substantially nothing to the efficiency of the algorithm. But for the occasional special drawing conditions which do occur, this new maxmin test does indeed eliminate enough face comparisons to make it useful.


Figure 8. New Depth $Z$ Comparison by Grid Intersections (Grid 3)

## Algorithm Testing--Results and Comparisons

Three kinds of comparisons and tests were done on the Griffith algorithm:

1. The algorithm was compared to ten other hidden-line, hiddensurface algorithms using the information presented by Sutherland (10).
2. The same testing that Griffith presents in his published article was simulated to validate his results.
3. The improved versions presented previously were tested against Griffith's original algorithm to measure their benefits.

Each of these will be discussed in the following paragraphs but refer to Appendices $B$ and $C$ for actual figures.

## Comparison to Other Algorithms

Griffith's algorithm must be categorized somewhere between the object space algorithms and the image space algorithms. The initial input and final output are related to the object space in that they have high accuracy. But the calculations are done to a limited "resolution": limited, not by the resolution of an output screen, but by the magnitude of integers in the computer being used. Also, this is a comparison algorithm comparing edges to faces. This creates a difficulty in linking Griffith's algorithm into the Sutherland tree structure. The best "fit" is between Roberts and Schumacker, linked half way between the object space and "partly each" space and linked to the comparison algorithms.

The coherence used by Griffith is comparable, in some ways, to Warnock's objects in local areas on the screen to reduce the number
of tests and comparisons needed. There are few apparent similarities with the hidden-line algorithms of Appel, Galimberti, Loutrel, and Roberts. Griffith does not use the notion of quantitative invisibility or edge coherence. Neither is there any of the plane equations as used by Roberts. Griffith avoids the calculation of the plane equation by the introduction of his masking line and least squares approximation. A major distinction of Griffith's method is that it does not have to take care of the special conditions that always seem to arise, such as a face intersecting another face at a single point. Griffith's general masking line concept takes care of all special conditions. The other algorithms do not even discuss solutions to these problems.

In order to compare Griffith's algorithm with the same scheme that Sutherland uses, the algorithm was broken into its major operations and sorting and searching routines. From this examination, the edge to face comparisons are the dominant cost of the algorithm. (This was also verified during early testing of the program by printing out intermediate test values.) The masking line test for visibility is the only other major time consuming task. The figures show that if excessive face comparisons are made with each edge, the results are disastrous. The way to increase the efficiency is to decrease the number of face comparisons.

An interesting relationship appeared between the cost and the depth complexity of the environment. The depth complexity is defined as a measure of how many front faces are pierced by an arbitrary ray from the viewpoint, on the average. Because the depth complexity remained constant in each succeedingly more complex environment, the face sizes, on the average decreased in height and also in the amount of screen area


#### Abstract

that they covered. Since each face still has approximately the same number of faces around it on the screen area, the number of face comparisons for each edge remains fairly constant for all three environments. Assuming this is correct, the algorithm grows on a linear basis as a function of the total number of edges. Just as important is the indication that as the depth complexity increases while the number of faces stays constant, many more edge-face comparisons would be required for each edge. The algorithm would tend to grow more nearly exponentially as the depth complexity increased. These are trends in the data and not exactly accurate for any given environment. (See Appendix $B$ for an example.) Other factors that could not be included in the cost calculations are the amount of overlap among faces and the Z depth relationship between faces. Both of these allow the edge-face comparisons to be cut short, which contributes much to the efficiency of Griffith's algorithm. In conclusion, the algorithm has a much greater possibility of a linear growth rate if the environment depth complexities stay small. As the depth complexity grows, the analysis becomes less precise and more dependent on the properties of the particular environment being drawn.


## Comparison to Griffith's Original Results

Griffith's computer was much faster than the PDP-11/34 which was used for implementation and testing for this thesis. But the same trends in computation time were received. The FORTRAN timing function of a PDP-11/34 is not very accurate and thus the figures cannot be taken as exact data but they can be used as relative indicators of computing time. The final two test cases were not run because of lack
of memory for these large drawings. The results can be seen in Table $V$ in Appendix $C$.

Griffith's test case of "a lattice of cubes" takes advantage of the grid cell structure of the data structure. Another test case was constructed which contained long rectangular boxes intermixed with the cubes. This would tend to make the algorithm "work" harder if the rectangles were at an angle such that they were linked into many cells of the grid of which they did not cover or intersect. This would increase the number of edge to face comparisons and consequently the amount of computer time. The results showed an approximately $100 \%$ increase in the time required for calculations if the angle of the rectangular boxes was from 30 to 45 degrees from the horizontal. (Refer to Table VI, Appendix C.) This shows so dramatically the importance of the environment in relation to the performance of the algorithm. Griffith's algorithm is based on an area coherence scheme and if the environment is not area coherent, the algorithm losses much of its efficiency. Even though the efficiency dropped drastically as the environment changed, the computer time still grew at a linear rate. This seems to prove that the algorithm grows at a linear rate regardless of the environment, assuming that the environment's coherence properties remain fairly uniform.

Comparisons with Improved Versions

Three versions of the algorithm with improvements were tested against Griffith's original algorithm:

1. New $Z$ depth test for face to edge comparisons.
2. Back faces removed.
3. Both of the above together.

These were run on the original test case of "a lattice of cubes" and on the new test case with long rectangular boxes. The new version's performances have already been mentioned in the previous discussion. The test results can be seen in Table VII and Figures 9 and 10 of Appendix C.

## CHAPTER V

## CONCLUSIONS AND SUGGESTIONS

All of the goals of this thesis were accomplished and have been presented in the previous chapters. A few specifics on how they were accomplished follows, with comments on the implementation, problems encountered, and ideas for future work in this area.

After receiving a copy of Griffith's algorithm, it was first implemented on an IBM 370/168. All of the file processing was changed to make it compatible with the IBM file processing. No other changes were necessary and the program ran successfully. No timing was done because the multiprocessing environment made any timing functions almost meaningless.

To test the program on a small computer, it was implemented on a PDP-11/34. The major problems were the 16 bit word size and the small memory size. Many of the integer calculations had to become real calculations to prevent overflow, as discussed in chapter 4. As for the memory size, each program run on a PDP-11/34 has 32 K of memory for all of the code and data. This is obviously too small for the array which holds all of the data structure. The PDP-11/34 allows access to other in-core memory through what is called "virtual" arrays. By this technique the data structure was stored in a 32 K integer array outside of the memory partition which ran the program. While the program was executing, the amount of memory access for it essentially deleted the
multiprocessing capability of the $\mathrm{PDP}-11 / 34$; there was no more memory for other programs. This makes the algorithm very detrimental to a multiprocessing environment if it is exccuting for long periods of time on complex pictures. A new algorithm design is needed such that only a small necessary part of the data structure is stored in core memory at any given time and the rest is on some kind of high speed peripheral storage device. Some breakdown of the data structure would be required to access the data efficiently.

Future work is needed in several areas:

1. The environment condition that all faces must intersect on face boundaries is restrictive. Some way is needed to extend the general masking line scheme to allow for penetrating faces.
2. Many times three-dimensional environments are created from a group of basic building blocks, such as a group of cubes to create a building. A method is needed to eliminate all overlapping edges so that a continuous shape is created when the hidden-lines are removed.
3. More work is needed in implementing such large data requirements on small computers, as discussed previously.

Many problems are still to be solved and more problems will arise in the future.

The original FORTRAN code was not structured in any readable format and it was not documented. To allow for easier study during this thesis work and for future work, the code was rewritten into a more readable format. All major loops and decision statements were documented. The resulting code is in Appendix D.

Griffith's algorithm is a very efficient scheme for hidden-line removal. Its use in the field of computer graphics will grow in the coming years. Small computer applications will also have many uses for this algorithm as they gain more power and memory.
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## EXAMPLE OF GRIFFITH'S ALGORITHM

## INTRODUCTION

This appendix is a very simple example of the data structure and the masking line concept. In an attempt to make the example "readable", subscripted pointers are used instead of actual numbers. Refer to Chapter III for a more detailed description of the overall concepts.


Figure 9. Example Picture

Vertex Nodes
Face Nodes


Edge Nodes

| $\mathrm{E}_{1}$ | $\mathrm{V}_{1}$ | $\mathrm{F}_{1}$ | $\mathrm{F}_{1}$ | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{E}_{2}$ | $\mathrm{v}_{2}$ | $\mathrm{F}_{1}$ | $\mathrm{F}_{2}$ | $\mathrm{E}_{3}$ |
| $\mathrm{E}_{3}$ | $\mathrm{V}_{1}$ | $\mathrm{F}_{1}$ | $\mathrm{F}_{1}$ | 0 |
| $\mathrm{E}_{4}$ | $\mathrm{V}_{4}$ | $\mathrm{F}_{2}$ | $\mathrm{F}_{3}$ | 0 |
| $\mathrm{E}_{5}$ | $\mathrm{V}_{5}$ | $\mathrm{F}_{2}$ | $\mathrm{F}_{2}$ | 0 |
| $\mathrm{E}_{6}$ | $\mathrm{V}_{6}$ | $\mathrm{F}_{2}$ | $\mathrm{F}_{2}$ | ${ }^{\text {E }} 7$ |
| $\mathrm{E}_{7}$ | $\mathrm{V}_{2}$ | $\mathrm{F}_{2}$ | $\mathrm{F}_{2}$ | 0 |
| $\mathrm{E}_{8}$ | $\mathrm{v}_{3}$ | $\mathrm{F}_{2}$ | $\mathrm{F}_{2}$ | 0 |
| $\mathrm{E}_{9}$ | $\mathrm{V}_{4}$ | $\mathrm{F}_{3}$ | $\mathrm{F}_{3}$ | 0 |
| $\mathrm{E}_{10}$ | $\mathrm{V}_{8}$ | $\mathrm{F}_{3}$ | $\mathrm{F}_{3}$ | ${ }^{1} 11$ |
| ${ }^{\text {E }} 11$ | $\mathrm{V}_{9}$ | $\mathrm{F}_{3}$ | $\mathrm{F}_{3}$ | ${ }^{\text {E }} 12$ |
| $\mathrm{E}_{12}$ | $\mathrm{V}_{4}$ | $\mathrm{F}_{3}$ | $\mathrm{F}_{3}$ | 0 |


| $\mathrm{v}_{1}$ | $\mathrm{X}_{1}$ | $\mathrm{Y}_{1}$ | $\mathrm{z}_{1}$ | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{v}_{2}$ | $\mathrm{X}_{2}$ | $\mathrm{Y}_{2}$ | $\mathrm{z}_{2}$ | $\mathrm{E}_{1}$ |
| $\mathrm{v}_{3}$ | $\mathrm{X}_{3}$ | $\mathrm{Y}_{3}$ | $\mathrm{Z}_{3}$ | $\mathrm{E}_{2}$ |
| $\mathrm{V}_{4}$ | $\mathrm{X}_{4}$ | $\mathrm{Y}_{4}$ | $\mathrm{Z}_{4}$ | $\mathrm{E}_{8}$ |
| $\mathrm{V}_{5}$ | $\mathrm{X}_{5}$ | $\mathrm{Y}_{5}$ | $\mathrm{Z}_{5}$ | $\mathrm{E}_{4}$ |
| $\mathrm{v}_{6}$ | $\mathrm{x}_{6}$ | $\mathrm{Y}_{6}$ | $\mathrm{z}_{6}$ | $\mathrm{E}_{5}$ |
| $\mathrm{v}_{7}$ | $\mathrm{x}_{7}$ | $\mathrm{Y}_{7}$ | ${ }^{2} 7$ | $\mathrm{E}_{6}$ |
| $\mathrm{v}_{8}$ | $\mathrm{X}_{8}$ | $\mathrm{Y}_{8}$ | $\mathrm{Z}_{8}$ | $\mathrm{E}_{9}$ |
| $\mathrm{v}_{9}$ | $\mathrm{X}_{9}$ | $Y_{9}$ | $\mathrm{Z}_{9}$ | $\mathrm{E}_{10}$ |
| $\mathrm{v}_{10}$ | $\mathrm{X}_{10}$ | $\mathrm{Y}_{10}$ | ${ }^{2} 10$ | $\mathrm{E}_{11}$ |

Figure 10. Example Data Structure

The following figures are an example of a masking line compared to an edge to eliminate hidden edge segments. Edge eleven ( $E_{11}$ ) is compared to faces one $\left(\mathrm{F}_{1}\right)$ and two $\left(\mathrm{F}_{2}\right)$. It is not compared to face three $\left(\mathrm{F}_{3}\right)$ because a face cannot hide one of its own edges. Face one is compared first (Figure lla). Note that the masking line lies on the face and is created by the face intersection with the imaginary plane formed by the edge and the viewpoint.

(a) Masking Line

Up/Off

(b) Masking Line Switches

Figure 11. Edge Eleven and Face One Comparison

The relationship of the masking line to the edge is shown in Efgure llb, as well n:s the switch posit ions; for vi:;ible negment determination. Visible segments are created only from the down/on switch setting. The masking line segments control tho up/down switch and the edge segments control the on/off switch. Only a portion of the edge segment is now visible and only this much is used for future testing against other faces.


Figure 12. Edge Eleven and Face Two Comparison

The same relationship for the switches is true for the resulting masking line and edge segment in Figure 12. A portion of $\mathrm{E}_{11}$ is still visible and no other faces remain to be tested. The visible segment is output for later drawing. Comparisons on a new edge are started.

APPENDIX B

SUTHERLAND'S ALGORITHM COMPARISONS

## Description of Faces


#### Abstract

Appendix $B$ cannot be understood without a thorough study of Sutherland's article "A Characterization of Ten Hidden-surface Algorithms". The explanation of this article would require more space than is available here.

Tables I through IV are copies of tables from Sutherland's (10) article with additions which refer to Griffith's (6) algorithm. Table I defines a set of variables used to describe an environment. As seen in Table II, some of these values are "given" as initial data to establish an environment. The other variables are defined in terms of these basic given variables. An understanding of each algorithm is needed to fully understand the formulas in Table II.

Three environments are set up, each one being twenty-five times more complex than the previous one. The "Roberts' House" has only 100 faces, while "Big Harbor" has 60,000 faces. Using the variables and their values for each environment, the "cost" of computing a hiddensurface picture is calculated. This cost is a relative value based on the number of comparisons an algorithm makes, the kind of mathematics involved in those comparisons, and the types of sorting done. These costs give some insight into the efficiency of each algorithm. Table III shows the equations which are used to obtain the final costs for each algorithm in each environment. The totals are in Table IV. Note that because of the relative nature of the costs assigned to each algorithm, numbers in Table IV which are within a magnitude of 10 of each other are considered to be close in efficiency. When the magnitudes approach 100, then those algorithms with lower costs are definitely more efficient.


TABLI: I
$F_{t}$ Total number of faces in the environment.
$F_{r}^{t} \quad$ Number of relevant faces in the environment.
$\mathrm{D}^{\mathrm{r}}$ Depth complexity of the environment (average).
$C_{t}^{C}$ Number of relevant clusters in the environment.
$\mathrm{F}_{\mathrm{t}}^{\mathrm{t}} \quad$ Number of faces per cluster (average).
$E_{t}^{c}$ Total number of edges in the environment.
$\mathrm{E}_{\mathrm{r}}^{\mathrm{t}}$ Number of relevant edges in the environment.
$E_{s}^{r} \quad$ Number of relevant edges if sharing is allowed.
$E_{c}^{s} \quad$ Number of contour edges in the environment.
$X_{r}^{C} \quad$ Total number of edge crossings in the viewing plane.
$X_{v}^{r} \quad$ Number of intersections of visible edges.
$X_{f} \quad$ Number of face intersections.
$\mathrm{H}_{\mathrm{f}}^{\mathrm{f}}$ Height of a face in resolution units (average).
$S_{r}$ Total number of segments, visible or not.
$S_{1}^{r} \quad$ Number of segments on a scan line, visible or not (average).
$\mathrm{S}_{\mathrm{v}}^{1}$ Number of visible segments on a scan line (average).
$\mathrm{L}_{\mathrm{v}}^{\mathrm{V}} \quad$ Total length of visible edges (measured in resolution units).
$\mathrm{n}^{\mathrm{V}}$ Vertical resolution of screen (number of scan lines).
m Horizontal resolution of screen.

## New Definitions*

$\mathrm{E} \quad$ Total number of edges in a cluster. ( 4 F )
$X^{p} \quad$ Total number of edge intersections in a cluster.
$\mathrm{X}^{\mathrm{P}} \quad$ Number of edge intersections on a masking line.
$S_{m}^{m} \quad$ Number of segments on a masking line.
$S^{m}$ Number of visible segments on a masking line.
$\mathrm{V}_{\mathrm{t}}^{\mathrm{mv}}$ Total number of vertices.
*Author's additions
Source: Sutherland (10, p. 47)

TABLE II

STATISTICS FOR THREE ENVIRONMENTS

| Statistic | Rule of Thumb | $\begin{gathered} \hline \text { Roberts' } \\ \text { House } \\ (1 / 25) \\ \hline \end{gathered}$ | Harbor <br> (1) | Big Harbor (25) |
| :---: | :---: | :---: | :---: | :---: |
| n | given | 500 | 500 | 500 |
| m | given | 500 | 500 | 500 |
| $\mathrm{F}_{\mathrm{r}}$ | given | 100 | 2500 | 60000 |
| $\mathrm{F}_{\mathrm{c}}$ | given | 10 | 25 | 200 |
| $\mathrm{D}_{\mathrm{c}}$ | given | 3 | 3 | 3 |
| $\mathrm{F}_{\mathrm{t}}$ | $2 \mathrm{~F}_{\mathrm{r}}$ | 200 | 5000 | 120000 |
| $\mathrm{C}_{\mathrm{t}}$ | $\mathrm{F}_{\mathrm{t}} / \mathrm{F}_{\mathrm{c}}$ | 20 | 200 | 600 |
| $\mathrm{E}_{\mathrm{t}}$ | $4 \mathrm{~F}_{\mathrm{t}}$ | 800 | 20000 | 480000 |
| $\mathrm{Er}_{\mathrm{r}}$ | $\mathrm{E}_{\mathrm{t}} / 2$ 2 $1 / 2$ | 400 | 10000 | 240000 |
| $\mathrm{E}_{\mathrm{C}}$ | $\mathrm{Er}_{\mathrm{r}} /\left(\mathrm{F}_{\mathrm{c}} / 2\right)^{1 / 2}$ | 180 | 2800 | 24000 |
| $\mathrm{E}_{\text {s }}$ | $\left(\mathrm{E}_{\mathrm{r}}-\mathrm{E}_{\mathrm{C}}\right) / 2+\mathrm{E}_{\mathrm{c}}$ | 290 | 6400 | 130000 |
| $\mathrm{X}_{\mathrm{r}}$ | ( $\mathrm{D}_{\mathrm{c}}-1$ ) $\mathrm{Er}_{\mathrm{r}} / 4$ | 200 | 5000 | 120000 |
| $\mathrm{X}_{\mathrm{V}}$ |  | 70 | 1700 | 40000 |
| $\mathrm{H}_{\mathrm{f}}$ | $\left(\mathrm{nmD}_{\mathrm{c}} / \mathrm{Fr}_{\mathrm{r}}\right)^{1 / 2}$ | 86 | 17 | 4 |
| $\mathrm{S}_{1}$ | $\left(\mathrm{D}_{\mathrm{c}} \mathrm{Fr}^{\mathrm{m} / \mathrm{n}} \mathrm{r}^{1 / 2}\right.$ | 17 | 87 | 420 |
| $\mathrm{S}_{\mathrm{v}}$ | $\mathrm{S}_{1} / \mathrm{D}_{\mathrm{c}}$ | 5 | 29 | 140 |
| $\mathrm{L}_{\mathrm{v}}$ | 2 nS v | 5000 | 29000 | 140000 |
| New Definitions* |  |  |  |  |
| $\mathrm{E}_{\mathrm{p}}$ | $4 \mathrm{~F}_{\mathrm{c}}$ | 40 | 100 | 800 |
| $\mathrm{X}_{\mathrm{p}}$ | ( $\mathrm{D}_{\mathrm{c}}-1$ ) $\mathrm{E}_{\mathrm{c}} / 4$ | 20 | 50 | 400 |
| $\mathrm{x}_{\mathrm{m}}$ | $\mathrm{X}_{\mathrm{p}} / \mathrm{E}_{\mathrm{p}}$ | 1/2 | 1/2 | 1/2 |
| $\mathrm{S}_{\mathrm{m}}$ | $2 \mathrm{X}_{\mathrm{m}}$ | 1 | 1 | 1 |
| $\mathrm{S}_{\mathrm{mv}}$ | $S_{m} / D_{c}$ | 1/3 | 1/3 | 1/3 |
| $\mathrm{V}_{\mathrm{t}}$ | $3 / 2 E_{t}$ | 1200 | 30000 | 720000 |

*Author's additions
Source: Sutherland (10, p. 47)

## COSTS FOR THREE ENVIRONMENTS

## Roberts

Newe 11 et al


Srhumacker et al.

|  | $\begin{aligned} & \text { Int ra-cluster } \\ & 100 \mathrm{~F}^{2} \mathrm{C}_{t} \end{aligned}$ | $\begin{aligned} & \text { rlority } \\ & 200 \mathrm{~K} \end{aligned}$ | 12M | 2.43 |
| :---: | :---: | :---: | :---: | :---: |
| 2. | ```Inter-cluster 10 Ct``` | $\begin{gathered} \text { priority } \\ 200 \end{gathered}$ | 2 K | 6K |
| 3. | ```Back-face cull Fr``` | 100 | 2.5 K | 60K |
| 4. | $\begin{gathered} Y \text { } c u l l \\ n E_{S} \end{gathered}$ | 150 K | 3.2M | 65M |
|  | $X$ sort and pr $\mathrm{nmS}{ }_{1}$ | $\begin{aligned} & \text { rity se } \\ & 4.2 M \end{aligned}$ | $\begin{aligned} & \mathrm{h} \\ & 22 M \end{aligned}$ | 100M |

1. Z sort
$2 \mathrm{Fr} \quad 200 \quad 5 \mathrm{~K} \quad 120 \mathrm{~K}$
2. Newell spectal $\mathrm{Fr}^{2}\left(\mathrm{f}+\mathrm{f}^{2}+100 \mathrm{~F} \mathrm{~F}^{3}\right) 45 \mathrm{~K} \quad 650 \mathrm{~K} \quad 60 \mathrm{M}$ $\mathrm{f}=2 \mathrm{H}_{\mathrm{f}} / \mathrm{n}$
3. Segment generator and $Y$ sort $10 \mathrm{FrH}_{\mathrm{f}} \quad 86 \mathrm{~K} \quad 420 \mathrm{~K} \quad 2.4 \mathrm{M}$
4. $X$ merge $\mathrm{FrH}_{\mathrm{F}}$
V $\mathrm{H} \quad 11 \mathrm{~K} \quad 310 \mathrm{~K} \quad 8.4 \mathrm{M}$

Warnock

1. $Z$ sort
$2 \mathrm{Fr}_{\mathrm{r}} \quad 200 \quad 5 \mathrm{~K} \quad 120 \mathrm{~K}$
2. Warnock special cull .

| 100 | $\mathrm{~L}_{\mathrm{v}} \mathrm{D}_{\mathrm{c}}$ | 1.5 M | 8.7 M |
| :--- | :--- | :--- | :--- |$\quad 42 \mathrm{M}$

3. Depth search $\begin{array}{ll}\mathrm{L}_{\mathrm{v}} \mathrm{D}_{\mathrm{c}} & 15 \mathrm{~K} \quad 87 \mathrm{~K} \quad 420 \mathrm{~K}\end{array}$ Romney et al

|  | $2 \mathrm{~F}_{\mathrm{r}}$ | 200 | 5K | 120K |
| :---: | :---: | :---: | :---: | :---: |
| 2. | $X$ sort <br> $\mathrm{nS}_{1}$ | 8.5K | 43K | 210K |
| 3. | X priority se nm | ch $250 \mathrm{~K}$ | 250K | 250K |
| 4. | Depth search $20 \mathrm{n} 2 \mathrm{~S}_{1} \mathrm{D}_{\mathrm{c}} \mathrm{f}$ $\mathrm{f}=1 / 2$; due | $\begin{gathered} 510 K \\ \text { o dept } \end{gathered}$ | $\begin{aligned} & 2.6 \mathrm{M} \\ & \text { cohe } \end{aligned}$ | 13M |

Watkins, Bouknight
 $f=2$; spans include not only visible segments

Brute-force image space
No memory:
$100 \mathrm{nmF}_{\mathrm{r}} \quad 2.5 \mathrm{~B} \quad$ 62B $\quad$ 1500B

Large memory: $\begin{array}{llll}10 \mathrm{H}_{\mathrm{f}}^{2} \mathrm{Fr}_{\mathrm{r}} & 7.5 \mathrm{M} \quad 7.5 \mathrm{M} & 7.5 \mathrm{M}\end{array}$
(Note: $K=1,000 ; M=1,000,000)$

TABLE IV

COST SUMMARY: THREE ENVIRONMENTS

| Roberts | Appel, Loutrel, Galimberti and Montanari | Griffith* | Schumacker et al | Newell <br> et al | Warnock | Romney <br> et al | Watkins, Bouknight | Brute <br> force |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.4M | 1.8M | 1.0M | 4.2M | 140K | 1.5M | 770K | 470K | 2.4 B or 7.5 M |
| 510 M | 590M | 25M | 25M | 1.4 M | 9M | 2.9M | 3M | 62 B or 7.5 M |
| 31B | 97 B | 618 M | 170 M | 71M | 43M | 14M | 64 M | 1500 B or 7.5 M |

(Note: $K=1.000 ; M=1,000,000$ )
*Author's additions
Source: Sutherland (10, p. 54)

## APPENDIX C

ALGORITHM COMPARISON RESULTS
'I'ABLL: V

PROGRAM PERFORMANCE FOR LATTICES OF CUBES

|  |  | 1904S Computer |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Number of <br> Cubes | Time <br> Taken | Time per <br> Cuber | PDP-11/34 <br> Time <br> Taken | Time per <br> Cube |  |
| 1. | 1 | 0.257 | 0.257 | 3.33 | 3.33 |
| 2. | 8 | 2.28 | 0.285 | 22.04 | 2.75 |
| 3. | 27 | 8.84 | 0.328 | 76.9 | 2.85 |
| 4. | 64 | 23.6 | 0.369 | 163.1 | 2.54 |
| 5. | 125 | 51.5 | 0.412 | 375.5 | 3.00 |
| 6. | 216 | 92.6 | 0.429 | - | - |
| 7. | 343 | 161.0 | 0.469 | - | - |

TABLE VI

PROGRAM PERFORMANCE FOR LATTICE OF CUBES AND RECTANGLES AT DIFFERENT ANGLES OF ROTATION

|  | Using Griffith's Original Algorithm |  |  |
| :---: | :---: | :---: | :---: |
| Number of Cubes | $\begin{gathered} \text { Drawing at } \\ 50 \\ \hline \end{gathered}$ | $\begin{gathered} \text { Drawing at } \\ 30^{\circ} \\ \hline \end{gathered}$ | $\begin{gathered} \text { Drawing at } \\ 45^{\circ} \\ \hline \end{gathered}$ |
| 8 | 23.0 | 30.8 | 30.6 |
| 27 | 76.9 | 117.0 | 111.6 |
| 60 | 163.1 | 355.9 | 313.5 |
| 120 | 375.5 | 705.5 | 704.9 |

## PROGRAM PERFORMANCE FOR LATTICE OF CUBES

| Number of <br> Cubes | Griffith <br> Original <br> Algorithm <br> (Sec) | New Z <br> Depth <br> Test <br> (Sec) | Back Faces <br> Removed <br> (Sec) | Both Improvements <br> Together <br> (Sec) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 3.33 | 5.13 | 2.73 | 2.73 |
| 8 | 24.5 | 22.9 | 13.88 | 15.84 |
| 27 | 101.9 | 101.6 | 53.5 | 56.5 |
| 64 | 275. | 274. | 147.9 | 139.2 |
| 125 | 620. | 617. | 298. | 313. |
| 216 | - | - | 573. | - |



Figure 13. Program Performance for Lattice of Cubes


Figure 14. One Cube


Figure 15. Eight Cubes


Figure 16. Twenty-seven Cubes


Figure 17. Sixty-four Cubes


Figure 18. One Hundred Twenty-five Cubes

TABLE VIII

PROGRAM PERFORMANCE FOR LATTICE OF CUBES AND RECTANGLES

| Number of <br> Cubes | Griffith's <br> Original <br> Algorithm <br> (sec) | New Z <br> Depth <br> Test <br> $(\mathrm{sec})$ | Back Faces <br> Removed <br> (sec) | Both Improvements <br> Together <br> (sec) |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 3.33 | 5.13 | 2.73 | 2.73 |
| 8 | 30.8 | 29.0 | 15.9 | 16.0 |
| 27 | 117.0 | 114.8 | 64.4 | 59.0 |
| 60 | 355.9 | 355.7 | 188.2 | 190.0 |
| 120 | 705.5 | 704.1 | 351.5 | 359.7 |
| 216 | - | - | - | - |



Figure 19. Program Performance on Lattice of Cubes and Rectangles


Figure 20. Eight Cubes and Rectangles


Figure 21. Twenty-seven Cubes and Rectangles


Figure 22. Sixty Cubes and Rectangles


Figure 23. One Hundred Twenty Cubes and Rectangles
$\left.\begin{array}{ccc}\text { PROGRAM PERFORMANCE FOR LATTICE OF CUBES AND } \\ \text { RECTANGLES AT DIFFERENT ANGLES } \\ \text { OF ROTATION }\end{array}\right]$


Figure 24. View One


Figure 25. View Two

APPENDIX D

LISTING OF COMPUTER PROGRAM


```
C G1 - ANGLE OF KOTATIUN ABOUT Y AXIS
A - SCALE FOR X MAPFING
        - BIAS FOK HAPPING(HALF FUSITIVE - HILF NEGATIVE)
        SCALE FOK Y MAPPING
    I - EIAS FOR MAFFING Y(HALF PUSITIVE - HALF NEGATIVE)
    NBUCK - NUMHER OF EUCKETS(NUMBER OF ROWS,COLUMNS IN GKID)
    STEF - SIZE OF EACH BUCKEI(GRID SGUARE)
        START - BIAS FOK STARTING POINI IN THE GRIL
Cま**&**まま****&*******
                            **************
C
IRTUAL N(32767)
DIMENSION BUFF(60)
DATA NTI/S/,NF2/2/,NF3/3/,NF4/4/
```



```
                                    PAKT 1:TRANSLATIUK,RUIATIUN,FERSPECTIVE.
Write(nti,1000)
: FORHAI, INFUT POINT EEING OBSERUED - FIO',
READINTIN1001)X,Y,Z
    ORHAT(SF10.0)
    FOKMAT(: INHUT POSITON OF OBSERUEK - F10')
    READ(NTI,1001)XF,YP,2F
    X1=XP-X
    Y1=YP-Y
    z1=zf-z
    HX=-X
    HY=-Y
    RD=AlAN(1.0)/45.0
    XY=SORT(XI**2 + Y1*&Z
    IF(RXY.EG.0.0) GO TO SO
    IF(XI,EG.O.0) GO TG 10
    F(Y1.EG.O.0) G0 T0 =0
        A=ATAN(Y1/X1)/RD
        A1=90.0*(2.0-X1/ABS(X1)) +
        O TO 30
        A1=90*(1.0+Y1/nBS(Y1))
    O 10 30
        A1=90*(2.0-X1/ABS(X1))
        G1=90.0
        G=ATAN(Z1/RXY)/RD
        G=AIAN(Z1/RXY)/RD
        COT=90-6
        A1=0.0
        G1=0.0
        *)
    FORMAT('A1',F10.5,', G1',FiG.5)
```

```
    A1=A1*RD
    A1=A1*RD
C
004 FORME(NTI,1004)
    FORMAT(' INFUT SIZE OF INTEGEKS - 12')
    READ(NTI,1005) NBYTS
    FORHAT(I2)
    WRITE(NTI,1006)
    FORMAT('INPUY NUMBER OF IERTICES FER CELL - I2')
    FEAD(NT1,1005)NC
                            INITIALIZE CONSTANTS.
        BF=1.0/FLOAT(NC)
        MAX=0
        NUSIZE=5
        NNSIZE=5
        NESIZE=5
        KBITS=2**NRITS-1
        BITS=FLUAT(LBI
        MMSFFLOAT(LBITS)
        ZF=1.OE20
        ZN=-1.0E20
        R=0.0
        OPEN (UNIT=2,NAKE='OBJECT. WAT;1',TYPE='OLD',
        & ACCESS='SEQUENTIAL',FOKK='FOKRATTED'
    & OPEN (UNIT=3,NAME='SCKATCH1,DAT;1',TYPE='NEW',
    OPEN (UNIT=4,NAME='SCRAICH2.DAT;1',TYPE='NEW',
    c
    ACEESS='SEQUENTIAL',FORM='UNFOKMATTED,
SINA=SIN(A1)
    COSA=\operatorname{Cos}(A1)
    SING=SIN(G1)
    COSG=COS(G1)
    R1=COSA
    R2=SINA
    R4=COSG*(-SINA
    R5=COSG*COSA
    RG=SING
    R6=SING
    R8=(-SING)*COSA
c
    fead the number of veritices.
READ(NF2,1007)
    DO 70 II=1,NU
    DO 70 J1=1,NU
100B FORHAT(5F16.0)
TKANSLATION
    X=X+HX
    Y=Y+HY
INFUT FOWER OF 2 FOR RESOLUTION SIZE,
EXAMFLE: 6 - 254, 13(MAX) - 3276%
C
\(c^{1008}\)
```

$R 8=(-\operatorname{SING}) * \operatorname{COSA}$
R9 $=\cos 6$
read the number of vertices.
$A 1=A 1 * R D$
WRITE(NTI,1004) $\quad$ EXFUMFLE: 6-254, $13($ MAX $)-3276 \%$
FORMAT(' INFUT SIZE OF INTEGEKS - 12')
FORHAT(I2)
FORMAT(' INFUT NUMBER OF "IERTICES FER CELL - I2')
initinlize cunstants.

```
    Z=Z+Hz
    RM=X**22+Y**Z2+Z**2
    IF(RM.G1.K) R=RK
    TX=R1*XX + R2#YY + R3*ZZ
    TY=R\#X + RS#Y + KG*
    TZ=RT*X + RE#Y + NY*Z
    IF(TZ.GT.ZN)ZN=YZ
        IF(TZ.LY.ZF)ZF=TZ
    REWIND 3
    R=SQRT(R)
GG=R/SOKT(X1**'2 + Y1**O + HALF ANGLE OF VIEW FUR FERSFELTIVE,
    IF(ANG.LT.1.0) GO TO 80
    WRITE(NTI,1009) ANG
    FORMAT(' ANGLE=',F10.65' TOU CLOSE TO THE OBJECY')
    STOP
H=R*(1,0-ANG)
    A=BITS/(ZN-ZF)
        B=-A*(ZN+ZF)*0.5+0.5
    XR=-K
    YU=-R
    YD=R
    DO $0 JI=1, NY
        READ (NF3) R1,R2,N3
        R4=H / (R-R3*ANG)
        =R1&R4
        R2=R2*R44
        WRITE (NF4) R1,K2;K3
        IF(R1.LT.XL) XL=R1
        ll
        IF(K2,LT.YD) YD=R'
    CONTINUE
    =H/SQRT(1.0-ANG*ANG)
    MUFF(1)= 2.0*H+(Z1-K)*0.25
    EHIND
    REWIND 4
    A=BITS/(XR-XL
    B=-A* (XL+XF)*0.5+0.5
    C=EITS/(YU-YD)
    =-C*(YU+YD)*0.5+0.5
                                    ************************
                                \****************************
```

```
        J2=2-NUSI2E 
        J5=0
        DO 100 J4=1,NU
        J1=J1+NUSIZE
        J2=J2+NUSIZE
        J3=J3+NUSIZE
        J4=J4+NUSIZE
        J5=JS+NUSIZE R1,R2,R3
        N(J1)=A*R1+B
        N(J2)=C:R22+11
        N(J2)=C*R
        N(J4)=0
    N(J5)=0
A=1.0/A
C=1.0/C
C=1.0/C
SET UF TEST GRID
IF(MOD(NBUCK,2).NE.0)NEUCK=NBUCK+1
STEF=FLOAT(NBUCK)/BYTS
START=-0.5*HITS*(1.0+1.0/FLGAT(NEUCK))
NBUCKINRUCK+1
K1=NU*NUSIZE+1
K2=K1+NBUCK*NBUCK-1 INITIALIZE GKIN TO ZERGES.
no 110 J1=K1,K2
N(J1)=0
C
ASSIGN EACH VERTEX TO AN AFPRGORIATE
J1=K2-1
J2=k2
J2=K2
LO 120 J4=1,J3,NUSIZE
    J5=(FLOAT(N(J4))-STAKT)*STEF
    J6=(FLUAT (N(J4+1))-STAFT)*STEF
    IF(J6/2*2.NE,J6) J5-NRUCK-1-J5
    J7=J6*NBUCK}+J5+K
        J1= J1+2
        N(J2)=N(J7)
        N(J7)=J1
    N(J1)=JA
l20
MINIMIZE FINAL DRAWING FEN
MINIEMENT FINAL DRAWINGIES
J32=0
    No 140 J1=K1,K2
    J2=N(J1)
```


## ASSIGN EACH CELL LYST

    if \(\mathrm{J}_{3}=\mathrm{N}(\mathrm{J} 2)\)
        \(N(J 3+3)=J 3\)
            N
    J 2
$\mathrm{~J}=13$
$\mathrm{J}=\mathrm{N}(\mathrm{J2+1})$
IF (J2.NE. 0 ) Gulo 130
CONTINUE

Fiehave slieen area for sukiting faces BY DEFTH.
$\mathrm{NFS}=\kappa 2+1$
$\mathrm{J} 1=(\mathrm{NHFS}-\mathrm{K} 1) / 2$
$\mathrm{J} 2=\mathrm{K} 1+2 *(\mathrm{~J}-1)$
$\mathrm{DO} 150 \quad \mathrm{~J}=\mathrm{K} 1, \mathrm{~J}$

$N(J 3+1)=J 3$
$R 1=\operatorname{FLGAT}(1-J 1) / \mathrm{EIT}$
$\mathrm{R} 2=\mathrm{FLOAT}(\mathrm{J}) * 0.5$

## *****************

FAKT 3:FACE NOLE.
READ (NF2,1007)NF
DO $240 \mathrm{~J} 3=1$, NF
$\mathrm{J} 6=\mathrm{NFFS}$
$\mathrm{J}=\mathrm{NFSIIE}$
$J 8=16+20$
$J 5=J 6-1$
$J 7=J 8-1$

$J V_{1}=(N(J 6)-1)$
JU2=(N(J6+1)-1)*NUSIZE +
JU2 $=(N(J 6+1)-1) *$ NUSIZE +1
JV $=(N(J 6+2)-1) *$ REMOUE HACK FACES.
IF(FLOAT(N(JU1)-N(JVZ)) * FLOAT(N(JV2+1)-N(JU3+1)) -FLOAT(N(JV2)-N(JVZ)) * FLOAT(N(JV1+1)-N(JVZ+1)) -GE, 0.0) GO TO 10
$N(J 8)=0$
J7=J6
IZN=-LIMIT
J8=N(J7)
J8=(J8-1)*NUSIZE+1
$J 8=(J 8-1$
$N(J 7)=J 8$
$J 8=N(J 8+2)$
IF (J8.G7.1ZN) $12 N=J 8$
$J 7=J 7+1$
$J 8=N(J 7)$
$\mathrm{JB}=\mathrm{N}(\mathrm{J} 7)$
IF (J8.NE.0) GUTO 160
$N(J 4)=1 Z N$
$N(J 4+2)=J 7-J 6$
NFS $=J 7$
$N F=J 7-1$
c
19=R1*FLOAT (IZN) +R2
$J 9=2 * J 9+K 1$

## $\begin{array}{ll}J 8 & =19 \\ 18 & =N(J 9\end{array}$

``` \(J 9=N(J 9+1)\)
IF(N(J9).G1.IZN) GOTO 1 ? \(N(J 8+1)=J 4\)
\(N(J A+1)=19\)
\(\mathrm{J} 9=\mathrm{N}(\mathrm{J} 7\) )
Do 230 J10 \(=16, J 7\)
Enges.
\(J 8=-J 9\)
\(J 9=N(J 10)\)
IF(J8.G7.J9) GOTO 180 \(J 11=\mathrm{J} 8\) \(J 12=J 9\)
J0
GO TO 190
\(\mathrm{J} 11=\mathrm{J4}\)
\(\mathrm{~J} 12=\mathrm{Jg}\)
\(\mathrm{J} 13=\mathrm{N}(\mathrm{J} 12+4\) )
IF (J13.EQ.0) GUTO 220
(N(J13).EC.J11) GOTO 210
\(J 13=N(J 13+3)\)
IF (J13.NE.0) GOTO 200
\(N(J 13+2)=J 4\)
GUTO
\(N(N F S)=J 11\)
*******************
FART A:EDGE NOLES.
\(N(N F S+1)=J 4\)
\(N(N F S+2)=J 4\)
\(N(N F S+3)=N(J 12+4)\)
\(N(J 12+4)=N F S\)
NF S=NFS+NESIZE
CONTINUE
\(\mathrm{J}_{6}=0\)
nio \(270 \quad J=K 1, J 2,2\)
IF (J4.EQ.J3) GOTO 260
\(\mathrm{J}=\mathrm{N}(\mathrm{J} 4+1)\)
\(N(J 4+1)=J 6\)
\(J 6=14\)
\(J 4=~\)
\(\mathrm{J} 4=\mathrm{JS}\)
\(\mathrm{IF}(\mathrm{J4}\)
IF (J4.NE.J3) GOTO 250
\(N(J 3)=0\)
\(N(J 3+1)=0\)
\(N(k)\)
\(J 1 / 26\)
C
C
280
280
betrch bucket to flage the face.
1 ?
```

```
trace thru the faces and
INK TOGETHEK.

300
310
IYU=-LIMIT
IYD \(=\) LIMIT
\(J 2=J i+N F S I 2 E\)
I2 \(=\boldsymbol{J} 1+N+S I Z E\)
\(J Z=12+N(11+2)\)
c

J5=N(J4)
\(J 6=N(J 5)\)
\(J 7=N(15+1)\)
\(J=N(J 5+1)\)
IF ( \(36 . L T\), IXL) \(\quad\) IXL \(=36\)
IF(J6.GT.IXR) IXR= J6
IF(Jフ.LT.IYn) IYn=
IF(Jフ.GT.IYU) IYU=J)
Final the ringe of the face.

IXL \(=(\) FLUAY (IXL)-START \() * S T E P\)
IXR \(=(F L O A T(I X R)-S T A R T)\) IXR \(=(F L O A Y(I X R)-S T A F Y) * S T E F\)
IYU \(=(F L O A T(I Y U)-S T A R T) * S T E F\)
IYD=(FLOAT(IYI)-START)*STEF
\(J 6=1\) YU*NRUCK \(+1 \times L+\) Ki
\(J 7=\mathrm{J} 6-\mathrm{IXL}+1 \times \mathrm{K}\)

DO 310 JE=IYD,IYU
D0 \(300 \mathrm{~J} 9=\mathrm{J6}, \mathrm{J7}\)
\(N(N F S)=J 1\)
\(N(N F S t 1)=\)
N(NFS+1)=N(J9)
\(\mathrm{N}(\mathrm{J} 9)=\mathrm{NFF}\)
J \(6=\) J \(6+\) NBUCK
\(J 7=J 7+\mathrm{NEUCK}\)
\(\mathrm{J}=\mathrm{N}(\mathrm{J} 1+1)\)
IF(J1, NE, O) GOTO 280
CLOSE (UNIT \(=3\), DISF' \(=\) 'SAUE')
CLOSE (UNIT \(=4\), UISF \(=\) 'DELETE
data structure cumpletely set uf
C************************
************************
C***
C
C
C

8
OFEN (UNIT=4,NAME-'DRFW, LAT;1',TYPE-'UNKNOWN',
\(K=N F S\)
\(12=J 32\) J2 FOINTS TO A STARTING VEFTEX.
\(\begin{array}{ll}C & J 2=J 32 \\ C & \\ C & J 3=N(J 2+4) \\ C 20 & \end{array}\)

HO FOR EVERY STAFTING VERTEX,
JK FOINTS TO A EDGE NUDE.
if there ake nu more edges with
this starting vertex then go to

```

\CB=(E2-START)*STEP
XD=FLGAT(NC7+KXS)/STEP + STAKY
F(E4.NE,O.0) 60 T0 360
XL1=BITS
YL1=(YD-E2)/(YF-E2)
IF(ES.NE.O.O) 00 TO 36
MLI=BITS
MLI=BITS
XL1;(XD-E1
ML. -(XD-E1)/E4
YLI=(YD-E2)/ES
RG=0.0
KTX-KXS+KBS
KTY=KYS KAS
FEz LOOP 3 EEZ (DOR EUERY CELL NLONO AN EDGE,
IF(XL1.L
RQ=YL!, KL1) e0 ro 390
RG-YL1
MD=FLOAT(JCO+K
KTr=KTY+KAS
60 10 400
XD=FLONT(JC7+KTX)/STEP + STAKT
XL1=(XD-E1)/E
RT-(RS+RG):OS BET THE: NEXT CELL OW THIS ELOE.
R7-(RS+RG):0.5
S=(E2+R7\&E5-START)ESTEP
57=MQzNBUCK+J7+K1.
M-N(J7
IF(R6.01.1.0)RG=1.0
ZG=E3+RGEEG
M5=2S
*(00P 4 %Ez
DU FOR EVERY FACE IN THIS CELL.

```

```

            IF TEE MAXIMUH Z ON THIS FACE IS
            FAKTHER AWAY THAT THE SMNLLLEST 2
            OW THE EDOE THEN THIS FACE CNMHO
    IF(JIO.LE.KS) вOTO 630 IF FACE IS MAKKEE THEN m0 COMPAKISOW.

```

IF(N(J9+1).EQ.J1) G010 620
\(N(J 9+1)=j 1\)
\(110=19+3\)
\(111=J 10+N(J 9+2)-1\)
\(\mathrm{J} 12=\mathrm{NFS}\)
\(\mathrm{J} 3=\mathrm{NFS}-1\)
\(R 7=0.0\)
initialize sums for least square fit.
\(8=0.0\)
\(9=0.0\)
\(10=0.0\)
\(10=0.0\)
\(16=N(J 11)\)
no \(430 \mathrm{~J} 17=\mathrm{J} 10, \mathrm{~J} 11\) \(\mathrm{J} 15=\mathrm{J} 16\)
\(\mathrm{~J} 16=\mathrm{N}(\mathrm{J} 1 \%)\)
T7=FLOAT(N(J15))
\(T 8=F L 0 A T(N(J 15+1))\)
111=FLOAT \((N(J 16+1))\) )
T9=T7-E1
12=T8-E2
T13=T10*T12-T9*T11
T14=EA*T12-E5*T9
IF(T15.GT, 0.0) 60 TO 420
\(T 13=-713\)
\(\mathrm{T} 14=-714\)
\(\mathrm{~T} 15=-\mathrm{T} 15\)
T15=-T15
SOLUE FOR INTERSECIION USING
R11 \(=T 13 / T 15\)
R12=T1 \(4 / \mathrm{T} 15\)
\(R 13=F \operatorname{LOAT}(N(J 15+2))+K 12 * F L O A T(N(J 16+2)-N(J 1 S+2))\) LeAst squake fit sums.
\(R 7=R 7+R 11\)
\(R 8=R 8+R 11\)
\(R 9=R 9+R 13 * \operatorname{R}^{11}\)
K10 \(=\) R10 1 R13
\(\mathrm{F} 20=\mathrm{FLOAT}(\mathrm{N}(\mathrm{K} 3))\).

IF (F22.LT.F20)F22:F20
IF (F22.GT, F21)F22:F21
\(\mathrm{J} 13=113+1\)
CONTINUE

IF(J13.LE.J12) GOTO 620
IF NG INTERSECTIUNS OCCURED -
go to next face in this cell
SOKT INTERSECTION FOINTS IN \(116=115\)

R12=-K12
\(\mathrm{R} 13=-\mathrm{R} 13\)
\(\mathrm{R} 14=-\mathrm{R} 14\)
\(\mathrm{J} 14=\mathrm{J} 13+1\)
\(J 15=J 14\)
\(\mathrm{R} 15=0.0\)
J19=N(J12)
\(J 12=J 12+1\)
\(J 18=J 19\)

D0 \(450 \mathrm{~J} 15=\mathrm{J} 12, \mathrm{~J} 1\)
\(117=\mathrm{N}(\mathrm{J15})\)
\(18=J 15+1\)

IF (N(J19).GE.J17) GOTO 440
\(\mathrm{J} 16=\mathrm{J} 19\)
J17=N(J19)
CONTINUE:
\(N(J 16)=N(\)
\(N(J 16)=N(J 15)\)
\(N(J 15)=J 17\)
\(N(J 15)=117\)
ake valles of intersections WITHIN THE END FOINTS OF THE
MASKING LINE? - IF NOT GO TO
IF(N(J13).LE.N(K3) OR. N(J12).GE.N(KA-1); GO TO 620 LEAST SQUARES FIT
\(11=\) FLOAT (J13-J12+1)
R12=R9*K11-R8*R1

R14=R7*K11-R8*R8
IF (R14. GE . 0 .0) GOTO 460

LUor af eate edge segmeni COUNT NUMRER OF INTERSECTIGNS TO
NO \(510 \mathrm{~J} 20=\mathrm{J} 12, \mathrm{~J} 13\)
\(J 19=N(J 20)\)
IF (J18.ER.J19) GOTO 510
TEMP F FLOAT (J18
TEMP \(=\) FLOAT (J18+J19)*(R12-K14*E6
IF (TEMF.LE.0.0) G0 70 510
F21 \(=(J 18+J 19) / 2\)
\(F 22=E 1+(F 21 * E 4) /\) E1TS
F23 \(=\mathrm{E} 2+(\mathrm{F} 21 * E \mathrm{E}) / \mathrm{HITS}\)
\(\mathrm{K} 15=\mathrm{R} 15+1.0\)
\(\mathrm{IF}(\mathrm{F} 15 . \mathrm{GT} .6\)
F2A=H1 (6.5) G070 510
\(F 2 A=H 1 T S * C O S(R 15)\)
\(F 25=\) EITS:
\(J 26=0\)
\(J 26=0\)
\(J 28=F\) LOAT \(T(N(J 11))\)
F29=FLOAT (N(J28))
\(F 30=N(J 28+1)\)
L10 \(490 \mathrm{~J} 32=\mathrm{J} 10\), J 11
asceming orlier - selection sukf. Y HIDEEN.

\footnotetext{
6)
}
```

            F27=F29
            F}\begin{array}{l}{F28=F30}\\{J30=N(J32)}\\{F29=N(J30)}
            29=N(J30)
            F3O=N(J30+1
            33=F29-F:27
            F34=F30-F28
            F36=F28-F23
            J37=< (F36*F33
            JJ8=(F24*F36-F2S*F35)/HRTS + + 0.5
            J39=(F25*F33-F2A*FF3A)/EITS + 0.5
            IF(J39.GE,O) GOTO 480
            J37=-J37
            J38=-J38
            F(39=-J39 (J38.LT.O .OK. J38.GT.J39) boro a40
                IF(J38.EM.0 .OR. J38.G7.J39) bOTO 490
                IF(J37.LT.0) Guro 490
            J26=J26+1
            FF(JNUE
            IF N(J15)=J18
            N(J15+1)=J19
            N(J15+1)=J
    no interiction - gu to next face.
IF(J15.EQ.J14) GOTO 520
N(J15)=LIMIT
NFS=J15+1
merge the two iniersection lists.
$\mathrm{J} 18=\mathrm{K} 3$
10
$\mathrm{J} 19=\mathrm{J} 14$
$16=\mathrm{NF}$
J17=NFS- 1
IF(N(J18)-N(J19)) 530,540,55
$J 17=J 17+1$
$N(J 17)=-1-N(J 18)$
GOTO 520
IF (N(J18).EQ.LIM1T)GUTO 560 $N(J 17+1)=-1-N(J 18)$ $J 17=J 17+2$
$N(J 17)=N(J 19$
$N(J 17+18)=N(J 19)$
$N(18=J 18+1$
$J 1 \cdot 9=J 19+1$
GOTO 520
$\mathrm{J} 17=J 17+1$
$N(J 17)=N(J 19)$
$N(J 17)=N(J 19)$
$\mathrm{J} 19=\mathrm{J} 19$
GOTO 520
( $3=117+1$
$N(k 3)=-1$

```
\begin{tabular}{|c|c|}
\hline \(\wedge 4=13\) & \\
\hline & StT PEN SNITCHLS. \\
\hline \multicolumn{2}{|l|}{J12=0} \\
\hline \multicolumn{2}{|l|}{J13=1} \\
\hline \multirow[t]{2}{*}{\(J 15=1\)} & \multirow[b]{2}{*}{traverise the masking line and eliges.} \\
\hline & \\
\hline \[
\text { D0 } \left.\sin _{14=J 15} 18=J 16.11\right\}
\] & \\
\hline & \\
\hline \[
\text { IF }\binom{119 . L T .0)}{J 12=1-j 1 \geqslant} \text { GOTO } 570
\] & \\
\hline 00 T0 590 & \\
\hline \multirow[t]{2}{*}{\(119=-119-1\)
\(113=1-113\)} & \\
\hline & \\
\hline \(J 15=J 12+J 13\) & \\
\hline IF (J15.EG.2) J1S=1 & \\
\hline IF (J19.EQ.J15) Gutu 600 & \\
\hline IF(J19.NE.N(K4)) GUTO & 590 \\
\hline K4 4 K4-1 & \\
\hline 60 T0 600 & \\
\hline \(\kappa 4=K 4+1\) & \\
\hline \(N(k 4)=119\) & \\
\hline continue & \\
\hline \(\kappa 3=\kappa 3+1\) & \\
\hline \multicolumn{2}{|l|}{K \(4=\kappa 4+1\)} \\
\hline \(N\left(K_{4}\right)=\) LIMIT & \multirow[b]{2}{*}{maximum number of arkit n used.} \\
\hline \multirow{3}{*}{IF(K4.GT.MAX) MAX \(=\) K4} & \\
\hline & if true - enge hidden eniliely. \\
\hline & If TRUE - EDGE hidmen enilikely. go tu nexis face. \\
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\begin{tabular}{l}
JTEST=K4-K3-2 \\
IF(K゙4-K3-2.LT.0) GOTG 660
\end{tabular}}} \\
\hline & \\
\hline \[
J 14=K-1
\] & move the fragmenteit eige back to \\
\hline & THE FOSITION OF THE OKIGINAL \\
\hline & EIGE FOK MURE COMP'AKISONS. \\
\hline \multicolumn{2}{|l|}{L0 \(610 \mathrm{~J} 15=\mathrm{K} 3, \mathrm{~K} 4\)} \\
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{\[
\begin{aligned}
& J 14=J 14+1 \\
& N(J 14)=N(J 15)
\end{aligned}
\]}} \\
\hline & \\
\hline \multicolumn{2}{|l|}{К3=К} \\
\hline \multicolumn{2}{|l|}{K4 \(=114\)} \\
\hline \multicolumn{2}{|l|}{NFS=K4+1} \\
\hline \multirow[t]{2}{*}{\(\mathrm{JB}=\mathrm{N}(\mathrm{J8}+1)\)} & \\
\hline & fre there any muke faces in the cell? \\
\hline IF(JB.NE.O) GOTO 410 (** END LUOF & \\
\hline & finy muke cells along edies \\
\hline IF (J7.NE.J6) Guto 380 & \\
\hline *** ENII LUGF & 3 ****
LIKAW WHAT IS LEFT. \\
\hline \multicolumn{2}{|l|}{\(\mathrm{J} 12=(\mathrm{K} 4-\mathrm{K} 3\) )/2} \\
\hline \multicolumn{2}{|l|}{\(J 13=1 ; 3-2\)} \\
\hline \multicolumn{2}{|l|}{J14=К3-1} \\
\hline F12=A*E1+H & \\
\hline
\end{tabular}
```

R13=A*E4/BITS
R1S=C*E5/H1TS
DO 650 J15=1,J12
J13=J13+2
J14=J14+2
R16=FLOAT(N(J13))
GUFF(NBF)=R12+R13*R16
BUFF(NEF+1)=R14+R1S*R16
R16=FLOAT(N(J14)
BUFF(NBF+2)=R12+K13:R16
BUFF(NBF+S
IF(NBF.NE.G1) GOIO 65O
WFIIE (NI4) BUHF
NRF=1
CONTINUE are there any mure edges with this
STARTING FUINT
IF(J3.NE.O) GOIO 330

* ENL LUGF 2 *:
~NEX SIARIING vertex
ake theke ony mure siakting vertext
IF(J2.NE.O) GOTU 3:O
F% END LUOT 1 :E
8:8
HUFF (NBP)-0
RUFF(NBP)-0
RUFF(NBP+1)=0
GUFF(NHF+3)=0
WRITE (NHA) RUFF,
DIIME = SECNUS(TIME
FUFF(1)=DIIME
BUFF(2)=HAX
RUFF(3)=LIMI
EUFF(1)=NU
BUFF(5)=NF
NRITE(N+4) (BUFF(J),J=1,6)
CLOSE (UNIT=4,DISF='SNUE')
CLOSE (UNIT=4,DISF='SAUE')
NCUBE =NF/6
STOF

```
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[^0]:    ${ }^{2}$ J. G. Griffith has published several different papers on these problems in the seventies besides the one to be studied here. (See Bibliography.)

[^1]:    $l_{\text {There }}$ are hidden-line versions of the Warnock algorithm.
    2 All above authors are cited in (10).

[^2]:    ${ }^{l}$ Most algorithms have the observer on the negative $Z$ axis as standard notation. Caution must be used when referring to other literature in discussing maximum and minimum values of $z$.

