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In the last decades, statistical modeling of the maximum electromagnetic (EM) field has
been calculated by applying extreme order statistics and the central limit theorem. However,
this method only works in the over-moded regime when the parent distribution is known.
In this dissertation, the Generalized Extreme Value (GEV) distribution is introduced as an
alternative statistical methodology to model the maximum field level directly in different
environments such as under-moded regime or a not well-stirred environment. The distribu-
tion can converge to three different asymptotic distributions which have different tails (an
upper bounded or a fat tail). In order to validate the GEV distribution, mechanical stirring
is used inside the reverberation chamber and the equipment under test (EUT) box. The sam-
ples from the external stirring follows a Rayleigh distribution. However, locating a small
tuner inside the cavity (“internal stirring”) generates a non-Rayleigh distribution. The GEV
distribution is applied through samples from internal stirring in both under-moded and over-
moded regimes. A maximum likelihood estimator is used to compute the parameters of the
GEV distribution. The good agreement between parametric and non-parametric (empirical)
samples is achieved which is of interest in the study complex EM cavities. Additionally,
the effects of varying the shape parameter of the GEV distribution on the uniformity inside
the reverberation chamber are presented. The typical uncertainties inherent inside a nested
chamber are also assessed, which are required for statistical modeling. Finally, the GEV
distribution has been used to model the maximum field level, while the quality factor of
the EUT box has been decreased by locating absorbing material inside the box. This is
typically representative of locating electronic devices inside the EUT box.

As an additional contribution, we introduce multi-layers perceptron (MLP) as a function
approximator to estimate the dimension of materials to have a specific quality factor inside
a small cavity. In other words, instead of using random number and dimension of absorb-
ing material, we propose using a neural network to interact the process. A committee of
networks and Monte Carlo cross validation are used to improve the performance of the
network.
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CHAPTER 1

INTRODUCTION

Electromagnetic compatibility (EMC) problems always involve two parties: the source

of the interference (emissions) and the victim (immunity/susceptibility) [9]. A system

contains equipment that can be a source (an aggressor) of emissions or can be susceptible

(a victim). The equipment can act as a source and victim at the same time. The equipment

can emit signals which can affect other equipment and are also susceptible to the noise

in the environment. Therefore, a system is said to be electromagnetically compatible if it

does not interfere with other systems, is not susceptible to emissions from other systems,

nor does it cause interference with itself [9]. Figure 1.1 shows the equipment as a source

and victim.

Source

Emitted Signal

Equipment

Noise

Figure 1.1: Source and Receiver.

It should be mentioned that electromagnetic energy transfers frequently with unin-

tended coupling modes which causes interference only if the received energy has sufficient

magnitude at the receiver input and causes some undesired impact on the operation of the

system.

Different facilities to assess the electromagnetic compatibility include anechoic cham-
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bers, transverse electromagnetic (TEM) cells, and reverberation chambers (RCs). The

EMC community has proposed the use of the reverberation chambers, since they are re-

liable, repeatable and controllable test facilities that address a wide breadth of EMC prob-

lems. In addition, the well-established methods are available in order to perform vari-

ous types of tests with reverberation chambers compared to other facilities. Especially,

when the equipment under test (EUT) is an electronic device with a complex radiation

pattern, performing the tests in reverberation chambers can deliver more reliable results

than the more traditional methods [2]. Various standards allow the use of RCs to assess

EMC including a process of performing different measurements such as these found in

IEC 61000−4−21 standard [10]. However, EMC engineers need to know the statistics of

RCs in order to understand the nature of the electromagnetic environment that the EUT is

exposed during a reverberation chamber assessment.

Reverberation chambers are large conductive rooms with highly reflective walls, which

stir the fields or modal structure by various methods. There are three different means of

obtaining a stirred environment inside the chamber: mechanical stirring, frequency stir-

ring, and source stirring. In mechanical stirring, the tuner is rotated inside the chamber,

while in frequency stirring, the frequency sweeps over some limited bandwidth and leads

to the excitation of several modes. Source stirring can be achieved by changing the antenna

position or using arrays of antennas on the walls in which several sources are fed sequen-

tially [11], [12]. The stirrer decreases the variance of the field strength in the reverberation

chamber which improves the accuracy of estimates of the space-averaged field strength.

The advantage of using a reverberation chamber is that the EUT does not need to rotate

inside the reverberation chamber. In addition, the existence of multi-path and reflections

inside the reverberation chamber results the random phase and polarization between all

waves, which is a key property of reverberation chambers for EMC testing and help us to

mimic a harsh electromagnetic environment.

A diagram of a reverberation chamber with antennas at Oklahoma State University is
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Figure 1.2: Reverberation Chamber (SMART-80) at Oklahoma State University with verti-

cal tuner.

Shielding box and electronic devices inside 

(EMI/C) 

nterference 

affects on device 

performance (EMI) /on personnel (HERP)

Shielding box

Electronic devices

(a) Shielding box inside a spacecraft.

Shielding box

Electronic devices

Intersystem Interference

(b) HERP/O environment.

Figure 1.3: Unknown Interferences at different situations.
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Figure 1.4: EMPAT framework [1].

shown in Figure 1.2. The reverberation chamber includes one horizontal and one vertical

tuner at the corners, which stir the energy inside the chamber and change the boundary

conditions. The transmitter antenna sends energy inside the reverberation chamber and the

receiver antenna receives the energy as input to the Vector Network Analyzer (VNA). The

VNA measures transmission and reflection coefficients that are critical parameters for RC

characterization.

In recent decades, statistical modeling inside reverberation chambers is a topic of inter-

est since it can be used in different types of EMC testing such as immunity testing, which

is useful to understand the unknown interferences during launch phase of a spacecraft. The

current certification test methods for the mentioned types of testing cannot meet the re-

quirements for the higher field or power level since the present testing equipment are not

able to generate the required high radio frequency (RF) power. Additionally, generating

the necessary high field level or power could be dangerous for a person who conducts the

testing and also provides the equipment and facilities will be costly [1]. Therefore, an alter-

native statistical method could be advantageous due to the mentioned reasons. Figure 1.3
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shows an example of a spacecraft, and hazards of electromagnetic radiation to ordnance or

personnel (HERO/P). The unwanted electromagnetic interferences can happen in two men-

tioned scenarios due to the high level of power during launch phase or to a new generation

of Naval radar system in HERO/P environment.

Hagar et al. in [1] introduced an electromagnetic probability-of-effect assessment tool

(EMPAT), which includes two different phases in order to “statistically assess safety mar-

gin to failure under any electromagnetic environment (EME) threat”. Figure 1.4 shows

the EMPAT framework. In the first phase, the external stress field is assessed by using a

shielding effectiveness transfer function of the EUT. Notably, all of the electronic devices

would interact with the maximum field in the electromagnetic environment (EME), so the

distribution of maximum field is considered here. In that case, the Generalized Extreme

Value distribution is presented, which is a generalization of three different asymptotic dis-

tributions, Gumbel, Fréchet and reverse Weilbull, that are recognized based on the sign

of the shape parameter. This distribution is important since it can be used to model the

maximum samples obtained from any parent distribution, and can also converge to either a

fat tail distribution or an upper bounded distribution, which is helpful to predict the higher

field level.

In this work, we will validate experimentally the GEV distribution inside a nested cham-

ber. The test method is designed by applying only mechanical stirring inside the reverbera-

tion chamber (called external stirring) and the cavity box (called internal stirring). The test

cavity is covered with two different aperture dimensions (small and large) which also can

affect the type of parent distribution. A goodness of fit test is used in order to check the

type of distribution inside both the reverberation chamber and the cavity. The maximum

field distribution will be modeled inside the cavity box in both under-moded and over-

moded regimes. Notably, Lehman and Freyer’s methodology in [13] is not applicable for

under-moded regime (there is a disagreement in types of parent distribution in under-moded

regime [14], [15]) or when the parent distribution is not known. The typical uncertainties
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inherent inside a nested chamber will be explained which are necessary to complete the

statistical model. Electronic devices inside the reverberation chamber can be represented

by loading the reverberation chamber. Therefore, the GEV distribution will be validated

while the enclosure is loaded by absorbing material. In order to load the enclosure, a ran-

dom number of absorbing material or random dimension is used. If the absorption is not

enough, we will decrease or increase the dimension of absorbing material. As an alterna-

tive to this approach, a neural network applications (function approximator) was used in

order to estimate the required absorbing dimensions inside the enclosure to have a specific

amount of quality factor. Finally, the uniformity inside the reverberation chamber will be

introduced and the relation between uniformity and the GEV parameter (only the shape

parameter) will be assessed.

The outline of this work is as follows. Chapter 2 gives an overview of reverberation

chambers and their application in various types of measurements. Chapter 2 also discusses

important parameters and statistical properties that need to be considered in the reverbera-

tion chamber measurement and analysis. The effects of loading the reverberation chamber

on the quality factor are described. Two types of tests are explained in detail, and the statis-

tical theories used in these tests are described. Chapter 3 explains in detail the fundamental

concepts in estimation theory and presents the maximum likelihood estimator and the Gen-

eralized Extreme Value (GEV) distribution. The results of applying the distribution inside

the reverberation chamber for narrow band frequency are shown. Chapter 4 presents the

application of the GEV distribution in the situation when the parent distribution is not clear.

The results are shown while the EUT box is at both over-moded and under-moded regimes.

Typical uncertainties associated with the statistical analysis are described and computed.

Chapter 5 shows the results of the GEV distribution while the enclosure cavity is loaded.

The results are presented for different values of quality factor inside the box. The effects

of loading on the confidence intervals are also described. Chapter 6 explains one of the

neural network applications (function approximator) to compute the required dimension of
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absorbing materials inside the EUT box to have a specific amount of quality factor. For this

purpose, multi-layer perceptron is used by applying the committee of networks and Monte

Carlo cross validation. Chapter 7 presents the relation between the GEV distribution and

the uniformity inside a reverberation chamber. The effects of loading on the number of

independent samples are shown. The traditional method to calculate the maximum field

level was compared to the GEV distribution. Chapter 8 summarizes the work and presents

conclusions and suggestions for future work.
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CHAPTER 2

LITERATURE REVIEW

2.1 Overview of Reverberation Chamber Theory

A reverberation chamber (RC) is a test facility that provides statistically uniform, isotropic,

and randomly polarized field. These characteristics make the reverberation chamber a ro-

bust and all aspect angle test facility, which can be used in several applications such as

antenna efficiency, immunity testing and shielding effectiveness.

A vector network analyzer (VNA) can provide an integrated measurement solution that

is relatively reliable and accurate in the RC measurements. In addition, S-parameters can

be used to show the behavior of the antennas, electric and magnetic field in the reverberant

environment. Collecting reflection coefficient (S11) can be used to correct the antenna

efficiency. Insertion loss (S21) is another important scattering parameter, which can help to

better analyze some concepts such as shielding effectiveness [16] and the maximum power

or field level inside the RC [13]. As an alternative, measurements can be performed using

a signal generator to inject a signal into the cavity, while a spectrum analyzer measures the

signal.

The highly conductive surfaces inside the RC create boundary conditions that must

satisfy Maxwell equations. A Reverberation chamber is electrically large which refers to

an enclosure that supports several modes (combination of electric and magnetic fields) at

the lowest frequency of interest [17]. The excitation of the particular modes is dependent

on the strength of the coupled source field into them. The measured field at any single

point will be the summation of the modes at that point inside the cavity. The randomization

of the field is achieved by varying boundary conditions of the chamber walls. Changing
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Tuner

PCVNA

Antennas

Figure 2.1: A diagram of an RC, tuners and antennas.

boundary condition would happen by applying two major approaches; Mechanical stirring

and frequency stirring. Mechanical stirring can accomplished by using a tuner, which is

electrically large and placed in a portion of the chamber volume. The equipment under

test (EUT) inside RC is exposed by random fields in all directions compared to performing

the measurements inside anechoic and semi-anechoic chamber, which the EUT needs to be

turned in different directions. An alternative approach is frequency stirring. In this method,

the frequency is sweeping over a narrow bandwidth of frequencies [18] and several different

modes are excited in the frequency range.

Figure 2.1 shows the measurement setup that was used in this dissertation. The rever-

beration chamber has two z-fold tuners at the corners. The chamber connects by coaxial

cables to bulkhead connectors through the walls and the VNA. The VNA collect data as

S-parameters which will use to solve different EMC problems.

The measurement results shown in this work were taken using a VNA, and multiple
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different types of antenna in the different locations inside the reverberation chamber.

2.2 Statistical Description inside Reverberation Chamber

Hill in [19] used a plane wave integral representation for well-stirred fields inside the

RC. The statistical properties of the fields were derived from the angular spectrum by sam-

pling the fields randomly at fixed incident angels. Hill showed the EM field at each position

in the RC can be decomposed to in-phase and quadrature parts, which are statistically inde-

pendent and have Gaussian (normal) distribution. Therefore, six parameters are described

the total field inside the RC. The equations can be defined:

Ex = Exr + jEx j, (2.1)

Ey = Eyr + jEy j, (2.2)

Ez = Ezr + jEz j. (2.3)

The real part of the x component of electric field follows Gaussian distribution:

fX(λ ) =
1√

2π.σx
.e

−(λ )2

2.σ2x , (2.4)

where σx shows the standard deviation of the real component of the electric field in the x

direction. The real and imaginary parts of all orthogonal components of the electric and

magnetic fields have the same expression as well. The magnitude of Ex, Ey and Ez can be

defined:

|Ex|=
√

(Exr)2 +(Ex j)2, (2.5)

|Ey|=
√

(Eyr)2 +(Ey j)2, (2.6)

|Ez|=
√

(Ezr)2 +(Ez j)2. (2.7)

The χ distribution with ν degree of freedom is defined:
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fX(λ ) =
2

2(
2
ν ).σν .Γ( 2

ν )
.λ(ν−1).e

−( λ
2σ2x

)
, (2.8)

where the value of Γ-function can be obtained:

Γ(λ ) =
∫ ∞

0
e−t .tλ−1.dt. (2.9)

If ν = 2, Rayleigh distribution (χ2) is defined by using equation 2.8. The magnitude

of total field is χ distribution with 6 degrees of freedom (χ(6)). The χ(6) distribution is

defined:

fY (µ) =
1

4.σ6.Γ(3)
.Y 5.e−( µ

2σ2 ), (2.10)

where

Y =
√

|Ex|2 + |Ey|2 + |Ez|2. (2.11)

In the measurement or simulation, the power has chi-squared distribution (χ2
ν ) distribu-

tion with ν degrees of freedom, which can be defined defined:

fZ(θ) = 2(
ν
2 ).Γ(

ν
2
).θ

ν
1 −1.e(

θ
2 ), (2.12)

where

Z = Y 2 = E2
x +E2

y +E2
z . (2.13)

The χ2 distribution with 2 degrees of freedom (Exponential distribution) shows the

received power for a single component inside the reverberation chamber. Similarly, the total

power with all three components will follow χ2
(6) distribution. Figure 2.2 shows the PDFs

of Gaussian, χ(2), χ(6), χ2
(6) distributions inside the reverberation chamber that represent

respectively the real part of electric field, E field in x-component, total E field and the

magnitude of the power for full stirrer rotation inside the reverberation chamber.
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Figure 2.2: Gaussian, χ(2), χ(6), χ2
(6) distributions (normalized over the maximum) [2].

Hill in [19] used the superposition of uniform plane waves directly to derive Rayleigh

distribution. Assefa et al. showed in [20] a new method to reduce the computational load.

The new method used the reciprocity theorem to excite the field and showed the induced

current inside the EUT has Rayleigh distribution. Hill presented all of the defined statistical

properties in the over-moded regime, which can be as [21]:

• The over-moded regime starts at the frequency which sixty modes exist inside the

reverberation chamber.

• The over-moded regime starts at either three or six times the first dominant modes

inside the RC.

In this work the components ER and E2
R which follow Rayleigh and Exponential distri-

butions are called the parent distributions.
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2.3 Important Parameters inside Reverberation Chamber

One of the critical parameters of the chamber operation is the quality factor (or Q). The

standard quality factor for over-moded regime can be defined [22] as a fraction of stored

energy over the dissipated energy as following:

Q =
ω.U
Pd

, (2.14)

where Pd shows dissipated energy. However, when the chamber is in an under-moded

regime, the quality factor can be defined for a single mode as a fraction of center frequency

over the half-power bandwidth:

Q ≈ fc

△ f
. (2.15)

There are two different methods to measure the Q, one in the frequency-domain [10] and

one in the time-domain [23]. The common method to estimate the Q in frequency domain

is [10]:

Q ≈ 16.π2.V
λ 3η1η2

<
Pr

Pt
>, (2.16)

where

<
Pr

Pt
> ∝< |S21|2 >, (2.17)

and η1 and η2 are the efficiencies of the two antennas when operating in free space. The an-

tenna efficiencies are given by (assuming two identical antenna as transmitter and receiver):

η1 = 1−|SFS
11 |2,η2 = 1−|SFS

22 |2, (2.18)

where SFS
11 and SFS

22 are the measured reflection coefficients of antennas in free space.

In the time domain, the quality factor ( Q) of the chamber is directly related to the decay

rate of the energy within the chamber. The mean time-domain response can be divided into
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two distinct phases, the pre-reverberant phases where energy is being distributed across

resonant modes within the the chamber and the reverberant phase where the energy level

exponentially decays due to losses. The losses can be due to conductive losses on the

walls, tuner, and other objects within the chamber, leakage from imperfect shielding of the

enclosure, and loading by the signal-source and receive (if included) antennas. The decay

time of the energy within the cavity represents a power-loss profile that can be used to find

the Q. The chamber time constant is defined as [24]:

τ =
4.3429

SlopedB
µs

(µs), (2.19)

where the slope term is the slope of the mean chamber time-domain response in dB
µS in the

reverberant phase of the response (which is linear since the exponential decay is represented

in dB). The chamber quality factor is then found from

Q = 2π fcτ. (2.20)

where fc is the frequency at the center of the time domain signal bandwidth. The mean time

domain response will typically be noisy despite the averaging over multiple tuner positions.

A linear regression is therefore typically applied to the reverberant phase response and Q

found from the slope of the regression line. The bandwidth of the signal required to per-

form a Q measurement in the time domain has not been well established. Richardson [24]

suggested that the bandwidth should be sufficiently large that the pulse duration is small

compared to the chamber wall scattering time to allow comparison with continuous-wave

(CW) measurements made at the band center. In some cases, however, this requirement

can lead to such a large bandwidth that it is difficult to interpret the resulting measured

Q as that at a single frequency. Nourshamsi et al. [23] has been recently shown that the

bandwidth had little effect on the measured quality factor. It therefore does not appear that

the signal bandwidth must be sufficiently high that the equivalent pulse duration is smaller

than the wall scattering time. Instead, it appears that it is sufficient for the pulse to be small
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Figure 2.3: Measured mean chamber time-domain response for different signal bandwidths

for unloaded chamber.

compared to chamber build-up and total measurement times. In fact, use of a narrower

bandwidth pulse should give a more realistic representation of the chamber quality factor

at the band center. Figure 2.3 shows the results of decay time in 5.5 GHz center frequency.

Measurements were performed with bandwidths of 5 GHz, 2.5 GHz, 1 GHz, and 625 MHz.

The largest bandwidth was chosen so that [24] was met when accounting for some loss

of effective bandwidth due to the Kaiser-Bessel window used in forming the time-domain

signal. It is noted that there is considerable overlap of the measurement bandwidths for

adjacent frequencies when the measurement bandwidth is 5 GHz and none when the band-

width is reduced to 625 MHz. The corresponding equivalent pulse durations are 0.4 ns, 0.9

ns, 2 ns, and 3.2 ns.

The measured Quality factor can be related to other test characteristics of the chamber

such as number of independent samples, coherence bandwidth, the RMS delay spread for

the time domain response of the chamber, the chamber’s decay time [25], [26], [27].

Identifying the number of independent samples is critical, since the accuracy inside the
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lost.

RC measurements relies on having a sufficient number of independent samples. In the other

words, the number of independent samples is related to the estimation of the uncertainty

associated with the test. In fact, the number of independent samples, that is, the number

of the samples that are uncorrelated, are used to calculate the magnitude of the standard

deviation (σ ), which is important for defining the statistical environment inside the RC.

The number of independent samples can be computed in mechanical stirring and fre-

quency stirring. In mechanical stirring, the number of tuner positions lead to the number

independent, while in frequency stirring measurement samples are collected in a frequency

range, but the frequency band with should not be too large to change the value of Q sig-

nificantly. In both methods, the number of independent samples can be shown by using

autocorrelation function (ACF) of the measured samples.

For an observed series x1, .....xN and a lag of h, the estimated ACF is [10]:

ρ̂ =
1

N −1

N
∑

i=1
(xi − x̄)(xi−h − x̄)

σ̂x
2 , (2.21)
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where σ̂x is the estimated standard deviation and defines:

σ̂x =
1

N −1

√
N

∑
i=1

(xi − x̄)2,

and the estimated sample mean is calculated as:

x̄ =
1

N

N

∑
i=1

xi.

An operationally common practice assumes that ρ̂ < 1
e implies independence [10]. Figure

2.4 shows ACF and the offset (∆) at which the correlation is lost.

2.4 Loading the Chamber

The quality factor can be affected by loading the chamber. The absorbing materials

are used to change the quality factor inside the RC. Coder et al. showed in [28] effects

of placing absorbing materials in different locations inside the reverberation chamber. The

results were presented in terms of insertion loss in order to calculate the absorber effective-

ness (A.E.), which is the difference between the insertion loss of empty chamber and the

insertion loss of loaded chamber.

A.E.=< |S21|2 >empty −< |S21|2 >loaded . (2.22)

Nourshamsi et al. showed in [29] the effects of absorbing materials with the same

volume and different surfaces inside the enclosure. The results was shown as absorption

reduction in Q which defines:

∆Q = Qempty −Qloaded. (2.23)

Figure 2.5 shows the decay rate of S11 inside an enclosure. It can be seen the decay

time will be faster when the chamber is loaded. Figures 2.6(a) to 2.6(c) show the shapes

of the absorbing materials. Figure 2.7 shows the location of absorbing materials inside the
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Figure 2.5: Averaged S11 for unloaded and loaded cavity.

(a) Sphere. (b) RP1. (c) RP2.

Figure 2.6: Absorbing material shapes.

cavity. As can be seen, rectangular parallelepiped (RP1) was located on the wall (position

1) or in the corner horizontally (position 2) and vertically (position 3).

It is necessary to mention that the surface area in Position 1 to 3 are as follows:

SPosition1 > SPosition2 = SPosition3, (2.24)

and the volume of RP1, RP2 and sphere are as follows:

VRP2 >VRP1 >Vsphere. (2.25)
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Figure 2.7: Location of absorbing materials.

Figures 2.8 and 2.9 show respectively the reduction in Q of different position of RP1

versus various center frequencies on the surface area and the different shapes versus various

center frequencies inside the working volume.
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Figure 2.8: Comparison of Q factor vs different positions on the walls of the enclosure.

On these plots, it can bee seen that by placing absorbing materials with largest surface

area on the cavity wall or in the working volume of the enclosure, the material will absorb

the energy and we will have higher Q reduction (more losses). The surface area hypothesis

is accepted by using one shape of material with various surface areas in three different
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locations on the wall surfaces of the cavity, in the corner (vertically and horizontally), and

three different shapes of materials with the same volume and different surface area inside

the working volume of the cavity. It is shown that materials with the largest surface area

absorbs the most energy inside the working volume since all of the surfaces can absorb

energy.
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Figure 2.9: Comparison of Q factor vs different loading shapes in the working volume of

the enclosure.

2.5 Testing in Reverberation Chamber

The use of RCs for various applications in avionics, automotive, and consumer testing is

allowed today by several military and commercial standards [10]. In recent years, immunity

tests are being increasedly performed in RCs since there is no need to rotate the EUT and

they have the capability to generate high field levels. In immunity testing, knowing the

statistical properties of the RC will be vital since the maximum power or field level at each

frequency should be known. The statistical theory for electromagnetic environment (EME)

is represented by the χ2 and χ distributions with two degrees of freedoms respectively for

the power level and field strength.
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Figure.4 Measured Shielding Effectiveness with different apertures. 

Figure 2.10: Effects of aperture dimension on shielding effectiveness [3].

There are several methods to find the maximum level of field or power inside the RC.

Lehman et al. in [13] presented the Extreme Value Theory to find the maximum distribution

of the power inside the RC. The theoretical and the experimental results of Extreme Value

Theory had a good agreement. The maximum distribution has a long flat tail, which is

important in several types of the tests. But, this method is not applicable in under-moded

regime or not well-stirred reverberation chamber.

He et al. showed [3] that the magnitude of a component of the electric field in frequency

stirring has different distributions inside the cavity due to aperture sizes. When the energy is

induced inside the nested cavity (small box with aperture inside the reverberation chamber)

which has a large aperture, the two cavities act as one chamber in terms of electromagnetic

field. However, when the aperture dimension is small, the environment inside the box and

the chamber should be independent. The author showed the results in terms of shielding

effectiveness (SE). Figure 2.10 shows the results of SE for different aperture dimensions

inside the nested chamber. As can be seen the SE changes due to aperture dimension. When

the aperture is large, shielding effectiveness is really low and when the aperture is small,

shielding effectiveness is really high.
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Figure 2.11: Histograms of data with Rayleigh and Double-Rayleigh distributions; large

aperture (left) and small aperture (right) [4].

Kovalevsky et al. [30] recently presented statistical energy analysis (SEA) that predicts

the mean and the variance of the EM response for a cavity with a circular aperture in a

reverberation chamber for high frequencies. The SEA prediction uses the concept of the

Gaussian Orthogonal Ensemble (GOE), but the advantage is that GOE does neither model

the cavity structure nor apply Monte Carlo simulation. Therefore, the SEA consumes lower

time compared to numerical simulation, which uses the Maxwell equations to provide the

results.

Bremner et al. in [4] extended this foregoing model to estimate the mean and maximum

of the induced current inside the small box with various aperture dimensions, which was

located in the reverberation chamber and validated it experimentally. However, the experi-

mental results showed different distributions by applying frequency stirring due to dimen-

sion of the aperture of the small box. Bremner showed the model requires minimal EMC

design information and solves orders of magnitude faster than existing numerical models,

but the model requires a knowledge about the parent distribution (for field or power) in

each frequency. Figure 2.11 shows the histograms of Rayleigh and Double-Rayleigh dis-
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The assumption of an approximately diffuse reverberant EM field in 

the aperture cavity was investigated by evaluation S21 at nine 

different wire conductor locations, with the largest 0.35m x 0.35m 

shows that the spatial variance 
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Figure 2.12: Predicted maximum and minimum for Avg[Er] in the RC [4].

tributions inside the nested chamber with two different apertures. The measurements were

performed inside the nested chamber with large and small aperture. The probe was located

in 9 different positions inside the box and S21 are collected for frequency range from 800

MHz to 2 GHz.

Bremner also applied the model to predict the mean, maximum and minimum value

for average electrical field in x-component in mechanical stirring. Figure 2.12 shows the

results for maximum and minimum for electrical field in one component for frequency

range from 800 MHz to 2 GHz for nine different probe positions inside the nested chamber.

As can be seem, the method relies on the parent distribution.

Orjubin [5] presented the Generalized Extreme Value (GEV) distribution to find the

maximum field inside the RC. The distribution is a family distribution that includes:

• The bounded distribution which is called reverse Weilbull distribution and the Fréchet

distribution with fat tail in order to project high field level.

• The GEV distribution has the advantage of finding the maximum distribution without

a priori knowledge about the parent distribution.
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Figure 2.13: CDF Plot of the GEV distribution (field) with Enclosure in over-moded regime

[5].

Figure 2.13 shows the CDF plot of GEV distribution of field level inside an enclosure.

Orjubin simulated a chamber by using Finite Element Method (FEM) and used the data

to prove the new maximum distribution inside an empty chamber in the over-moded and

under-moded regimes.

Hagar et al. in [31] validated experimentally the GEV distribution for an unloaded

chamber in over-moded regime. The author covered the entire outside body of the chamber

with the absorber and located the antenna outside to the front of the chamber aperture.

However, the effects of aperture shapes and dimension in a nested chamber need to be

shown and verified. In addition, the independency of GEV distribution from the parent

distribution is still required to be experimentally validated. Finally, all mentioned results

need to be verified in the loaded nested chamber, when Q is decreased.
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2.6 Conclusion

This concludes the review of previous work related to this research. Hill showed that

for electrically large or over-moded reverberation chamber, the rectangular electric field

component from external stirring inside the nested chamber ER and E2
R always follow re-

spectively Rayleigh and Exponential distribution. The common method to find the maxi-

mum level of power or field is based on Extreme Value Theory [13] and [10]. This means

the maximum level of field or power is dependent on ER distribution (the parent distribu-

tion). Kovalevsky [30] and Bremner [4] provide the SEA model to estimate the maximum

and mean of induced current inside a nested chamber in frequency stirring, but this method

only works if there is a priori knowledge about the distribution inside the box. In addition,

it seems that the distribution changes due to aperture dimension in frequency stirring.

Orjubin and Hagar provided the new distribution to extract the maximum level of field

or received power inside the RC directly. The advantage of this distribution is that it can

provide the maximum level of field or power directly without having a knowledge about

parent distributions. This distribution might be helpful in a nested chamber with large

apertures inside the box and have an internal stirring, which the statistical analysis does

not show any specific type of distributions. This work will further investigate the GEV

distribution and seek to apply it in the different possible measurements, various regimes or

at multiple locations inside the RC (which do not have the parent distributions), while the

equipment under test (EUT) is either unloaded or loaded.
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CHAPTER 3

GENERALIZED EXTREME VALUE DISTRIBUTION

In this chapter our discussion begins with a brief review of the parametric estimation

and explanation of maximum likelihood estimator. Likelihood function is defined as a key

role that can be used to find the location that a parameter is maximized. In section 3.2,

we introduce extreme value theorem and Generalized Extreme Value (GEV) distribution.

Additionally, effects of aperture dimension on the maximum level of field inside the nested

chamber in over-moded regime are shown and analyzed. Anderson Darling test is presented

to check the type of distribution inside nested chambers. Finally, the effect of probe location

is analysed by using data blocking to show the mean and the variance of the maximum data

in each probe location. 1

3.1 Parametric Estimation Method

Before going into the details of the statistical properties inside the reverberation cham-

ber, we need to get into some fundamental concepts in stochastic system which is the basis

of statistical description inside the reverberation chamber. The process of using sample

data to estimate the parameters of the selected distribution is called parameter estimation.

Parameter estimation plays a vital role in accurately describing system behavior through

mathematical models such as statistical probability distribution functions. In this work, the

notation θ̂ and E[θ ] show the estimated parameter and mean of the parameter respectively.

1This chapter was presented under the title “Effects of Aperture Dimension on Maximum Field Level

Inside Nested Chambers by Applying the Generalized Extreme Value Distribution”, N. Nourshamsi, J.C.

West, C.F. Bunting, IEEE EMC Symp., 2018 [32].
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There are two important parameters in any type of estimators; bias and variance. The

two mentioned parameters could be useful to show the accuracy of the estimator. The bias

could be defined as [33]:

Bθ̂ (θ) = Eθ (θ̂)−θ , (3.1)

and the variance could be defined [33]:

Vθ̂ (θ) =Vθ (θ̂). (3.2)

It is important to mention that the variance and the bias are both function of θ which is

usually an unknown constant. In any type of the estimator, there is a relationship between

bias, variance and the mean-square error (MSE), which can be defined [33]:

Eθ [(θ − θ̂)2] = Bθ̂ (θ)
2 +Vθ̂ (θ), (3.3)

So the MSE of an estimator can determine how far off the estimator is “on average”. The

estimator is unbiased if

Bθ̂ (θ) = 0. (3.4)

We will present maximum likelihood to estimate the parameters in section 3.1.1 which

is a linear unbiased estimator.

3.1.1 Maximum Likelihood Estimator

One of the important concept in the parametric estimation is the idea of maximum

likelihood (MLE) since it can be used in any type of parametric family of distributions in

any class of distributions for finite set of parameters (θ1,θ2, ...,θn). The idea of MLE is “to

choose the parameter θ̂ml under which the observed data, was most likely” [33]. In fact, the

θ̂ml would maximize the likelihood function and the distribution can be modeled by having
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the estimated parameter. We use maximum likelihood estimators since they are very good

in large sample properties, consistent, and asymptomatically efficient.

If X and Y are random variables, Bays rule can be defined [33]:

fY |X(µ|λ ) =
fX |Y (λ |µ). fY (µ)

fX(λ )
, (3.5)

where fY |X(µ|λ ) , fY (µ) present respectively posterior and prior densities. The likelihood

can be defined as the posterior density, when the prior density is constant.

If the set of samples X1,X2, ...,Xn are independent and identically distributed random

variables. We assume data are sampled from a distribution with density f (Y |θ) for a (un-

known but fixed) parameter θ . The likelihood function can be defined [33]:

Ln(θ |X) = fX(X |θ) =
n

∏
i=1

fXi(Xi|θ), (3.6)

which shows the joint density function of the samples. The log-likelihood function ln(θ |X)

is the natural logarithm of the likelihood function Ln(θ |X),

ln(θ |X) = logLn(θ |X) =
n

∑
i=1

log fXi(Xi|θ). (3.7)

Then, θ̂ml that maximizes the likelihood function by using equation 3.6 or log-likelihood

function by using equation 3.7:

θ̂ml = argmax
θ

l(θ |X). (3.8)

To maximize the likelihood function,

S(θ |Y ) =
∂ ln(θ |X)

∂θ
= 0. (3.9)

However, analytical solution of the likelihood equations (equations 3.6 and 3.7) are not

always available. In this case, Nelder-Mead optimization would be used to solve the equa-
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tions which is explained in Appendix B. All of the mentioned concepts are prerequisites

before starting statistical analyzing in the reverberation chamber.

3.2 Generalized Extreme Value Distribution and Fisher–Tippett Theorem

Suppose X1,X2, ....,Xn are independent and identically-distributed random variables. If

Mn = max{X1,X2, ...,Xn} and a sequence of pairs of real numbers (an,bn) exists such that

lim
x→∞

P(
Mn −bn

an
≤ x) = F(x), (3.10)

and each an > 0, where F is a non degenerate distribution, the limit distribution F converges

to one of the following distributions, either the Gumbel, the Fréchet or the reverse Weibull

family. These can be grouped into the generalized extreme value distribution by using

Fisher–Tippett theorem [34]:

F1(x) = exp

−exp

 − x−m

s


 , forallx, Gumbel (3.11)

F2(x) =


exp

−(x−m)

s


k

, if x > m

0, otherwise

Fréchet (3.12)

F3(x) =


exp

−m− x

s


k

, if x ≤ m

1, otherwise

r. Weibull (3.13)

where m, s and k represent location, scale and shape parameters, −∞ < x < ∞ for k = 0,

m+ s
k ≤ x <+∞ for k > 0 and for k < 0, −∞ < x ≤ m+ s

k . The corresponding probability

density function (PDF) is [34] :
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Figure 3.1: Three different distributions: Gumbel, Fréchet, r. Weibull.

f (x) =


−

1

s

(
1+ k (x−m)

s
(− 1

k )−1
)

exp
[
−
(

1+ k (x−m)
s

)− 1
k
]
, if k ̸= 0

1

s
exp

[
−exp

(
− (x−m)

s

)]
, if k = 0

(3.14)

when k > 0, x > −1
k , when k < 0, x < −1

k . In the case k = 0 the density is positive on the

whole real line. Figure 3.1 shows three different distributions.

These three distributions can all reformulate to one distribution, which has the following

Cumulative distribution function (CDF) [35] :

F(x) =



exp

−

1+ k

x−m

s



− 1

k
 , if k ̸= 0

exp

−exp

x−m

s


 , if k = 0

(3.15)

The role of the extreme value theorem for maximum samples is similar to that of central

limit theorem for averages. The only difference is that the central limit theorem applies to
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the average of a sample from any distribution with finite variance, but the Fisher-Tippet

theorem only applies if the distribution of a maximum converges and the limit has to be

one of a particular class of distributions [30]. Location parameter shows the shifting in the

distribution and is related to the location of function on the x-axis, while scale parameter

determines statistical dispersion (stretching or shrinking) of probability distribution. Since

the shape parameter (k) can vary from positive value to zero or below zero, GEV distri-

bution can be defined as a family distribution [34]. Notably, The GEV distribution is not

a symmetric distribution since the skewness (third order centered moment) is not zero as

shown in Figure 3.2. Notably, red line shows location of mean value in all cases.

The tail of these three distributions will change due to the shape parameter. The distribu-

tion is Gumbel with k = 0, Fréchet with k > 0 and reverse Weibull (with three parameters)

k < 0. The distributions with exponential decreasing tail lead to Gumbel; the distributions

with polynomial decreasing tails (fat tail) lead to Fréchet; and the ones with finite tail lead

to reverse Weibull distribution [34]. Figure 3.3 shows the thin, normal and fat tail distribu-

tions. The fat tail means if the probability of extreme value is particularly high, the CDF

converges slowly to asymptotic value of 1. Kurtosis (4th order centered moment) is one

way to show how distribution’s tail changes. Westfall defined in [6] that “higher kurtosis

means more of the variance is the result of infrequent extreme deviations, as opposed to

frequent modestly sized deviations.” In the other words, this method compares the tail of

the distribution with Gaussian distribution. If the tail is heavier than Gaussian, Kurtosis

will be higher than 3 [36].

3.3 Results and Analysis

In this section, the application of GEV distribution are shown in the nested cavity in

over-moded regime. This application would help to better analyze the GEV distribution

when the small box has the various apertures. The measurement were performed in the

nested chamber. The sample EUT is fabricated from Aluminum with a rectangular shape
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Figure 3.2: Density function for Gumbel, Fréchet and r. Weibull distributions. Red line

shows location of mean value.

with the dimension of 30 cm × 30 cm × 12 cm. The wire probe is 10.4 cm in length with a

radius of 0.41 mm. Figure 3.4 shows the apertures shape and table 3.1 shows the dimension

of the apertures.

The probe is fed to the wall of the enclosure by applying the N-type connector. The

small enclosure was located on the styrofoam inside the rectangular chamber with the in-
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Figure 3.3: Kurtosis results (purple line shows thin tail distribution, green line shows nor-

mal distribution and red line shows heavy tail distribution [6].

Table 3.1: Dimension of Apertures

Aperture dimension (cm)

AP1 15×6

AP2 5×3

AP3 4×2 (2 apertures)

AP4 15×1

AP5 2×2

AP6 30×12
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(a) AP 1. (b) AP 2. (c) AP 3. (d) AP 4.

(e) AP 5. (f) AP 6.

Figure 3.4: Aperture shapes.

ternal dimensions of 13.2 m × 6.15 m × 4.95 m whose dimensions are based on the ETS-

Lindgren SMART-80 reverberation chamber. For a rectangular cavity, where dimensions

c > a > b, the dominant resonant mode resonant in TE110 can be derived:

fmnp =
1

2
√
(µε)

√
(
m
a
)2 +(

n
b
)2 +(

p
c
)2. (3.16)

Figure 3.5 shows the resonant modes inside the small box. The TE110 = 707 MHz is the

first dominant mode and three times of that gives the optimistic frequency that the cavity is

in over-moded regime, which is around 2.7 GHz. The SMART-80 walls is fabricated from

galvanized steel, producing a highly conductive reflective surface. The chamber has two

tuners, vertical and horizontal, manufactured from steel. The two tuners can stir the field

inside the chamber mechanically and create an isotropic, uniform field. Figure 3.6 shows

the top view of the probe’s location. Figure 3.7 shows the measurement set-up. The small

box was covered with different aperture shapes and sizes. The aperture sizes are as follows,

15 cm by 6 cm, 2 small apertures with dimension 2 cm × 4 cm, 3 cm × 5 cm, 15 cm × 1
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Figure 3.5: Mode positions for 30×30×12 cm cavity up to 8 GHz.

cm, 2 cm × 2 cm, and 30 cm × 12 cm.

To have the uncorrelated samples in the frequency stirring:

δ f >
Q
f0
, (3.17)

where Q, f0 represent respectively quality factor and center frequency; the fraction of them

shows coherence bandwidth, which shows the maximum bandwidth that data are dependent.

we need to make sure δ f will be larger than the coherence bandwidth. For the VNA mea-

surement system, the calibration is performed immediately before the measurement, and all

calibration information (magnitude and phase of both the transmission characteristics and

the reflection characteristics) is used to correct for imperfections in the instrumentation and

equipment. The measured frequency range was 5 to 5.1 GHz due to equation 3.17. The ver-

tical tuner was rotated during the measurements to yield 50 random independent samples

in each fixed probe positions, while the horizontal tuner was held stationary throughout the

measurements. We measured 100 samples in 100 MHz frequency band to make sure δ f

is much greater than the coherence bandwidth. Then, we changed the probe location and
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Figure 3.6: Antenna positions inside the enclosure.

re-performed the measurements till 16th probe location.

Notably, registration marks are used on the styrofoam block to keep the box at the

same position and orientation in all sixteen measurements with each aperture. The 15

unused probe-location holes were covered with conducting tape during each measurement

to prevent additional, unwanted coupling between the internal and external environments.

3.3.1 Statistical Analysis with External Stirring

Hill in [19] is shown the square magnitude of any electric field component is Rayleigh

distribution (chi distributed with two degrees of freedom) in every frequency and it follows:

fX(λ ) =
λ

θ
e

−λ2

(2.θ2) , (3.18)

where θ is scale parameter. Rayleigh distribution can compute by applying different Goodness-

of-fit test such AD test and also by comparison between empirical CDF and mathematical

model of CDF. The parameter of Rayleigh distribution can be defined by applying the con-

cept of maximum likelihood in section 3.1.1. The estimated parameter θ̂ can be calculated:
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θ̂ =

√
(

1
2N

N

∑
i=1

x2
i ), (3.19)

where X1, ...,Xi shows the number of samples. The confidence interval is a type of inter-

val estimate and consists of a range of values that act as good estimates of the unknown

population parameter. The 95% confidence interval of the estimation is:

θ̂ −1.95σθ̂ < θ < θ̂ +1.95σθ̂ . (3.20)

Suppose i, j show respectively frequency step and the number of tuner positions. For

every j there exist |S21|i such that the frequency steps and tuner positions vary from i =

1, ...,100 (number of tuner positions j = 1, ...,50). Therefore, at each frequency step, for all

|S21| ∈ j show a Rayleigh distribution [19]. The results of comparison between empirical

and mathematical model of CDFs in 95% confidence interval is shown in Figure 3.8. As can

be seen the empirical CDFs are inside the confidence interval. The AD test also performed
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Figure 3.8: CDF in different aperture shapes in f = 5 GHz.

on the results in order to show the data have Rayleigh distribution in all frequencies.

The hypotheses for the AD-test are:

H0: The data comes from a specified distribution.

As far as AD test is concerned initially, the parameter of the distribution needs to be

estimated by applying maximum likelihood estimator which is shown in equation 3.19.

Then, the expression of the AD statistics (A2) is defined [37]:

A2 =
∑N

i=1(2i−1)[ln(F(xi)+ ln(1−F(xN+1−i))]

N
−N, (3.21)

where F(xi) and N show respectively the estimated CDF and number of samples. Criti-

cal values and p-values formula to be compared with A2 , depend on the type of distribution

tested. Critical values and p-values formula for the modified statistic A2(1+(0.6
N )) are pre-

sented for the Rayleigh case in [37]. If the value of p-value exceeds the significant level (α),

one accepts the hypothesis (H0) that the observations are from a Rayleigh distribution. It
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Figure 3.9: AD test for 16 different probe locations for AP1 , AP2.
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Figure 3.10: AD test for 16 different probe locations for AP3 , AP4.

is important to mention that α is the threshold for p-value which the experimenter assumes

the null hypothesis is false.

Figures 3.9(a) to 3.11(b) show the results with α = 1% (red lines) in all apertures. 50

samples were collected at a single frequency for each test. Points below 0.01 indicate that

the null hypothesis of magnitude samples following a Rayleigh distribution was rejected

for that particular frequency and wire-probe positions at α = 1% confidence level. It is

important to mention the highest rejection rate belongs to the probe location in front of
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Figure 3.11: AD test for 16 different probe locations for AP5 , AP6.

the aperture. Overall, the null hypothesis was rejected about 2% in all cases of the time,

slightly higher than the 1% that would be expected for ideally Rayleigh-distributed data in

all cases. The slightly elevated rejection rate likely results because the chamber is not truly

ideal [37].

3.3.2 The GEV Distribution for Maximum Field Level

A sample set of maximum values was prepared by extracting the maximum of each stir

sequence subset:

x(i) = {|S21(1) j|, ..., |S21(i) j|}, (3.22)

where i = 1, ....,N and j = 1, ....,100 show the tuner position and the number of frequency

step. The set of maximum values is:

X(i) = {max(x(i))}. (3.23)

The maximum S21 was chosen in each tuner position and the measurement repeated in

the next probe position.
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A dual-ridge horn antenna was located 1 meter far away from the enclosure aperture.

The antenna is not delivering energy directly to the aperture and the enclosure will receive

the illumination energy from the reverberant environment. The probe needs to be located

inside the box λ away from the walls and other probe positions due to spatial correlation.

However, the spatial sampling between each 50 sample maximums can be verified by com-

puting the correlation coefficient.

The correlation coefficient between two random variables can define by using sections

A.1.6 and 3.1 as:

r̂ =

n
∑

i=1
(xi − x̄)(yi − ȳ)√

n
∑

i=1
(xi − x̄)2

√
n
∑

i=1
(yi − ȳ)2

, (3.24)

where the nominator shows the estimated covariance between two random variables,

x̄ =
1

n

n

∑
i=1

xi, (3.25)

and

ȳ =
1

n

n

∑
i=1

yi. (3.26)

For the set of samples X1,X2, ....,Xn that are independent and identically distributed, the

log-likelihood function for the set computes using section 3.1:

ln[(l(θ |x)] =−m ln(s)−
N

∑
i=1


1

k
+1

 ln(yi)+ y(
− 1

k )
i

 , (3.27)

where θ = (m,s,k) and yi = [1+ k(x−m
s )]. The estimated parameters θ̂ = (m̂, ŝ, k̂) can be

found by using Nelder-Mead optimization in order to find the global maximum for each

parameter, which correspond to setting zero the first derivatives of equation 3.6.
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The 800 sample maximums were collected during each measurement from AP1 to AP6

and the results are shown as follows.

3.3.2.1 AP1 Results

Parameters k̂ ŝ m̂

θ̂ −0.0728 0.1448 1.1669

C.I. (95%)
−0.1142 0.1373 1.1559

−0.0313 0.1528 1.1780

σ2
k̂

4.477e−4 1.558e−5 3.188e−5

Table 3.2: Estimated parameters in AP1

case
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Figure 3.12: CDFs.
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(b) The correlation between samples in the different

positions.

Figure 3.13: Parametric and non-parametric PDFs and the correlation between the samples

for AP1 case.

Tables 3.2 to 3.7 show the estimated parameters (k̂, ŝ, µ̂), parameters in the 95% con-

fidence intervals, and the asymptotic variances by using maximum likelihood estimator.
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In AP1 to AP6 except AP5, k̂ < 0 which shows that the data follows the r. Weibull dis-

tribution. However, the values of k̂ in 95% confidence interval (C.I.) in AP4 starts with

negative value and stops at positive value which shows the data follows upper bounded and

unbounded distributions.

3.3.2.2 AP2 Results

Parameters k̂ ŝ m̂

θ̂ −0.0988 0.1147 0.6795

C.I. (95%)
−0.1364 0.1088 0.6708

−0.0611 0.1210 0.6882

σ2
k̂

3.696e−4 9.6424e−6 1.973e−5

Table 3.3: Estimated parameters in AP2

case
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Figure 3.14: CDFs.
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Figure 3.15: Parametric and non-parametric PDFs and the correlation between the samples

for AP2 case.

This means that the estimated parameters in confidence interval include the Gumbel
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distribution, which align with the traditional distribution that is used in over-moded regime

of the chamber theory [5]. The results for AP5 follow the Fréchet distribution. This may

indicate the other apertures are providing a direct coupling path from the outer cavity to

certain probe locations which is effecting the uniformity of the inner cavity.

3.3.2.3 AP3 Results

Parameters k̂ ŝ m̂

θ̂ −0.0362 0.1247 0.8197

C.I. (95%)
−0.0846 0.1179 0.8101

−0.0122 0.1318 0.8294

σ2
k̂

6.099e−4 1.253e−5 2.435e−5

Table 3.4: Estimated parameters in AP3

case

0.4 0.6 0.8 1 1.2 1.4 1.6
Mean Normalized Sample Maximums

0

0.2

0.4

0.6

0.8

1

C
d
f Max. confidence interval

Min. confidence interval

Emprical CDF

Parametric Estimated CDF

Figure 3.16: CDFs.
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(b) The correlation between samples in the different

positions.

Figure 3.17: Parametric and non-parametric PDFs and the correlation between the samples

for AP3 case.

Possibly the smaller apertures are limiting the direct path component and hence we see
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a more uniform field in the inner cavity. In addition, it seems that the variance of estimated

parameters are quite small, especially for k parameter. This means that the k parameter

has less spread in the confidence interval, which is important in showing the type of GEV

distribution.

3.3.2.4 AP4 Results

Parameters k̂ ŝ m̂

θ̂ −0.0950 0.1475 0.9864

C.I. (95%)
−0.1396 0.1398 0.9751

−0.0505 0.1556 0.9977

σ2
k̂

0.5164e−3 0.0164e−3 0.0334e−3

Table 3.5: Estimated parameters in AP4

case

0.6 0.8 1 1.2 1.4 1.6 1.8
Mean Normalized Sample Maximums

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
df

Max. confidence interval

Min. confidence interval

Emprical CDF

Parametric Estimated CDF

Figure 3.18: CDFs.
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(b) The correlation between samples in the different

positions.

Figure 3.19: Parametric and non-parametric PDFs and the correlation between the samples

for AP4 case.

Figures 3.12, 3.14, 3.16, 3.18, 3.20, and 3.22 show empirical and parametric CDFs
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based on estimated parameters (θ̂ ) from maximum likelihood estimator for all aperture

dimensions. On these plots we can see that the empirical CDFs are in 95% confidence

interval by using equation 3.20. The results show a high quality agreement between the

mathematical model and empirical result.

3.3.2.5 AP5 Results

Parameters k̂ ŝ m̂

θ̂ 0.0214 0.2315 0.8601

C.I. (95%)
−0.0434 0.2179 0.8414

0.0861 0.2460 0.8610

σ2
k̂

3.672E −4 2.7315e−5 5.7926e−5

Table 3.6: Estimated parameters in AP5

case
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Figure 3.20: CDFs.
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(b) The correlation between samples in the different

positions.

Figure 3.21: Parametric and non-parametric PDFs and the correlation between the samples

for AP5 case.

The maximum samples S21 can be binned to a histogram, for comparison with the

ideal GEV distribution. Figures 3.13(a), 3.15(a), 3.17(a), 3.19(a), 3.21(a) and 3.23(a) show
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histogram of GEV distribution (empirical) with arbitrary bin widths and red line shows the

parametric estimated PDFs by using each aperture dimension. As can be seen there is a

good quality of agreement between the red line and the blue bins.

3.3.2.6 AP6 Results

Parameters k̂ ŝ m̂

θ̂ −0.1442 0.1971 1.5087

C.I. (95%)
−0.1817 0.1871 1.4938

−0.1066 0.2076 1.5236

σ2
k̂

3.672e−4 2.7315e−5 5.7926e−5

Table 3.7: Estimated parameters in AP6

case
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Figure 3.22: CDFs.
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Figure 3.23: Parametric and non-parametric PDFs and the correlation between the samples

for AP6 case.

The position of the probe was chosen by using spatial correlation. However, the 50 max-

imum samples S21 from each position need to be verified from 50 maximum samples S21
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on the other positions. Figures 3.13(b), 3.15(b), 3.17(b), 3.19(b), 3.21(b) and 3.23(b) show

the correlation between one probe location with other probe locations by using equation

3.24. As can be seen the samples from different locations are uncorrelated.

The comparison between PDFs and CDFs of all apertures dimension are shown in fig-

ures 3.24(a), 3.24(b) and 3.24(c). As can be seen, the PDFs from the different apertures

have different parameters. Between all scenarios only AP5 follows Fréchet distribution

which has an upper heavy tail. It seems that the small aperture can affect significantly on

GEV distribution parameters due to separation of the environment inside and outside the

box [3].

On these plots, it can be seen that the variance of the maximums are dependent on the

aperture dimension. When the aperture is small (AP5), the variance of the maximums is

lower due to independency of the environment inside and outside the box. This results

more uniform environment inside the box. When the aperture is large ( AP1 and AP6), the

environments inside and outside the box are dependent on each other and the variance is

larger than the other cases. In addition, when the aperture is large, more energy goes inside

the box (AP6 and AP1) and the mean has a larger value compared to other cases. While

in the small aperture dimension such as AP5 case, less energy goes inside the box and the

mean is smaller than the other cases.

3.3.3 Analysing Data in Each Probe Location

In this section, we present the comparison between the maximum data in each of the

probe’s locations.

Suppose i, j represent the number of tuner positions and probe locations respectively. If

j = 1, ....,50 for every i and i = 1, ...,16, the sample maximums in each probe location can

be defined as:

Pi = X j(i). (3.28)
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Figure 3.24: Comparison between different apertures.
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Figure 3.25: Mean and variance of maximum samples for AP1 (left), AP2 (right).
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Figure 3.26: Mean and variance of maximum samples for AP3 (left), AP4 (right).

The mean and the variance of all 50 sample maximums in each probe positions are

calculated to analyze the variation. Figures 3.25(a) to 3.27(b) shows the results for each

aperture size. The mean and the variance of every Pi which are in front of the aperture in

AP5, are lower than the other apertures since the aperture dimension is really small and

the lower amount of energy can go through the aperture inside the box. It seems that the

normal reverberant environment has less effects on the environment inside the box, when

AP5 is used on the front face of the box. However, the mean and the variance of AP1 and

AP6 are larger than the others due to the aperture’s dimension.
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Figure 3.27: Mean and variance of maximum samples for AP5 (left), AP6 (right).

3.3.4 Conclusion

Statistical models for maximum field level inside the complex cavities have historically

been derived from the parent distributions and this results a maximum unbounded distri-

bution that only works for over-moded cases. In this work, we introduced Fisher-Tippett

Theorem and Generalized Extreme Value (GEV) distribution to model the maximum level

of fields inside the enclosure directly. The purpose of this chapter was to show the GEV

distribution can model the maximum of the field within a complex cavity in over-moded

regime, when the various aperture dimensions were used. In this way, the tail of the distribu-

tion will change due to shape parameter (k). In addition, the effects of aperture dimension

on the maximum distribution were shown. The results are of interest in study of electro-

magnetic complex cavities, and also immunity testing [38].
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CHAPTER 4

APPLYING THE GENERALIZED EXTREME VALUE DISTRIBUTION INSIDE

ELECTROMAGNETIC COMPLEX CAVITIES

The advantage of the GEV distribution is that it is not theoretically dependent on the

parent distribution. Though demonstrated by [5], the applicability of the GEV distribu-

tion to model the maximum distribution while the parent distribution is unknown, requires

experimental validation. In this chapter, the GEV distribution is applied directly to com-

pute the maximum field level when the parent distribution is unknown. In section 4.1,

apertures’ dimensions, the measurement set up to collect data as Rayleigh distribution, and

non-Rayleigh distribution are explained. In section 4.2, after discussing mechanical stirring

(both external and internal stirrings) inside nested chamber, the GEV distribution is used to

model the maximum distribution in different situations. In addition, statistical analysis is

used to assess the shielding effectiveness uncertainty inside the nested chamber. 1

4.1 Measurement Setup

4.1.1 Test Cavity

One of the conditions that the parent distribution is unknown can be defined as the

field from the internal stirring inside the nested chamber, while front face of the EUT box

is covered with several different aperture dimensions. In this section cavity dimension,

aperture shapes and dimension and the transmitter and receiver antenna configurations are

1This chapter was presented under the title “Investigation of Electromagnetic Complex Cavities by Ap-

plying the Generalized Extreme Value Distribution”, N. Nourshamsi, J.C. West, C.F. Bunting, IEEE EMC

Symp., 2018 [39].
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discussed. The rectangular enclosure’s dimension is explained in chapter 3 and is known

as equipment under test (EUT) as shown in Figure 4.1(a). The tuner was mounted 9 cm

from the back wall of the enclosure (relative to the face with the aperture considered the

front face) and 6.5 cm from the left side wall as shown in Figure 4.1(b). The tuner is 10 cm

in height. The lower “arm” of the z-shape is 5 cm in length and the upper arm has 7.4 cm

length as shown in Figure 4.1(c).
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30 cm
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2

 c
m

Tuner Monopole antenna

Front face

(a) Cavity dimension.

Tuner

A
pe

rt
ur
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Probe Location

(b) Top view of probe and tuner position.
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m

7.4 cm

(c) Tuner dimension

Figure 4.1: Cavity information.

The wire probe is 10.4 cm in length with a radius of 0.41 mm. An N-type connector

is used to connect the probe to the wall of the enclosure. The probe is connected to the

center of the box in front of the aperture as explained in chapter 3. The adapter to connect

cable to antenna is shown in Figure 4.2 and probe antenna is shown in Figure 4.3. The

small cavity is located within the working volume of a rectangular reverberation chamber

(SMART-80 ETS-Lindgren) which has dimensions of 13.2 m × 6.15 m × 4.95 m. The
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reverberation chamber walls are fabricated from galvanized steel in order to have highly

conductive surfaces.

SMA Female Connector 

N-Type Female Connector 

Figure 4.2: SMA female / N-type female adapter.

 

Figure 4.3: Monopole Antenna.

Tuner

Horn antenna

Tuner

1 meter away

Figure 4.4: Measurement Setup inside SMART-80.

54



Table 4.1: Measurement Parameters

Parameter Value

Frequency range 1 - 6 GHz

Number of frequency points 1601

VNA sweep time 8 Sec.

Paddle step size inside the SMART-80 (Only vertical) 7.2 ◦

Paddle step size (inside the EUT box) 7.2 ◦

The field inside the chamber was stirred with two tuners, one vertical and one horizontal,

to produce a uniform and isotropic random field. For the purpose of the work in this

research, only vertical tuner was rotated inside the chamber. A dual-ridge horn antenna

used as transmitter antenna, 1 meter away from the box. The box placed on styrofoam

block in order to be in working volume of the chamber. Figure 4.4 shows the location of

the enclosure, tuners and antenna inside the reverberation chamber. Table 4.1 shows the

measurement parameters. The small box includes covered with different aperture shapes

and sizes which will be explain in next section.

4.1.2 Aperture Dimension

The “aperture” plates are fabricated from 5-gauge aluminum sheet metal, giving a thick-

ness of approximate 0.01λ , where λ is the electromagnetic wavelength, at the highest test

frequencies to be considered in this work, thereby minimizing the excitation of aperture

resonances that may affect the electromagnetic measurements. Figure 4.5 shows aperture

configurations and Table 4.2 shows the aperture sizes.
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(a) AP1. (b) AP2.

Figure 4.5: Apertures’ dimensions and shapes.

Table 4.2: Dimension of Apertures

Aperture Dimension (cm)

AP1 15×6

AP2 Radius = 1.5

4.1.3 Data Collection

The GEV distribution can model the maximum distribution directly. One way to val-

idate this property is examining the field from internal stirring inside the nested chamber

with several different aperture dimensions on the enclosure. For the VNA measurement sys-

tem, calibration is performed immediately before the measurement, and all calibration in-

formation (magnitude and phase of both the transmission characteristics and the reflection

characteristics) is used to correct for imperfections in the instrumentation and equipment.

The data collection is proceed as follows:

1. The SMART-80 tuner will be set to one of 50 positions.

2. The EUT test box tuner will be set to one of 50 positions.

3. The S21 coupling between the dual ridge antenna and the test-box measurement probe

will be collected from 1 GHz to 6 GHz over 1,601 steps.
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4. Steps 2 and 3 will be repeated until measurement at 50 test box tuner positions have

been completed.

5. Step 1 through 3 will be repeated until measurement at 50 SMART-80 tuner positions

has been completed.

4.2 Results and Analysis

4.2.1 Initial Statistical Analysis

The 2,550 samples at each frequency step were collected during each measurement

(external and internal stirring). There are two different situations in this scenario:

• Case 1: Fixed internal tuner position, rotating the external tuner positions.

• Case 2: Fixed external tuner position, rotating the internal tuner positions.
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AP2

Figure 4.6: Average S21 over 50 tuner positions from external stirring (case 1) with AP1,

AP2.
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The Equations 4.1 and 4.2 show cases 1 and 2 mathematically.

x(e) = |S21|i=1,....,50

∣∣∣
e
, (4.1)

x(i) = |S21|i
∣∣∣
e=1....50

, (4.2)

where e and i show external, internal tuner positions respectively.

Figures 4.6 shows the average S21 (the transmission response) over 50 external tuner

positions with AP1 and AP2. Additionally, it seems varying aperture shapes and dimen-

sions change the strengths and frequencies of the resonant responses. This can be seen at

low frequencies where the widths and strengths of the first resonance happen at 1.12 GHz

in AP1 and at 1.25 GHz in AP2. Notably, the mean of Rayleigh distribution is changed

in each frequency step, which is explained in detail in [40]. This means that there is a

Rayleigh distribution with a specific mean at each frequency step.

The overall behavior in two different apertures indicate that there are strong resonances

at the low frequencies. This happens since the largest apertures dimension is smaller than

a wavelength below 2 GHz in both cases. Additionally, as frequency increases resonant

frequencies ratios (from pick to null) decrease, specially above 4 GHz due to the aperture

dimensions (more clear in AP1 case). This means that the largest apertures dimension in

both scenarios (AP1 and AP2) is larger than a wavelength above 4 GHz, allowing energy

go inside the EUT enclosure easily.

Figure 4.7 shows the resonant reflection responses of the wire probe (average S22 over

50 external tuner positions) in the environment of the test enclosure while the front face is

covered with AP1 and AP2. This can be useful to understand the behavior of the straight

probe while the EUT box is covered with different apertures (effects of aperture resonance

on the wire probe). As can be seen more strong resonances exist around 5 GHz in both

cases. Figure 4.8 shows average S11 (reflection response of transmitter antenna) over 50

external tuner positions. As indicated, the resonant frequencies are the same for transmitter
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Figure 4.7: Average S22 over 50 tuner positions from external stirring (case 1) with AP1,

AP2.

antenna in both cases.

Initially, a goodness-of-fit test for Rayleigh distribution was applied on the data (cases 1

and 2) from the internal and external stirring. The AD test is applied with Stephen’s values,

since it focuses on the tails more than the other tests with small number of samples [37].

The parameter of Rayleigh distribution used in the AD test can be defined by applying the

concept of maximum likelihood in chapter 3. The estimated parameter θ̂ is defined by

using Equation 3.27.

The AD test is applied for the 50 measured samples which is related to the 50 tuner

positions at each frequency step for two mentioned different situations (cases 1 and 2).

The results within 99% confidence interval are shown in Figures 4.9 and 4.10 for AP1 and

AP2. Points below 0.01 indicate that the null hypothesis of magnitude samples following a

Rayleigh distribution was rejected for that particular frequency and wire-probe position at

a = 1% confidence level. Overall, the samples follows Rayleigh distribution with rejection
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rate of 8% in Figure 4.9, which is consistent with the results in [19].
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Figure 4.8: Average S11 over 50 tuner positions from external stirring (case 1) with AP1,

AP2.

This is higher than 1% which is expected for ideal reverberation chamber but the cham-

ber is not truly ideal here. However, for AP2 in low frequencies (below 2 GHz) the rejection

rate is high (around 60%). This is likely due to the aperture dimensions. The aperture di-

mension is smaller than a wavelength below 2 GHz. Thus, energy could not couple through

the aperture and the EUT box’s environment reached to the noise floor [40]. Notably, the

apertures are located at the center of the front face and effects of aperture’s location remains

a topic for future discussion.

Figure 4.10 shows the results for the internal rotation while the external tuner was fixed

(case 2) at first tuner position. As shown, the samples are not generally following Rayleigh

distribution. It seems that internal stirring inside the EUT box creates samples which follow

a new distribution (a non-Rayleigh distribution). However, the rejection rate for AP1 at

high frequencies is lower than the other scenario since both aperture dimensions are larger
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(a) Results from AP1.
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(b) Results from AP2.

Figure 4.9: Anderson-Darling test for Rayleigh distribution from external stirring (case 1)

inside the EUT box in the nested chamber.
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(a) Results from AP1.
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(b) Results from AP2.

Figure 4.10: Anderson-Darling test for Rayleigh distribution from internal stirring (case 2)

inside the EUT box in the nested chamber.
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than a wavelength at high frequencies [40]. The results in Figure 4.10 are consistent with

the results in He [3] who showed that the field coupled through a small aperture on a

straight wire probe in nested chambers does not follow Rayleigh distribution. However, the

research made use of mechanical and frequency stirring while we used only mechanical

stirring (external and internal).

4.2.2 The GEV Distribution Application

The maximum samples for all internal tuner positions (inside the enclosure) at a specific

frequency at each external stirring step (till full rotation) is:

X( f ,m) = {max[E( f ,m)]
∣∣∣
n=1....N

} (4.3)

where n = 1....N indicates that the maximum over internal tuner position is taken.

This process generates 2,500 samples in a specific frequency, which provide 50 maxi-

mum samples in this frequency. This resampling technique is called data blocking in [41].

In an under-moded regime, the environment is complicated due to a low number of modes

(there is complex coupling between incident energy and enclosure modes). Therefore, the

distribution becomes dependent on measurement location and a measurement at one lo-

cation in an under-moded regime is no longer representative of the statistical distribution

at another location. In that case, spatial sampling is suggested [38] from multiple probe

locations across a volume of the EUT in order to provide the more realistic estimation of

the GEV distribution and decrease uncertainty inside the EUT box. Since the box is in an

under-moded regime below 2.7 GHz, the measurement was repeated with AP1 and AP2

in four positions with distance larger than ∆x = λ
4 = 1.60 cm2 from each other (and from

the walls) [19]. In total 200 maximum samples are produced by using spatial sampling

and internal stirring. The GEV distribution can be applied at different frequencies. In this

work, f = 3.8 GHz (N ∼= 175, number of available modes), f = 4.53 GHz (N ∼= 301), and

2The distance was calculated from the larger wavelength in this measurement.
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f = 5 GHz (N ∼= 407) are chosen since the EUT box is in the over-moded regime at those

frequencies and f = 1.93 GHz (N ∼= 20) is chosen since the EUT box is in the under-moded

regime at this frequency.

As θ is a multidimensional variable for the GEV distribution, the standard deviation

of the unbiased estimated of θ̂ can be defined as a square root of variance of θ which can

be obtained from diagonal elements on the covariance matrix [42]. The covariance matrix

between N variables can be defined as:

cov(x) =



x2
1 x12 · · · x1N

x21 x2
2 · · · x2N

...
...

...
...

xN1 xN2 · · · x2
N


(4.4)

where x2
j =

1
N ∑N

i=1(xi j − x̄2
j) is the variance of the j-th variable, x2

jk =
1
N ∑N

i=1(xi j − x̄ j)(xik−

x̄k) is the covariance between j-th and k-th variables, and x̄ j =
1
N ∑N

i=1 x j. The confidence

interval is a type of interval estimation and consists of a range of values that act as good

estimates of the unknown population parameter and it can be calculated by using Equation

3.20.

4.2.3 The EUT box in Over-moded regime

The EUT box is in over-moded regime at frequencies over 2.7 GHz as described in

chapter 3. The GEV distribution is applied at frequencies 3.8 GHz, 4.53 GHz, and 5 GHz.

In this work, we consider the distribution for each frequency separately as maximum dis-

tribution at each frequency is the topic of interest. As described in chapter 3, the GEV

distribution has three different parameters, shape, scale and location that are needed to es-

timate. For this purpose, the maximum likelihood estimator was used to find the estimated

parameters using Equation 3.27 in each aperture case.

64



Table 4.3: Estimated GEV distribution parameters for f = 3.8 GHz

Aperture Parameters k̂ ŝ m̂

AP1

θ̂ −0.0766 0.3082 1.0938

C.I.(95%)
−0.1791 0.27573 1.0457

0.0259 0.3447 1.1419

σ 2
k̂

0.0027 3.0841e−4 6.0192e−4

AP2

θ̂ −0.2301 0.2280 0.6593

C.I.(95%)
−0.3326 0.2041 0.6239

−0.1275 0.2547 0.6947

σ 2
k̂

0.0027 1.6545e−4 3.2631e−4

Tables 4.3, 4.4, and 4.5 show the estimated parameters θ̂ = (k̂, ŝ, m̂) for all aperture

cases, the parameters within 95% confidence intervals, and the variances of each parameter

for mentioned frequencies. As indicated, all samples in all situations follow the r. Weibull

distribution which is an upper bounded distribution. This is consistent with the numerical

and theoretical results in [38] and [5]. However, hybrid stirring was used in [38], while

here only mechanical stirring and spatial sampling were applied. The estimated parameter

within the 95% confidence interval may include values below zero to above zero in AP1

case, which indicate the existence of the Gumbel distribution inside the nested chamber. In

addition, the estimated parameter (k) within 95% confidence interval follows the r. Weibull

distribution in AP2, which is due to small dimensions of the aperture that do not allow

coupling between two environments. The variance of the shape parameter is larger in all

cases with AP2 than AP1 due to small aperture dimension which make two environments

(inside and outside of the box) independent [3].
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Figure 4.11: GEV vs. test data at f = 3.8 GHz.
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Table 4.4: Estimated GEV distribution parameters for f = 4.53 GHz

Aperture Parameters k̂ ŝ m̂

AP1

θ̂ −0.0747 0.3016 1.1671

C.I.(95%)
−0.1730 0.2701 1.1202

0.0235 0.3368 0.2139

σ 2
k̂

0.0025 2.8805e−4 5.7105e−4

AP2

θ̂ −0.0899 0.2270 0.5655

C.I.(95%)
−0.1982 0.2027 0.5298

0.0185 0.2542 0.6011

σ 2
k̂

0.0031 1.7192e−4 3.3150e−4

Figures 4.11(a), 4.12(a), and 4.13(a) show cCDF plots (empirical and parametric mod-

els) and Figures 4.11(b), 4.12(b), and 4.13(b) show CDFs (empirical and parametric mod-

els). The prametrically distribution is computed by applying the estimated parameters (θ̂ )

from maximum likelihood estimator for all aperture dimensions. The results show a high

quality agreement between the mathematical and empirical (non-parametrically estimated

distributions) results.

The maximum samples S21 can be binned to a histogram, for comparison with the

ideal GEV distribution. Figures 4.11(c), 4.12(c), and 4.13(c) show histogram of the GEV

distribution (empirical) with arbitrary bin widths. Black and dark red lines show the para-

metric estimated PDFs by using each aperture’s dimension. As can be seen, there is a good

agreement between the smooth line and the bins. The mean of the GEV distribution at all

frequencies in AP1 is higher than AP2 due to large aperture dimension, which means more

energy goes inside the box for all cases with AP1 compared to AP2.
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Figure 4.12: GEV vs. test data at f = 4.53 GHz.
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Table 4.5: Estimated GEV distribution parameters for f = 5 GHz

Aperture Parameters k̂ ŝ m̂

AP1

θ̂ −0.1215 0.3083 1.1082

C.I.(95%)
−0.1934 0.2780 1.0616

−0.0495 0.3420 1.1548

σ 2
k̂

0.0013 2.6489e−4 5.6588e−47

AP2

θ̂ −0.0307 0.2131 0.6328

C.I.(95%)
−0.1304 0.1906 0.5996

−0.0690 0.2383 0.6659

σ 2
k̂

0.0026 1.4746e−48 2.8641e−4

Overall, the GEV distribution converged to the r. Weibull distribution at strongly over-

moded regime and aperture’s dimension is not critical. The r. Weibull distribution which

is known as an upper bounded distribution might be of interest in study of Electromagnetic

Probability-of-Effect Assessment Tool (EMPAT) [1]. The measured results are consistent

with previous measurement findings in terms of GEV distributions [38]. In this work, we

used the maximum likelihood estimator to estimate the parameters. However, in previ-

ous work the empirical average and standard deviation of maximum values (theoretical

expressions of the first and second central moment) was applied to estimate the parameters.

Additionally, the GEV distribution can also be applied when the chamber is not sufficiently

over-moded or not well stirred. This environment is called under-moded regime inside a

reverberation chamber. The GEV distribution will be applied at this environment at a spe-

cific frequency and the results in terms of CDF, cCDF and PDF will be presented at the

next section.
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Figure 4.13: GEV vs. test data at f = 5 GHz.

4.2.4 The EUT box in Under-moded regime

The EUT box is in under-moded regime at frequencies under 2.7 GHz as explained in

chapter 3. The GEV distribution is applied at frequency 1.93 GHz where a few modes exist
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(N ≃ 20 [43]).

Table 4.6: Estimated GEV distribution parameters for f = 1.93 GHz

Aperture Parameters k̂ ŝ m̂

AP1

θ̂ −0.0059 0.6712 1.3613

C.I.(95%)
−0.1153 0.5980 1.2556

0.1036 0.7533 1.4671

σ 2
k̂

0.0031 0.0016 0.0029

AP2

θ̂ 0.1973 0.0854 0.1839

C.I.(95%)
0.0778 0.0753 0.1704

0.3168 0.0969 0.1974

σ 2
k̂

0.0037 3.0232e−5 4.7703e−5

The maximum likelihood estimator was again used to find the estimated parameters

using Equation 3.27 in this case. Table 4.6 shows the estimated parameters θ̂ = (k̂, ŝ, m̂)

for all aperture cases, the parameters within 95% confidence intervals, and the variances of

each parameter for mentioned frequency.

As indicated, all samples in AP2 case followed the Fréchet distribution with a fat tail

ending, which is of an interest for EMC testing (predict higher field level) [1]. The esti-

mated parameter within the 95% confidence interval all include values above zero, which

shows that the value of k̂ has not change significantly at the under-moded regime. This

is consistent with the results in [41]. However, that works in [41] was emphasized under-

moded regime in both reverberant environment and the EUT box, while we focused only

on under-moded regime inside the EUT box. The results from AP1 case was differently

(followed the r. Weibull distribution) due to the large aperture dimensions. In other words,

the large aperture caused more energy from the reverberant environment goes inside the

EUT box and makes two environment (inside and outside the EUT box) dependent [3].

Therefore, aperture’s dimension has a critical role here.

Figures 4.14(a), 4.14(b) and 4.14(c) show the cCDF, CDF and PDF plots from para-
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metric and non-parametric results at f = 1.93 GHz. As shown, all plots have an excellent

agreement in each scenario and the results are within the confidence interval. Applying the

GEV distribution throughout the under-moded regime in AP2 case showed that the maxi-

mum samples followed the Fréchet distribution. Notably, at low frequencies where a few

modes exist, the GEV could not reasonably be applied.
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Figure 4.14: GEV vs. test data at f = 1.93 GHz.
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As shown in sections 4.2.3 and 4.2.4, when the reverberant environment moves from

an under-moded regime to over-moded regime, the GEV distribution switches from the

Fréchet to the r. Weilbull distribution, which includes the Gumbel distribution. This aligns

with the results in [38]. However, the results were presented in power while we focused on

the magnitude of electric field. Overall, all results indicate that different types of the GEV

distribution can be used inside the nested chamber and this might be interesting for EMV/C

testing. Additionally, by decreasing the frequency and moving towards the under-moded

regime, the variance of k parameters increase.

4.2.5 Uncertainty

This subsection relies heavily on the work of Tait et al. [43], and is included for com-

pleteness of the calculation of uncertainty. In this paper, mechanical stirring is used to mix

the modes supported within an over-moded cavity. Locating a tuner within the EUT box

generated a non-Rayleigh distribution. Since the parent distribution of the GEV estima-

tion is unknown, the uncertainties of the expected maximum field measurement cannot be

found analytically. However, since the GEV distribution is analogous to statistical transfer

function, shielding effectiveness estimation uncertainty found from the same samples is

considered here.. However, since the GEV distribution is analogous to statistical transfer

function and there is a finite number of mode-stirring samples, three different uncertainties

considered here. Notably, the addition of internal stirring to reverberation chamber testing

is useful because it adds more independent samples of the internal field distribution and

decreases the uncertainty in the field level measurements. The uncertainty due to internal

stirring and spatial sampling (which can be commonly used for EMC/V testing to increase

the number of samples) can be assessed by applying the central limit theorem to the samples

collected under internal mechanical stirring and spatial sampling with the external tuner in

a fixed position. As described in previous section, there are 200 samples (4 different probe

position) from spatial sampling and internal stirring.
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Figure 4.15: Standard deviation of |S21|max in a probe position. Red dash line shows the

general trend by varying standard deviation vs. frequency.

As described in previous section, there are 200 samples (4 different probe position)

from spatial sampling and internal stirring. The standard deviation of |S21|max in dB is [10]:

σ|S21|max(dB) = 20log
[

1+
σ|S21|max

< |S21|max >

]
. (4.5)

The uncertainty in the estimate of the mean of |S21|max using 50 samples taken with one

probe position can be found by applying the central limit theorem to Equation 4.5 and

replacing the numerator with
σ|S21|max√

N
, which gives [43]:

σ<|S21|max>(dB)∼= 20log

1+

σ|S21|max√
N

< |S21|max >

 . (4.6)

Figure 4.15 shows the uncertainty of 50 samples in one probe location. The values

range from around 0.25 dB to 1.45 dB, with a mean of approximately 0.45 dB. The range

and mean are nearly the same at all four probe positions. When the internal tuning and
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spatial sampling are used together to yield 200 independent samplings, equation 4.6 with

N = 200 gives a total uncertainty of 0.3 dB in the estimate of the mean of |S21|max when all

200 samples simultaneously. Notably, adding mechanical stirring within the EUT gives a

critical improvement in the uncertainty of the measurement of the internal field, but can not

remove it completely. This will be shown in chapter 6. Additionally, there are absolute un-

certainties in the measurement [43] within the EUT box when the internal tuner is included

which must be assessed. This will be a topic of future investigation.

4.2.6 Conclusion

The GEV distribution has three different parameters and this work has focused on the

shape parameter that can change the type of the distribution. The GEV distribution was

applied in scenarios that the parent distribution was unknown (non-Rayleigh distributed)

inside an unloaded EUT in order to model the maximum field level. The situations occurred

when mechanical tuning was applied to the EUT enclosure in both external and internal

stirring and there was no frequency stirring. Moving the tuner with certain steps inside

the enclosure effectively might lead to change in the configuration of the EUT itself in the

same way that frequency stirring can do statistically and is discussed [40]. In fact, adding

internal stirring fundamentally and statistically changes the operation of a reverberation

chamber test. Since there are conditions that the parent distribution is not clear and the

traditional method [13] is not useful, the GEV distribution is well suited. Notably, the

analysis here was experimentally based. The effects of differing numbers of samples [44]

or aperture locations other than centered on a EUT enclosure wall were not considered.

Also, the measurement probe was limited to a simple straight monopole. Measurement

with a long-wire probe that samples more of the EUT internal volume could potentially

lead to different results, particularly at low frequencies where the modal density within the

enclosure is low [43]. These effects will be examined in subsequent work.
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CHAPTER 5

VALIDATION OF THE GENERALIZED EXTREME VALUE DISTRIBUTION

INSIDE A LOADED CHAMBER

In this chapter, we will begin in section 5.1 with the description of a one-port technique

to measure the quality factor (Q) inside the EUT box, while it is loaded by absorbing ma-

terials. In section 5.2, the results of quality factor while EUT box is loaded is shown and

analyzed. Additionally, the GEV distribution is applied to model the maximum field level

when the EUT box is loaded, compared to the Bremner’s work in [4] which needs a high

quality factor. Additionally, Holloway et al. mentioned in [45] that the statistical descrip-

tion inside the reverberation chamber might change due to locating absorbing materials

inside a reverberation chamber. Therefore, the GEV distribution is required to be vali-

dated in the load EUT box. The results of applying the GEV distribution with unloaded vs.

loaded EUT box in AP1 case are shown and analyzed. Additionally, comparison between

unloaded and loaded EUT box is presented.

5.1 Quality Factor inside the EUT Box

5.1.1 Quality Factor Measurement

Quality factor (Q) is a critical parameter for reverberation chambers analysis, that de-

fines the available energy inside a reverberation chamber for a given input power. The

quality factor determines the available stored energy that interacts with the EUT and is

related to other test characteristics of the chamber such as build-up and decay times that

impact the time domain response. The same EUT cavity and tuner as described in chapter
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(a) Measurement set-up.

Top View
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Tuner

(b) Absorbing material location.

Figure 5.1: Quality factor Measurement cavity configuration with z-fold tuner. The ab-

sorber position is shown by the dashed line on the cavity floor.
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4 were used in this chapter. The internal dimensions of the cavity are too small to allow

the inclusion of two antennas that are well isolated in order to reduce direct coupling for

measurement. Instead the one-port time domain method of [46] was used. Notably, the

methodology was compared to modal curve fitting in [47] and the potential use and con-

sistency between two techniques are demonstrated. Use of a single antenna has the added

advantage that the cavity is less loaded by measurement ports and gives a better represen-

tation of the Q of the chamber alone [48]. The measurement was performed by placing a

VNA on the probe feed connector and measuring the S11 scattering parameter (or reflection

coefficient) at that port at discrete frequencies within the operating band across numerous

tuner positions. The VNA then synthesized the time-domain response of the reflection

from the frequency-domain S11 using a fast Fourier transform. A Kaiser-Bessel window

is applied to the frequency-domain spectrum to avoid replication of the signal. Once the

time-domain response has been found for each tuner position, they are all averaged across

tuner positions to give a mean chamber time-domain response. The decay time of the en-

ergy within the cavity represents a power-loss profile that can be used to find the Q. The

chamber time constant is calculated by using Equation 2.19 and Q is computed by using

Equation 2.20. In the results shown below, the mean chamber time-domain response was

found by averaging the time-domain S11 over 50 tuner positions. 1,601 frequency samples,

the maximum capability of the VNA, were used at each bandwidth considered so the fre-

quency sampling step is a function of the signal bandwidth. The center frequency was from

3 to 6 GHz in 1 GHz step, and the bandwidth was 1 GHz (as explained in chapter 3, the

EUT box is over-moded regime, at frequencies above 2.7 GHz).

The sampling step used in the frequency domain by the network analyzer at the greatest

bandwidth was

∆ f =
1×109

1600
= 0.625MHz, (5.1)
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which corresponds to a maximum response time of

1

∆ f
= 1.6 µs. (5.2)

The measurements were performed with the cavity both unloaded and loaded with an

absorbing material. Figure 5.1 shows the required setup to measure Q inside the EUT box.

The loading material used was a 10 cm by 10 cm by 0.25 cm section of ARC Technologies

model UD-11554 silicon rubber absorber. The materials were located at the corner of the

box in front of the tuner that as shown in Figure 5.1 and the measurements repeated for the

same center frequencies and bandwidth used for the unloaded cavity.

5.2 Results and Analysis

5.2.1 Quality Factor Measurement Results

The responses are plotted only to 300 ns for all center frequencies for ease of compari-

son.
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Figure 5.2: Measured mean chamber time-domain response for different center frequencies

when the cavity is unloaded.
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The pre-reverberant phase extends for approximately 30 ns in each case. The linear

regression fit to establish the chamber decay time was therefore applied to the range from

4 ns to 300 ns to ensure that the reverberant stage had been established. The linear fits

associated with each response are shown as the dashed lines. The responses with different

center frequencies (only linear response) are shown in Figure 5.2. Energy normalization in

the VNA processing algorithm explains the dependence on the overall level of the responses

on signal bandwidth. The overall level does not affect the decay rate or extracted Q so is

not compensated. The response levels are plotted as directly provided by the VNA.
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Figure 5.3: Measured mean chamber time-domain response for when the cavity is unloaded

and loaded at 6 GHz.

Figure 5.3 shows the comparison between time domain responses for both unloaded

and loaded EUT box at 6 GHz. The Q values found from each fit are summarized in Table

5.1. Notably, absorbing materials change the slope of time domain response and reduce the

quality factor inside the EUT box. This loading is representative of a moderately loaded

chamber to represent electronic devices inside the reverberant environment (loading the
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chamber). Standards recommend 12 dB of loading [10] to asses chamber performance

when expected loading due to an EUT is unknown. As can be seen, the Q was decreased

around 8 dB by locating UD material inside the box.

Table 5.1: Q factor as a function of center frequency for unloaded and loaded cavity.

Q(dB)
Center Frequency

3 GHz 4GHz 5 GHz 6 GHz

Unloaded 31.43 32.68 33.65 34.44

Loaded-UD 23.13 24.38 25.34 26.14

5.2.2 Statistical Analysis

The measurement in section 4.1 was repeated again to collect the samples with AP1

and AP2 while the EUT box is loaded. The GEV distribution is applied in the over-moded

and under-moded regimes to model the maximum distribution. Several different frequen-

cies are chosen in the under-moded and over-moded regimes in order to validate the GEV

distribution, while the EUT box has a low quality factor in AP1 and AP2 cases.

∆Q = Qunloaded −QLoaded ≈ 8 dB.

The methodology to calculated the quality factor that described in section 5.1 is only

valid at over-moded regime and non-linear (second-order polynomial) extrapolation was

used to estimate the quality factor value at the under-moded regime. The estimated parame-

ters tables and CDF and cCDF plots are shown in next section in order to compare unloaded

and loaded EUT box.

5.2.3 Unloaded EUT box vs. Loaded EUT box

The GEV distribution needs to be validated the maximum field in the cases that the

quality factor of the EUT box is decreased, since the other method [4] is only valid in
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unloaded EUT box. Validation of the GEV distribution was performed with both AP1 and

AP2 cases at frequencies 6 GHz, 5 GHz (extremely over-moded regime), and 1.93 GHz

(under-moded regime).

Tables 5.2 and 5.3 show the estimated shape parameter in each aperture case and com-

pare the values with unloaded EUT box scenario. As indicated, shape parameter in all cases

in AP1 case has a negative value which indicates the GEV distribution converges to the r.

Weibull distribution. This means that the large size of the aperture allows coupling between

two environments. However, the GEV distribution converges to the r. Weibull distribution

in over-moded regime in AP2 case and to the Fréchet distribution in under-moded regime

(positive value of shape parameter).

Table 5.2: k̂ value for AP1 case - unloaded vs. loaded.

Frequencies 6 GHz 5 GHz 1.93 GHz

Q(dB) 34.44 33.65 30.02

k̂- unloaded EUT −0.1561 −0.1215 −0.0059

Q(dB) 26.14 25.34 21.58

k̂- loaded EUT −0.0538 −0.0837 −0.0346

Table 5.3: k̂ value for AP2 case - unloaded vs. loaded.

Frequencies 6 GHz 5 GHz 1.93 GHz

Q(dB) 34.44 33.65 30.02

k̂- unloaded EUT −0.0328 −0.0307 0.1973

Q(dB) 26.14 25.34 21.58

k̂- loaded EUT −0.0036 −0.1338 0.1226
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Figure 5.4: GEV distribution-unloaded vs. loaded EUT box in AP1 case at f = 5 GHz.

In fact, Tables 5.2 and 5.3 suggest that the dimensions of the aperture in validation

of the GEV distribution is not critical at over-moded regime, despite of the amount of

available energy that exists inside the EUT box. In other words, it seems that the maximum

distribution converges to the r. Weibull distribution at over-moded regime regardless the

dimension of the aperture at the EUT box. However, the dimension of aperture has a key

role in under-moded regime. As can be seen, the results followed the r. Weibull distribution

in AP1 scenario due to the aperture’s dimension while converged to the Fréchet in AP2 case.

It seems more energy goes inside the EUT box in AP1 scenario despite the UD material

absorb a specific amount of the energy. Overall, a small aperture makes two environments

inside and outside the EUT box independent [3] and the maximum field level converges to

the Fréchet distribution which is consistent with the results in chapter 4. Figure 5.4 shows

the cCDF, CDF of the GEV distribution for the mentioned frequencies at AP1 case. It can

be seen that, the parametric and non-parametric results are fitted very well. The samples

in unloaded AP1 case have a larger mean than the samples from loaded AP1 case due to
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the locating absorbing materials inside the EUT box, which cause energy absorbs before

coupling on the straight wire probe from the aperture.
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Figure 5.5: GEV distribution-unloaded vs. loaded EUT box in AP1 case at f = 1.93 GHz.

In under-moded operation, standard deviation from the ideal field is large which leads

a significant effect on the statistical description inside reverberant environment. Therefore,

the GEV distribution is a useful method to predict the field level directly at under-moded

regime. The GEV distribution was applied for unloaded EUT box at under-moded regime

in section 4.2.4. In order to complete the validation of the GEV distribution, the distribution

is used to model the maximum level at under-moded regime with the loaded EUT box. As

indicated, the GEV distribution converges to the r. Weibull distribution in AP1 case either

(the EUT box is unloaded or loaded) due to the big aperture dimension (the SMART-80 is

in over-moded regime) as indicated in Table 5.3. Additionally, the cCDF plot at frequencies

6 GHz with both AP1 and AP2 cases are shown in Figure 5.6. As can be seen the results

with AP1 have a larger mean compared to AP2 results due to the aperture’s dimension.

Overall, though locating absorbing materials could affect on the amount of available
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Figure 5.6: GEV distribution by applying maximum likelihood estimator with AP1 vs. AP2

at frequency 6 GHz.

energy and also change the performance of a reverberation chamber, the GEV distribution

has a good agreement in both apertures’ scenario. Notably, UD material is a Silicon rubber

family material that has different permittivity and permeability at each frequency. This

means that the material behaves differently at each frequency and that is not considered

here. Responses with non-magnetic foam absorber loading are visibly more linear [29].

This effect will be further studied in later work.

5.3 Conclusion

In this chapter, we validated experimentally the GEV distribution while the quality

factor of the EUT box was decreased by locating absorbing material. The Q of the enclosure

box was measured by using one port technique method. The CDFs and cCDFs plot was

shown for each situation. Overall, the results had a good agreement while the method

in [4] is not able to predict the maximum field by low quality factor. Additionally, it
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seems that k parameter would be larger at the under-moded regime when the EUT enclosure

was unloaded which lead to a fatter tail [5]. Notably, we concentrated at AP2 case at

the under-moded regime due to the shape and dimension of the aperture. However, the

reverberant environment was at over-moded regime at all of the measurements and the

aperture dimension was a critical parameter to transfer energy inside the EUT box. The

conditions that the SMART-80 (below 80 MHz) works at the under-moded regime remains

a topic for future discussion.
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CHAPTER 6

ESTIMATION OF REQUIRED ABSORBING MATERIAL DIMENSION INSIDE

METAL CAVITIES

Generally, a random dimension or random number of absorbers is used inside an en-

closure to see how much absorption can be reached [28] as we did in chapter 5. If the

absorption is insufficient, the dimensions of the absorbers is decreased or increased ran-

domly to earn the required Q inside the enclosure. Performing all of the measurements

or the simulations is time consuming, and expensive, and they need to be verified in var-

ious aspects. As an alternative to this approach, we propose to collet experimental data,

including Q values, for a variety of absorber materials and dimensions. We will then train

a neural network to interact the process. In this chapter, we used multi layers perceptron

(MLP) as function approximators to estimate the dimension of materials to have a specific

Q inside a small cavity. The MLPs were trained to minimize the mean square error between

the network output (estimated absorber dimension) and target outputs (measured absorber

dimension), which were collected from experiments. 1

6.1 Important Parameters Which Effect Quality Factor

There are various parameters that can effect the Q factor of a chamber. In this sec-

tion, we explain some of the parameters that are used in the multi layer perceptron (MLP).

Absorbing materials that have different properties can change amount of available energy

1This chapter was presented under the title “Estimation of Required Absorbing Material Dimensions in-

side Metal Cavities Using Neural Networks”, N. Nourshamsi, M.T. Hagan, C.F. Bunting, IEEE EMC Symp.,

2017 [49].
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inside the cavity.

Absorbing materials can be recognized by their permittivity and permeability. Permit-

tivity describes the interaction of a material with an electric field, while permeability de-

scribes the interaction of a material with a magnetic field. These properties are helpful in

understanding why the material behaves differently at various frequencies. In addition, per-

meability and permittivity of materials change with frequencies [10]. Their measurement

can be performed by locating materials inside a waveguide and using a transmission line to

measure the reflection and transmission coefficient [50]. Permittivity (ε), and permeability

(µ) have real (related to the stored energy within the medium) and imaginary (related to the

dissipation of energy within the medium) parts [50]:

ε = ε ′− jε ′′, (6.1)

µ = µ ′− jµ ′′, (6.2)

Relative permittivity and permeability are defined [50]:

εr =
ε
ε0
, (6.3)

µr =
µ
µ0

, (6.4)

where ε0 and µ0 are permittivity and permeability of free space. In addition, the dimension

of the absorbing materials affects the quality factor of the chamber. It has been shown [29]

that increasing the size of absorbing sheets inside the chamber can decrease the quality

factor.

There are also other parameters that can affect the quality factor, such as aperture di-

mension, number of apertures and the position of materials that are not considered in this

problem. Figure 6.1 shows the inputs and outputs of the network.
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Figure 6.1: Inputs and outputs of the network.

6.2 Case Study

In this section, we describe a case study in order to understand a function approximation

problem. “Function approximation can be defined as a mapping between a set of input

variables and a corresponding set of output variables” such as estimating the acceptance of

loan, based on salary, house rent and available credits [7]. In this case study, we consider

a smart sensor system that decreases the voltage of the solar cells by increasing shadow.

Figure 6.2 shows the description of the sensor.

y
Figure 6.2: Position Sensor Arrangement [7].
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y

Figure 6.3: Example Solar Cell Outputs vs. Object Position [7].

As shown in Figure 6.3 when position y increases, the voltages v1 and v2 decrease

respectively. Therefore, the goal is to estimate the object position by knowing the voltages

v1 and v2. This is obviously a nonlinear problem, and a multilayer network will be used to

find the function. The input vector for network can be defined the solar cell voltages:

P =

 v1

v2

 , (6.5)

and the target will be ball position

t = y. (6.6)

Notably, this can be defined as a classic function approximation problem due to computing

the inverse of a function.

6.3 Neural Network

In this section, a brief introduction to neural networks and its application in different

fields. Neural Networks have diverse applications, such as fitting, pattern recognition, clus-

tering. In this section, we concentrate on the most common neural network architecture:

90



the multi-layer perceptron and its application to function fitting. Overall, the quality factor

of a chamber is a function of the dimension of absorbing materials, the location, frequency

range, number of apertures, size and shape of aperture and properties of materials, but for

this work the input are limited to quality factor reduction, frequency, permeability, permit-

tivity, and dimensions of absorbing materials.

The input to the network is:

P =



∆Q

F

ε ′r

ε ′′r

µ ′
r

µ ′′
r


(6.7)

where ∆Q = Qempty −Qloaded , Qempty is the Q for the empty enclosure and Qloaded is the Q

for the enclosure with the absorbing material. In the next sections, the multi-layer percep-

tron neural network and how it can be used to approximate a function will be introduced.

6.3.1 Single-Input Neuron

Firstly, a single neuron is introduced, which can be useful to understand the multi-layers

of the network. A single input neuron is shown in Figure 6.4. As we can see, the scalar

input p is multiplied by a scalar weight w and then summed with a bias b to determine

the output n which is referred to as the net input and goes to the transfer function f which

produces the neuron output a [7].

Therefore, the neuron output is calculated as:

a = f (wp+b). (6.8)

where w,b are both adjustable parameters of the neuron.
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Figure 6.4: Single-Input Neuron [7].

6.3.2 Transfer Functions

The transfer function will be chosen to satisfy the specification of the problem that the

neuron tries to solve. A transfer function can be a linear or a nonlinear function of n. Since

the problem is nonlinear here, the Hyperbolic Tangent Sigmoid is chosen. This transfer

function takes the input and the out put will be between −1 and 1.

+1

-1

a

n
0

Figure 6.5: a = tansig(n).

a =
en − e−n

en + e−n . (6.9)

The Equation 6.9 shows the input and output relation of this function and Figure 6.5

shows the the graph of this function.
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6.3.3 Multiple-Input Neuron

Generally, a neuron can have several inputs. The inputs p1, p2, ...., pR have the cor-

responded weights w1,1,w1,2....,w1,R of the weight matrix W. Figure 6.6 shows the archi-

tecture of a neuron with R inputs in matrix form. Therefore, n = w1,1 p1 +w1,2 p2 + ...+

w1,R pR +b. Here p is a vector with length R (R×1) and W is a 1×R matrix.

  
  
  
  

  
  

  
  

R

p
p

1 R

R

b

n b Wp
a

Figure 6.6: Neuron with R inputs [7].

The scalar neuron output is a f (n). Notably only one neuron, with many inputs, is not

sufficient to approximate the function. Figure 6.7 shows a network with S neurons and R

inputs.

The input vector elements which enter to the network with S neurons will be multiplied

by the weight matrix W:

W =



w1,1 w1,2 · · · w1,R

w2,1 w2,2 · · · w2,R

...
...

...
...

wS,1 wS,2 · · · wS,R


(6.10)
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Figure 6.7: Layer of S Neurons [7].

6.3.4 Multiple Layers of Neurons

When the unknown function is not linear, more than one layer in the network is needed.

Therefore, multiple layers of neurons are used. In the multiple layers network, each layer

has a weight matrix W, bias vector b, net input vector n, and output vector a. Therefore,

the weight matrix for the first layer is presented as W1 and for the second layer is written

as W2. The last layer is called an output layer and the other layers are called hidden layers.

Figure 6.8 shows a network with three layers. There are two hidden layers (layer 1 and 2)

and an output layer (layer 3). The output of the third layer is defined :

a3 = f3(W3f2(W2f1(W1p+b1)+b2)+b3).

6.3.5 Backpropagation

As shown in section 6.3.4, the output of each layer is the input of the next layer. The

general equation which describes the forward calculation of layer M (last layer) is in Equa-

tion 6.11.
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Figure 6.8: Three-layer Network [7].

am+1 = fm+1(Wm+1 × (am+1 +bm+1)) (6.11)

Where m = 0,1, ...M−1. The neurons in the first layer receive external inputs:

a0 = p, (6.12)

and the outputs of the neurons in the last layer are considered the network outputs:

a = aM. (6.13)

The multi-layer network is well known as a universal approximator. A procedure for

adjusting the weights and biases of a network (also called a training algorithm) to have the

best approximate function is an important key that will be discussed in this section. In many

Neural Network applications, training set consists of a set of Q input vectors [p1, p2, ....pq]

and corresponding target vectors [t1, t2, ....tq]. The training rules are used for adjusting
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weights and biases when there are some targets are called Supervised Rules. However,

there are some applications that the target is unknown such as recurrent network.

In this section, we introduced the back propagation algorithm which is an efficient way

to calculate the gradient of the performance function with respect to the weight and biases

of the network, which is needed for network training.

6.3.5.1 Backpropagation Algorithm

Optimization is one of the fundamental concepts that needs to be explained before de-

scribing the details of the backpropagation algorithm. Generally, optimization is a way

to find the value of x to minimize F(x). In order to minimize F(x), the derivative of

F(x)(gradient) should be negative which means function decreases to find a minimum [7].

F(xk+1) = F(xk +∆xk)≈ F(xk)+gT
k ∆xk, (6.14)

where gk defined as gradient of F(x) in xk. In order to find minimize of a function, we

should update the xk+1 in each iteration by equation:

xk+1 = xk −αkpk. (6.15)

Therefore, a steepest descent is a common optimization method, which can be used in

training algorithm. Steepest descent defines when pk =−gk. Steepest descent can find a

local minion if the value of α is enough small. However, there are some other optimization

methods which can be used as well. When we used several layers with multiple neurons

in each layer (defines as Multi-layer Perceptron or MLP) which are shown in Figure 6.8,

the output of each layer is input of the next layer this network can be used as function ap-

proximator because there are not any feedback delays on that. For training a network with

steepest descent algorithm, we assume a network with a set of inputs and target outputs

[(p1, t1),(p2, t2),(p3, t3), ....,(pQ, tQ)]. The network trained untill the sum square errors
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between the targets and the outputs minimize (converges to a local minimum of the perfor-

mance function). Equation 6.16 shows the sum square error where x is a vector of weights

and biases of the network.

F(x) =
Q

∑
q=1

∥eq∥2 =
Q

∑
q=1

∥tq −aq∥2 =
Q

∑
q=1

(tq −aq)
T (tq −aq) =

Q

∑
q=1

Fq(x). (6.16)

The gradient of F(x) with respect to weights and biases ∂Fq
∂wm

i, j
and ∂ Fq

∂bm
i

need to be calcu-

lated by applying chain rules because of indirect relationship between weights and biases

in the hidden layers. Equations 6.17 and 6.18 show the calculus of these derivatives:

∂Fq

∂wm
i, j

=
∂Fq

∂nm
i
×

∂nm
i

∂wm
i, j
, (6.17)

∂Fq

∂bm
i
=

∂Fq

∂nm
i
×

∂nm
i

∂bm
i
. (6.18)

The first term in Equations 6.17 and 6.18 defines as a sensitivity sm
i ≡ ∂Fq

∂nm
i

. In addition,

the derivatives can be calculated as:

∂Fq

∂wm
i, j

= sm
i am−1

j , (6.19)

∂Fq

∂bm
i
= sm

i . (6.20)

The sensitivity at layer m should be calculated from the sensitivity at layer m+1. There-

fore, we need to use another chain rule in order to calculate sm. The relationship between

two sensitivities can be defined by the Jacobian matrix.

∂nm+1

∂nm ≡



∂nm+1
1

∂nm
1

∂nm+1
1

∂nm
2

· · · ∂nm+1
1

∂nm
Sm

∂nm+1
2

∂nm
1

∂nm+1
2

∂nm
2

· · · ∂nm+1
2

∂nm
Sm

...
...

...
∂nm+1

Sm+1
∂nm

1

∂nm+1
Sm+1

∂nm
2

· · ·
∂nm+1

Sm+1
∂nm

Sm


, (6.21)
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∂nm+1
i

∂nm
j

=
∂ (∑sm

l=1 wm+1
i,l am

l +bm+1
i )

∂nm
j

= wm+1
i, j

∂am
j

∂nm
j

(6.22)

= wm+1
i, j

∂ f n(nm
j )

∂nm
j

= wm+1
i, j ḟ m(nm

j ).

Therefore, the sensitivity can be calculated as:

sm =
∂ F̂
∂nm = (

∂nm+1

∂nm )T ∂ F̂
∂nm+1 = Ḟm

(nm)(Wm+1)T ∂ F̂
∂nm+1 (6.23)

= Ḟm
(nm)(Wm+1)T sm+1.

After calculating the sensitivities, we need to calculate the gradient by using Equations

6.19, 6.20 and then, the weights and biases updated by using steepest descent algorithm

(Equation 6.15). However, the steepest descent algorithm is slow in finding a global min-

imum. Therefore, we present a faster algorithm Levenberg-Marquardt (LM) algorithm to

save time in the computation. LM algorithm is related to [7] Newton’s method. Therefore,

we start to describe briefly about Newton’s method and then explain LM algorithm. The

update equation in Newton method is:

xk+1 = xk −A−1
k gk, (6.24)

where Ak is a Hessian matrix and gk is a gradient where the sum square error is:

F(x) =
N

∑
i=1

e2
i (x) = eT (x)e(x), (6.25)

and the gradient

∇F(x) = 2JT (x)e(x). (6.26)

The Jacobian matrix is defined as:
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J(x) =



∂e1(x)
∂x1

∂ e1(x)
∂x2

· · · ∂e1(x)
∂xn

∂e2(x)
∂x1

∂ e2(x)
∂x2

· · · ∂e2(x)
∂xn

...
...

...

∂eN(x)
∂x1

∂ eN(x)
∂x2

· · · ∂eN(x)
∂xn


. (6.27)

The Hessian matrix can be defined as:

∇2F(x) = 2JT (x)J(x)+2S(x), (6.28)

and

S(x) =
N

∑
i=1

ei(x)∇2ei(x). (6.29)

If S(x) is assumed small, the Hessain matrix can be written as:

∇2F(x) = 2JT (x)J(x), (6.30)

Therefore, we can define Newton method update equation by substituting equations

6.26 and 6.30 into equation 6.24 as:

xk+1 = xk − [JT (xk)J(xk)]
−1JT (xk)e(xk). (6.31)

The only problem in this method is the matrix H = JT J sometimes is not invertible.

This problem can be addressed by a small modification to approximate the Hessian matrix:

G = H+µI, (6.32)

The Levenberg-Marquardt algorithm [7] can be defined as:
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(a) Approximation by 1-2-1 network [7]. (b) Approximation by 1-9-1 network [7].

Figure 6.9: Effects of number of parameters in function approximation.

∆xk =−
[
JT (xk)J(xk)+µkI

]−1 JT (xk)e(xk). (6.33)

The important characterization of the LM algorithm is when µk becomes large (less

than 1010 [7]), it becomes effectively steepest descent with a small learning rate. In this

way, F(x) definitely decreases if µ is made large enough. In the next section, we will

explain another problem (overfitting) that network can de faced during training the weights

and biases.

6.3.6 Generalization

In most cases the multilayer network is trained with a finite number of examples of

proper network behavior with Q of inputs and targets. This training set is normally rep-

resentative of a much larger class of possible input/output pairs. It is important that the

network generalize what it has learned from the total population. For a network to be able

to generalize, it should have fewer parameters than data points in the training set. Therefore,

we need to choose a network which is fitted to the problem.

If we use a bigger network (more number of layers), we will have overfitting. We

explain the overfitting by an example of a network with two layers. Figure 6.9(a) shows the

response of a network with two neurons in the first layer and one neuron in the second layer
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to an input (1-2-1) and Figure 6.9(b) shows the response of a network with nine neurons

in the first layer and one neuron in the second layer (1-9-1). Each + marks a point from

training set.

It can be seen that the network in Figure 6.9(a) has accurate results in approximating

the function while the network in Figure 6.9(b) fits the training points but does not have

an accurate response for data outside the training set. This network does not generalize

well. In order to improve generalization, we attempt to restrict the magnitude of weights

by using Regularization.

6.3.6.1 Regularization

Regularization is used to avoid overfitting the network [51]. For this method, we modify

the sum squared error performance index Equation 6.34 and add a term which forces the

approximated function to be smooth.

F(x) = ED =
Q

∑
q=1

(tq − eT
q )(tq − eq). (6.34)

The Regularized performance index can be written as follows:

F(x) = αED +βEw = β
Q

∑
q=1

(tq − eT
q )(tq − eq)+α

n

∑
i=1

x2
i , (6.35)

Where the ratio α
β controls the effective complexity of the network solution. The larger

this ratio is, the smoother the network response. There are several methods which can be

used in selection of the regularization parameter, but we focus on a Bayesian statistical

framework. This framework starts with assumption that the network weights are random

variables. In addition, it is necessary to calculate the Hessian matrix of F(x) at the minimum

point. We applied the Gauss-Newton approximation to calculate Hessian matrix and used

LM optimization to locate the minimum point. The steps of the Baysian Regularization

Algorithm are as follows [52]:
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1− Initialize α , β and the weights. The weights are initialized randomly, then ED and

Ew are computed. Set γ = n and compute α ,β using following equations:

αMP =
γ

2Ew(xMP)
, (6.36)

β MP =
N − γ

2ED(xMP)
. (6.37)

2− Take one step of the Levenberg-Marquardt algorithm toward minimizing the objec-

tive function F(x) = αED +βEw.

3− Compute the effective number of parameters γ = n−2αtr(H−1) which shows the

effective number of weights and biases that we used in training of network, making use of

the Gauss- Newton approximation to the Hessian available in LM training algorithm:

H = ∇2F(x) ≈ 2βJT J+2αIn, (6.38)

4− Compute new estimates for the regularization parameters α , β from Equation 6.36

and Equation 6.37.

5− Now iterate steps 2 through 4 until convergence.

This algorithm can help us to improve generalization in the network.

6.3.6.2 Committee of Networks

It has been shown that the performance achieved by a single neural network can be

improved by using a committee of networks (also is called a group of networks) . Each

network in the committee is trained with a slightly different training/testing division of

the data. Also, each network is trained with different random initial weights. After the

networks have been trained, the same input is applied to each network in the committee,

and the outputs of all of the networks are averaged together to form the committee response

[53].
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The number of networks (Nn ) and the number of neurons used in the hidden layer of

the network (S1) are architecture settings that need to be determined through experiment.

In the results section of the work we will describe the process of selecting Nn and S1.

6.3.7 Monte Carlo cross-validation

The performance of a network, or a committee of networks, can be sensitive to the data

division process. In order to better understand the robustness of the network and to develop

confidence bounds on future network performance, we use Monte Carlo cross-validation.

This method involves two sets of data divisions. First, 15% of the full original data set

is randomly removed. The remaining data is used to create a committee of networks, as

described in the previous section, where a further division of the data occurs for each com-

mittee member. After a committee is formed, the Root Mean Square Error (RMSE) and

the Percent Error (PE) for the committee are computed on the 15% of the data that was

originally removed. This process is repeated for a specified number of Monte Carlo trials,

with data replaced after each selection. For our tests, 100 Monte Carlo trials were used.

After the Monte Carlo trials are complete, the mean and standard deviation of RMSE

and PE can be computed (in addition to the R value). In this way, we can learn not only

what level of error we can expect in the future, but also how much variation there will be.

It would not be appropriate for any nonlinear regression application to report only a single

accuracy level. Because results are very data dependent, it is important to provide error

bars on any reported results.

Notably, that the 15% of the data that is randomly removed at each Monte Carlo trial is

not used for training any of the committee members during that trial.

6.4 Results and Analysis

In this section, we train a committee of networks using Bayesian Regularization to find

how much absorbing material should be used to produce a specific quality factor in a cavity
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Figure 6.10: Topview of material spacing.

at different frequency bandwidths. Quality factor (Q) is measured by applying one port

technique [10] and [23].

The dimension of the enclosure for our experiments is 0.25× 0.15×0.3 m3. A z-fold

tuner was used to stir the fields as described in chapter 4. Figures 5.1 and 6.10 show the

test configuration and material spacing respectively. The reverberant environment starts

with frequencies no lower than triple the cut-off frequency [10], which is 3 GHz for this

enclosure. We chose center frequencies from 5.5 GHz to 11 GHz (in steps of 500 MHz)

to be sure the cavity is over-moded. All measurements were performed using only one

monopole antenna due to small dimension of the cavity [46].

We selected 10 different materials, which were all members of the silicon rubber family.

The materials were cut in rectangular parallel piped sections and placed in the center of the

cavity. We measured the time domain S11 at 50 tuner positions and calculated Q. The VNA

collected 1,601 data samples in each tuner position.

Table 6.1 shows the ranges of all input and output data that are provided from ARC

Technology Co. As can be seen, 12 different frequencies were used, and ∆Q ranged from

around 1 dB to 14.5 dB. The material thickness has a small range, but the surface area range

is more significant. We used 55 different surface areas and 25 different thicknesses. Some

of the dimensions were the same for several materials. As shown in the table by having
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Table 6.1: Range of Input/ Output data

Input/Output Range

Frequency 5.5 to 11 (GHz) (step 500 MHz)

∆Q 0.9958 to 14.36 (dB)

ε ′r 9.9880 to 308.9860

ε ′′r 0.0567 to 51.5450

µ ′
r 0.0870 to 2.7936

µ ′′
r 0.1040 to 2.8007

Thickness of materials 0.254 to 4.4 (mm)

Surface area of materials 4200 to 51300 (mm2)

frequency, type of material and ∆Q, approximated function should be able to estimate the

required surface and thickness of the material. We considered two options for estimating

the appropriate material thickness and surface area. The first option was to use one com-

mittee, with two outputs, to estimate both thickness and surface area simultaneously. The

second option was to use two different committees -one to estimate thickness, and the other

to estimate surface area. For this work, we chose the two-layer network shown in Figure

6.11. Initial testing demonstrated that we could achieve more accurate results by using two

committees. The results summarized below were all for the two-committee solution. There

are two committee settings that need to be determined through experiment: the number of

networks in the committee, Nn, and the number of neurons in the first layer of the networks,

S1. In our experiments, we tested 10, 20 and 100 as values for Nn and 5, 10, 15 and 20 as

values for S1.

Tables 6.2 to 6.7 show the results for surface area and thickness estimation with all

combinations of these values for Nn and S1. The first column shows the number of commit-

tee members. The second column shows the number of neurons in the hidden (first) layer.
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Figure 6.11: Two layer Network.

The next two columns show the average and standard deviation of the Percent Error on the

testing sets over the 100 Monte Carlo trials. Finally, the last two columns show the average

and standard deviation of the Root Mean Squared Error (RMSE) on the testing sets. Recall

that the testing sets were not used in training any of the networks on the committee they

were used to test.

Equation 6.39 shows how the RMSE was computed for the test set.

F(x) =

√√√√ 1
M

M

∑
q=1

(tq −aq)2, (6.39)

The chosen materials are from Laird and Arc Technology company with different proper-

ties. But, all of them are members of the silicon rubber group. The materials were cut in

rectangular cube or square cube and placed in the center in the bottom of the cavity.

The inputs of each network include frequency range, delta quality factor and properties

of materials, and the targets include surface and thickness of materials (one network for

each). Because neural network results can be sensitive to the training set, we used Monte

Carlo cross-validation to develop confidence levels on the results. For each Monte Carlo

trial, 15% of the data was removed for testing. Then, for each network in the committee

85% of remaining data was randomly selected for training. Each committee member was

trained with a slightly different data set and different initial weights. After each committee
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Table 6.2: Surface result with 10 network committee

Number of

Neurons in

Hidden layer

Averaged

testing

Error(%)

Std.(%)
Averaged

testing RMSE
Std. RMSE

5 2.5252 1.4774 3.3E-3 3.02E-4

7 2.7191 1.6038 3.3E-3 2.83E-4

10 2.3366 1.5056 3.1E-3 2.95E-4

15 1.9906 1.4201 3.0E-3 2.73E-4

20 2.1982 1.3804 3.1E-3 2.96E-4

Table 6.3: Surface result with 20 network committee

Number of

Neurons in

Hidden layer

Averaged

testing

Error(%)

Std.(%)
Averaged

testing RMSE
Std. RMSE

5 2.7995 1.4129 3.3E-3 2.46E-04

7 2.4708 1.4626 3.3E-3 2.74E-04

10 2.5488 1.5156 3.2E-3 3.30E-04

15 1.9819 1.2976 3.0E-3 5.66E-04

20 1.8639 1.2241 3.0E-3 2.89E-04

was formed, errors were computed on the test set, which was not in the training process. We

decided to use two individual networks one for surface and one for thickness. Tables 6.2 to

6.4 show the results for surface networks. The results are based on 100 monte carlo trails

and 10, 20 and 100 networks per committee in each trial. The columns shows the number

of neurons in the hidden layer (we have only two layers), percent error, standard deviation

of percent error, root mean square error (RMSE) and standard deviation of RMSE.

For the network that predicts surface area, the best results are obtained with committees

of 20 networks with 15 or 20 neurons in the hidden layer. The average percent error is

about 2%, and the average R value is about 0.97. Tables 6.5 to 6.7 show the results for the

networks that predict thickness. The best results for this case are found with 100 network
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Table 6.4: Surface result with 100 network committee

Number of

Neurons in

Hidden layer

Averaged

testing

Error(%)

Std.(%)
Averaged

testing RMSE
Std. RMSE

5 2.6766 1.4346 3.3E-3 2.55E-04

7 2.5830 1.5841 3.3E-3 2.82E-04

10 2.1383 1.2884 3.1E-3 2.80E-04

15 2.2102 1.3381 3.0E-3 2.55E-04

20 2.0635 1.3632 3.0E-3 2.91E-04

Table 6.5: Thickness result with 10 network committee

Number of

Neurons in

Hidden layer

Averaged

testing

Error(%)

Std.(%)
Averaged

testing RMSE
Std. RMSE

5 10.201 4.3022 6.23E-04 6.79E-05

7 9.5660 3.8883 6.22E-04 7.60E-05

10 8.7619 4.5259 6.16E-04 7.11E-05

15 8.9555 4.7050 6.13E-04 7.24E-05

20 9.4179 4.7679 6.13E-04 7.90E-05

Table 6.6: Thickness result with 20 network committee

Number of

Neurons in

Hidden layer

Averaged

testing

Error(%)

Std.(%)
Averaged

testing RMSE
Std. RMSE

5 9.4903 3.6876 6.30E-04 7.61E-05

7 8.8649 3.8229 6.11E-04 7.44E-05

10 8.8964 4.0517 6.33E-04 6.93E-05

15 8.6038 4.3529 6.27E-04 7.27E-05

20 9.3375 4.2974 6.18E-04 7.08E-05
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Table 6.7: Thickness result with 100 network committee

Number of

Neurons in

Hidden layer

Averaged

testing

Error(%)

Std.(%)
Averaged

testing RMSE
Std. RMSE

5 9.2459 4.6125 6.23E-04 6.74E-05

7 8.6516 4.2756 6.21E-04 7.16E-05

10 9.3128 4.1685 6.22E-04 6.77E-05

15 8.3594 4.1575 6.07E-04 6.94E-05

20 8.1132 4.4948 6.22E-04 7.90E-05

committees and 20 neurons in the hidden layer. The average percent error is about 8%, and

the R value between network outputs and targets is about 0.85.

The best results in surface network is for a network which has 20 networks per commit-

tee and 15 and 20 neurons in the hidden layers. In thickness networks, the best results is

for 100 network per committee with 20 neurons in the hidden layer.

6.5 Conclusion

We used committees of neural networks to estimate the required surface area and thick-

ness of absorbing materials to achieve a specific quality factor inside a reverberation cham-

ber. The networks used in the committees were two layer perceptron networks with hyper-

bolic tangent transfer functions in the first layer and linear transfer functions in the second

layer. The individual networks were trained with Bayesian regularization to prevent over-

fitting. Monte Carlo cross-validation was used to investigate the robustness of the methods,

and to provide error bars on the performance results. Separate committees were trained to

estimate required surface area and thickness. Experiments were performed to determine

the appropriate number of networks to use for each committee and the appropriate number

of neurons to use in the hidden layer of each network. The testing results show that we can

consistently achieve a less than 2% error on the required surface error and a less than 10%
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error on the required thickness. To achieve improved results on thickness estimation, we

need to collect more data at a finer thickness resolution. It should be noted that the trained

neural network can be used to determine absorber dimensions for Q values that are not con-

tained in the measured data. This means that the network interpolates between measured

values.
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CHAPTER 7

THE GENERALIZED EXTREME VALUE DISTRIBUTION vs.

REVERBERATION CHAMBERS’ CHARACTERISTIC

In this chapter, we will begin in section 7.1 with a description of uniformity, using

mean and standard deviation. The uniformity inside the reverberation chamber is analyzed

by varying shape parameter (k) of the GEV distribution. The methodology to calculate the

number of independent samples while the chamber is either unloaded or loaded is described

and shown in section 7.2. In addition, the number of independent samples is assessed for

various center frequencies. Finally, the comparison between the GEV distribution and the

traditional method is shown in section 7.3. The advantages and disadvantages of both

methods are discussed.

7.1 Statistical Description of The Uniformity Quantity

The field uniformity is another important factor inside a reverberation chamber that

needs to be studied when we focus on the EM field inside a reverberation chamber. The

field uniformity is useful to see if the reverberant environment is isotropic and homoge-

nous [10]. The typical experimental method in the calculation of the uniformity has been

shown in [10] and [14]. The uniformity can be computed in calibration process, by the mea-

suring field in one component for eight different locations inside a reverberation chamber.

In addition, Orjubin [14] showed the uniformity inside a reverberation chamber by using

FEM method (numerical simulation). Uniformity can be estimated by S, the second-order

characterization (mean value and variance), [14], which can be defined as:
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Figure 7.1: S statistics for a maximum field modeled by the GEV distribution. The vertical

blue line shows extreme S and the dash line shows asymptotic S value.

S = 20log(1+
σERmax

< ERmax >
), (7.1)

where < ERmax > and σERmax are the mean and the variance of the maximum field in one

component respectively. An alternative method is applying Monte Carlo simulation to

compute the S statistics.

Notably, the GEV distribution can converge to three asymptotic distributions due to

the value of shape parameter. Therefore, we tried to show the effects of varying shape

parameter of the GEV distribution on the uniformity by using Monte Carlo simulation [14].

Figure 7.1 shows the relation between the shape parameter and the uniformity inside the

nested chamber, when the maximum field is obtained by the GEV distribution from Monte

Carlo simulation over 1,601 samples. As can be seen, the asymptotic theoretical value is

equal to the mean expected one when −1 ≤ k <−0.2. As indicated, S is changing when k

moves to positive values and passes 3 dB criteria. The result is consistent with the results in
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Table 7.1: Measurement parameters to collect samples

Parameter Value

Frequency range 1-6 GHz

Number of frequency points 1601

VNA sweep time 8 Sec.

Paddle step size (Only vertical) 0.5 ◦

chapter 4 which means the uniformity passes the 3 dB criteria in under-moded regime. In

other words, the GEV distribution converges to the Fréchet distribution while the k value is

positive and this has happened when the chamber is in under-moded regime. This result has

a good agreement with the above-mentioned work that Orjubin presented in [5]. However,

the previous work used FDTD, while we used Monte Carlo simulation.

7.2 Number of Independent Samples

In a reverberation chamber, the number of independent (uncorrelated) samples can be

assessed as the number of uncorrelated field samples (statistically) in the chamber at a

specific frequency (for one complete rotation of the tuner). The number of independent

samples (IS) is a function of frequency and the number of measured samples at each fre-

quency. The estimation of independent samples is possible using the autocorrelation as

discussed in chapter 2. At high frequencies, small change in the tuner position will result

in electrically large changes in the boundary conditions due to a short wavelength, while at

low frequencies small change in the boundary conditions, which corresponds to the large

wavelength.

In order to assess the number of uncorrelated samples, measurements were performed

for 750 vertical stirrer orientations (0.5° tuner step), and the autocorrelation was used for

the frequency range of 1-6 GHz when the chamber is either unloaded or loaded with a
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Figure 7.2: Absorbing material.

specific number of absorbing material. Key measurement parameters are summarized in

Table 7.1. Effects of loading on the number of IS is interesting since loading is necessary

during performance of communication testing inside a reverberation chamber. It has been

shown [54] that loading can has a significant effect on the BER for digitally modulated

signals with various data rates. We are able to estimate the number of uncorrelated samples

that tuner steps are able to generate by using mechanical stirring. In other words, by ap-

plying autocorrelation at each specific frequency, we can define whether tuner was able to

change the boundary conditions inside the chamber to generate the field distribution with a

statistically significant variation. Therefore, the number of IS are considered as the samples

that collected under statistically significant different conditions [55].

The material loading the chamber is FS-980 FERROSORB from ETS-Lindgren with a

dimension of 30 cm by 30 cm by 10 cm. The materials were located at the corner of the

chamber and the transmitter antenna was directed to the y axis of the absorber as shown in

Figure 7.2.

Figures 7.3(a) and 7.3(b) show two examples of the autocorrelation for different fre-

quencies. As shown, there is a complete correlation at no shift, and the autocorrelation

function has a highest value of 1. For other shifts, the autocorrelation function has a mag-

nitude between 0 and 1. The magnitude values near 1 show strong correlation and values

near 0 show weak correlation.
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(a) Unloaded chamber at f = 1 GHz.
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(b) Loaded chamber at f = 3 GHz.

Figure 7.3: Correlation between different paddle steps for a single vertical stirrer. Dash

line shows the threshold 1
e .
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By using 1
e threshold (as described in chapter 2) over the total number of measured

samples, the number of independent samples can be calculated. For the unloaded chamber

at 1GHz frequency, the number of IS is calculated as:

750

4.2
≈ 178, (7.2)

and for the loaded chamber at 3 GHz, the number of IS is calculated as:

750

2
≈ 375, (7.3)

where the denominator shows the value corresponds to the threshold 1
e on x axis. Notably,

by locating 8 pieces of materials, the Q of the chamber was higher than Qthr and the field

in this chamber can be still considered approximately uniform [45]. Table 7.2 shows the

results of number of independent samples for various frequencies that were calculated by

using autocorrelation. As indicated, the number of independent samples increased in higher

frequency both when the chamber is unloaded or loaded. However, the number of indepen-

dent samples decreased by loading the chamber due to the effects of absorbing materials

on statistical description of the field inside the chamber [45]. This result is consistent with

the results in [54]. But, the results are shown in terms of bit error rate (BER) and power

delay profile (PDP), while we focused on the number of IS.

Table 7.2: Number of IS - unloaded chamber and loaded chamber

no.IS
Center Frequency

1 GHz 3 GHz 5 GHz

Unloaded 178 468 750

Loaded 150 375 576
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7.3 Comparison to Traditional Method

The traditional method to find the probability density function of the minimum or maxi-

mum of the samples is based on the theory of order statistics in Appendix A. In this section,

we will compare the traditional method with the GEV distribution, since it is possible to

write the probability density function of the minimum and maximum with both methods.

We will use the notation [A]N to indicate the maximum of N independent samples, each

taken from distribution A, which is the parent distribution. The distribution of the maxi-

mum N samples is [56]:

f[A]N = N[FA(x)]N−1 fA(x). (7.4)

The parent distribution is Rayleigh distribution for EM field in one component. The

relation between the parameter of the distribution (scale) with mean (µ) which is defined

as:

σ = µ
√

π
2
, (7.5)

By applying equation 7.5 to equation 7.4, we have:

f[A]N = Nx
π
2
(1− exp(

−π
4

x2))N−1exp(
−π
4

x2). (7.6)

As indicated, the type of the parent distribution should be known before using the men-

tioned method. Figure 7.3 shows the comparison between the GEV distribution and the

traditional method. As indicated, the GEV can converge to a fat tail distribution or an

upper bounded distribution compared to the traditional method.

The comparison between the GEV distribution and the traditional method is as follows:

• The traditional method can only be applied when the parent distribution is known,

while the GEV distribution is not limited to over-moded scenario. Therefore, by us-

ing the GEV distribution, the maximum distribution can be computed in different
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Figure 7.4: The GEV distribution vs. traditional method. Red dash line shows mean value.

cases where the parent distribution is not clear. In other words, the GEV distribu-

tion can model the maximum field level in the under-moded regime or when parent

distribution is not known.

• The traditional method has only one parameter. Therefore, using the traditional

method might be considered in over-moded regime for different EMC testings. How-

ever, the GEV distribution can provide three different asymptotic distributions with

different type of tails (which can provide a potential upper bounded distribution

function or a fat tail distribution) which is of interest in study of EMPAT frame

work [31]. Additionally, the distribution has three parameters which are needed to be

estimated [35].

• Both methods can be used to find the distribution of either maximum samples or

minimum samples. The application of the minimum distribution will be the subject

of future works in chapter 8.
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7.4 Conclusion

The relation between the uniformity and the shape parameter of the GEV distribution

was shown. It can be seen that the uniformity passed 3 dB criteria when the GEV distribu-

tion converged to the Fréchet distribution. The Fréchet distribution is representative of the

maximum field level in under-moded regime as described in chapter 4. The measurement

process to assess the number of independent samples was explained, while the chamber

was unloaded and loaded with 8 pieces of absorbing materials. Overall, the number of

independent samples increased as frequency increased. However, the number of indepen-

dent samples decreased by loading the chamber. The traditional method to calculate the

maximum field’s level was explained and compared to the GEV distribution.
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CHAPTER 8

CONCLUSION AND FUTURE WORK

8.1 Conclusion

Chapter 2 presented the statistical description for a properly stirred reverberation cham-

ber. The real and imaginary parts of the electric field follow a Gaussian distribution and

the field for one component follows a Rayleigh distribution. Two different methods, time

domain and frequency domain, to calculate the Q were described. The required bandwidth

to measure the Q in the time domain technique was explained, and the process of comput-

ing the number of independent samples inside the chamber with both mechanical stirring

and frequency stirring was presented. The effects of different locations, working volume

or near chamber walls, of the absorbing materials on Q reduction inside the reverberation

chamber were shown. Additionally, the effects of shape of absorbing materials on the qual-

ity factor while they are located inside the working volume or surface area were discussed.

Different types of measurement inside reverberation chambers were explained. We em-

phasized the maximum field level, since mode stirring inside the EUT causes that all of

components reach maximum fields in immunity testing, which are a critical step in product

development.

In chapter 3, the Generalized Extreme Value distribution was introduced. The distribu-

tion can converge to three different asymptotic distributions with different tails (an upper

bounded or a fat tail). The distribution has three parameters: location, scale and shape.

Maximum likelihood was presented as an unbiased linear estimator which can be used to

estimate the parameters in the GEV distribution by applying a simplex optimization. The

GEV distribution was applied to model the maximum field level for different apertures in
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over-moded regime, for a frequency range 5-5.1 GHz, by applying mechanical stirring, spa-

tial sampling and using the concept of coherent bandwidth. There was a good agreement

between parametric and non-parametric plots and it was shown that the scalable results can

be used in EMC/V testing due to the restriction in the test equipment and facilities.

The GEV can be used to describe the maximum-sample statistics obtained from any

parent distribution. It is therefore applicable to the field samples where the parent distribu-

tion is not known, such as when the reverberation chamber or EUT box is under-moded,

or the fields are not well stirred. It can therefore be used for different coupling aperture

dimensions or configurations, changing cavity quality factors of the enclosure and arbitrary

frequency range. As a novelty, this property of the GEV distribution was validated exper-

imentally inside the nested chamber in chapter 4. Mechanical stirring was applied both

within the reverberation chamber (“external stirring”) and within the EUT box (“internal

stirring”) to generate numerous samples for estimation of the GEV parameters. Notably,

the advantage of the external mechanical stirring is that all excitation fields to which the

EUT enclosure is exposed are taken from the same chi distribution, whose statistics are

well understood. The AD test was applied to check the Rayleigh distribution for the sam-

ples at each frequency step. As indicated, the samples from the external stirring followed a

Rayleigh distribution. However, placing a tuner inside the EUT box changed the configura-

tion of the EUT box and the generated samples followed a non-Rayleigh distribution. Since

the box was over-moded at frequencies above 2.7 GHz, the environment inside the box was

divided in two different regimes, over-moded and under-moded. The GEV distribution was

applied to model the maximum field level in both regimes. The GEV distribution also was

used on the samples while the EUT box was covered with two different apertures, small

and large (considering shielding effectiveness). Consistent with the numerical simulation

results from Orjubin and Gradoni et al., the samples converged to the r. Weibull distribution

(a potential bounded distribution) in the over-moded regime and to the Fréchet distribution

(a fat tail distribution) for the under-moded regime. The results can be used in study of
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EMPAT framework, where the traditional method is not applicable. However, when there

are few modes inside the box, the distribution did not model reasonably. Additionally, the

good agreement between theory and experiment is of interest in the study of physical prop-

erties of complex EM cavities. As a novelty, the uncertainties inherent also were calculated,

which were required for the statistical modeling inside EM complex cavities.

Loading the EUT box is representative of electronic devices inside the reverberant en-

vironment. As a novelty, the GEV distribution was validated at the cases that the EUT

box was loaded by the absorbing materials in chapter 5. The quality factor (Q) is a critical

parameter for reverberation chambers analysis. In this chapter, the EUT box was loaded

by absorbing material and the GEV distribution was applied to show the maximum field

level for both under-moded and over-moded regimes. The results from parametrically and

non-parametrically estimation had a good agreement. In conclusion, for the over-moded

regime regardless the dimension of the aperture, the GEV distribution converged to the r.

Weibull distribution. However, for the under-moded regime, the result was dependent on

the aperture dimensions. By using a small aperture, the results converge to the Fréchet

distribution. By contrast, the large aperture dimension allowed coupling between the rever-

berant environment and the EUT box.

In general, we test different dimensions or number of absorbing materials inside an

enclosure to achieve a required quality factor inside an enclosure. If the absorption in not

sufficient, we will change the dimension of absorbing material. As an alternative to this

method, we used a neural network to compute the required absorbing material dimensions

inside the EUT box to have a specific amount of quality factor in chapter 6. As a novelty,

multi layers perceptron (MLP) as a function approximator was trained to minimize mean

squared error between the network output and target output. A committee of networks

was presented in order to improve the performance of the network. Monte Carlo cross

validation was also used to understand the robustness of the network by dividing the data to

85% of full original data for training and 15% of the original data for testing the accuracy
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of the network. Notably, 15% of the data were chosen randomly at each Monte Carlo trial

and did not use for training the network. The results showed that we had achieved less than

2 % error on the required surface by using 20 networks per committee and less than 10 %

error on the required thickness by using 100 networks per committee.

In chapter 7, the uniformity inside reverberation chamber was presented. Shape param-

eter value plays key role in the GEV distribution. As a novelty, Monte Carlo simulation

was used to show the effects of varying the shape parameter on the uniformity inside the re-

verberation chamber. We observed that the S statistics passed 3 dB criteria when the shape

parameter moved toward a positive value (followed the Fréchet distribution). The method-

ology to calculate the number of independent samples was investigated. The number of

independent samples was calculated for three different center frequencies, while the cham-

ber was both unloaded and loaded. It was shown that the number of independent samples

increased in higher frequencies irrespective of the loading conditions. Finally, the GEV

distribution and the traditional method were compared. The advantages and disadvantages

of each method were discussed.

8.2 Future Work

In recent decades, wireless systems testing has been presented as an important issue. In

fact, manufacturers of wireless systems need a reliable, controllable and repeatable facility

for various measurements. However, the wireless devices should be tested for a wide range

of environmental conditions from strong direct coupling to pure Rayleigh environment,

and reverberation chambers have the capability of mimicing any arbitrary path environment.

The statistics of the fields can usually be obtained, by rotating a tuner inside a reverberation

chamber.

In this work, we presented the GEV distribution to model the maximum fields directly

without a priori knowledge about the parent distribution. This was experimentally vali-

dated in a nested chamber while the EUT box had a tuner inside and made a non-Rayleigh
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distribution. However, the GEV distribution could also be used to find the minimum distri-

bution as well.

It has been shown [57] that the statistics of the EM field corresponds to the outage in a

wireless communication, which usually occurred by fading. The fading can happen due to

a destructive EM field (usually called a deep fade) in multipath propagation from multiple

reflections, diffractions or etc. as part of the propagation process. Fading is a physical

phenomena that is known as a source of malfunctioning in communication links. This

is similar to the breakdown that happens when electronic devices pass the maximum EM

field threshold. Reverberant environment can achieve Rayleigh or Rician distribution by

having indirect or direct coupling (changing the reverberation chamber’s characterization

or the antenna configurations). Therefore, it is possible to simulate the real behavior of

communication channels or wireless devices inside the chamber.

A wireless channel sends a transmitter signal with required information by using a

digital (more common) or analogue modulation. However, noise or fading can change the

signal to noise ratio (SNR) to a small value and increase the bit errors resulting in loss

of the communication. Therefore, it is interesting to use the GEV distribution to model a

minimum distribution for fading. Gradoni et al. [58] has shown theoretically the minimum

distribution to model fading. However, the experimental validation still is needed to be

performed. This can be started in over-moded regime inside a reverberation chamber, which

can be considered to mimic a multipath fading in a wireless channel. In this case, the

GEV distribution converged to reverse Gumbel distribution, reverse Fréchet distribution

and Weibull distribution as follows:
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F1(x) = 1− exp(−exp(
− x−m

s
)), forallx, r. Gumbel (8.1)

F2(x) =


1− exp(−

(x−m)

s
)k, if x > m

1, otherwise

r. Fréchet (8.2)

F3(x) =


1− exp(−

(m− x)

s
)k, if x ≤ m

0, otherwise

Weibull (8.3)

In addition, a reverberation chamber can be used to simulate different Rician multipath

environments. But, not all of multipath environments follow Rician distribution [59] such

as mixing both scattering and direct coupling components inside reverberation chamber. In

the mentioned environment, the direct coupling components have difference Doppler shifts.

A topic of interest for future research will likely be showing a minimum distribution of the

fading in these environments by applying the GEV distribution.
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APPENDIX A

FUNDAMENTAL CONCEPTS IN STOCHASTIC SYSTEM

A.1 Overview

In this chapter we have a brief review of some fundamental concepts in the stochastic

systems which is the basis of statistical description inside the reverberation chamber. In

addition, the extreme value theory and the correlation coefficient are explained in details.

A.1.1 Random Variables

Consider an experiment H with sample description space Ω. The elements Ω , ζ are the

outcomes of H. If to every ζ we assign a real number X(ζ ), we establish a correspondence

rule between ζ and R , the real line. Such a rule, subject to certain constraints is called

a random variable. Thus a random variable is not really a variable but a function whose

domain is Ω and whose range is some subset in real line [33]. Figure A.1 shows the

mapping X, such an event (EB) maps into the points on the real lines.

A.1.2 Cumulative Density Functions

Cumulative distribution function (CDF) of a real-valued random variable X, is the prob-

ability that X will take a value less than or equal to λ .

FX(λ ) = P(S : X(s)≤ λ ), (A.1)

Where S is sample space. The properties of CDF can be as follows [63]:

• The CDF is non decreasing function which can not be negative.
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Figure A.1: Symbolic representation of the action of the random variable X

• limλ→−∞ FX(λ ) = 0.

• limλ→+∞ FX(λ ) = 1.

• P(S : λ1 ≤ X(s)≤ λ2) = FX(λ2)−FX(λ1).

A.1.3 Probability Density Functions

Probability density function (PDF) can be defined [63]:

fX(λ ) =
∂FX(λ )

∂λ
. (A.2)

PDF provides a relative likelihood that the value of the random variable would equal

that sample. The properties of PDF can be as follows [63]:

•
∫+∞
−∞ fX(λ )dλ = 1.

• fX(λ )≥ 0.

• FX(λ ) =
∫ λ
−∞ fX(λ )dλ .

Figures A.2(a) and A.2(b) show CDF and PDF of Gaussian distribution.
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Figure A.2: CDF and PDF of Gaussian distribution N(2.25,1.05)

A.1.4 The Mean and Variance of Probability Density Function

The expected value (first order moment) of a random variable X with PDF fX(λ ) is

defined [63] (for both discrete and continues random variables) :

E[X ] =
∫ +∞

−∞
λ fX(λ )dλ , (A.3)

Where fX(λ ) represents PDF. In this work the symbol µX or E[X ] used to show the

expected value of X. The variance can be define as:

E[(X −µX)
2] = σ2

x . (A.4)

The standard deviation can be defined as squared root of the variance.

A.1.5 The Extreme Value Theory

Suppose X1,X2....,Xn are a sequence of independent and identically distributed random

variables and Mn = max{X1,X2, ...,Xn}.

In theory, the exact distribution of the maximum can be derived [63]:
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P(Mn ≤ λ ) = P(X1 ≤ λ , .....,Xn ≤ λ )

= P(X1 ≤ λ ).....P(Xn ≤ λ )

= (FX(λ ))n.

(A.5)

Therefore P(Mn > λ ) can be defined [63]:

P(Mn > λ ) = (1−FX(λ ))n. (A.6)

However, as can be seen it is important to know the original distribution in order to find

the distribution of the maximum by applying Extreme Value Theory.

A.1.6 Correlation between Two Sets of Data

The correlation coefficient between two variables X and Y can be defined [33]:

ρ =
σXY

σX σY
, (A.7)

Where σXY , σX ,σY show respectively the covariance between X and Y, variance of X

and variance of Y. The covariance can be defined as:

σXY = E[(X −µX)(Y −µY )], (A.8)

Where µX ,µY already defined in section A.1.4. The correlation around zero (σXY = 0)

shows the samples are uncorrelated.
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APPENDIX B

NUMERICAL OPTIMIZATION

In this chapter we will explain some fundamental concepts about optimization perfor-

mance, which is the applicable in Maximum likelihood Estimator. The objective of opti-

mization is to find the value of x, which minimizes a performance index F(x).

Nelder Mead algorithm is one of the well-known algorithms for multidimensional un-

constrained optimization without derivatives. The method is frequently used to solve para-

metric estimation since it does not need any derivative. The algorithm is suitable for the

function values are uncertain or for problems with discontinuous functions. This optimiza-

tion finds the minimum value by using the concept of simplex, which is a special polytope

with N + 1 vertices in N dimensions to find local minimum of a function with several

variables.

Suppose there are x1,x2, ....,xn+1 test points. The general algorithm could have steps as

following [61]:

1− The values at the vertices should be ordered; f (x1)≤ f (x2)≤ .....≤ f (xn+1). The

centroid of all points (except xn+1) need to be calculated:

xm =
1

n

n

∑
i=1

xi (1)

2− Reflection: Compute the reflection point xr = xm +α(xm − xn+1) with α > 0. If xr

is better than x1, we step forward in the same direction to expansion. Figure 1 shows the

reflection for two variables. However, if f (xr) is worst than the worst point, we move to

step 4.
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3− Expansion: The expansion step can be defined: xe = xm + γ(xr − xm) with γ = 1.

Figure 3(a) shows the expansion for two variables.

4− Contraction: If f (xr)> f (xn+1), then xc = xm−β (xn+1−xm) with β = 0.5, which

is called inside contraction(ic). If f (x1)< f (xr)< f (xn+1), xc = xm+β (xn+1−xm) , which

is called outside contraction (oc). Figure 2 shows the inside and outside contraction for two

variables.

After the expansion, we either accept the new point (if the value of the objective func-

tion is better than the best point) or we just accept the previous reflected point.

(a) 2D Simplex (b) Reflection

Figure 1: 2D simplex and Reflection for two variables

(a) inside contraction (b) outside contraction

Figure 2: Contraction (inside and outside for two variables)
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(a) Expansion (b) Shrinking

Figure 3: Expansion and shrinking for two variables

w

v

u

Figure 4: Sequence of surplices that minimize a function (Dash lines show the reflection

steps) [8]

5− Shrink: If the all mentioned steps fail, we replace all points except the best (x1)

with xi = x1 +ρ(xi − x1) with ρ = 0.5 . Figure 3(b) shows the shrinking for two variables.

α,γ ,β and ρ are respectively the reflection, expansion, contraction and shrink coeffi-

cients.

For two variables, a simplex is a triangle, and the method is a pattern search that com-
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pares function values at the three vertices of a triangle. The worst case is the place that f (x)

is the largest. This would be replaced with new vertex. A new triangle would be formed

and the search will be continued. The algorithm will continue and create a sequences of the

triangles. This means that the function would be getting smaller and smaller at the vertices

(the dimension of triangle is decreased) till the minimum point is reached. Figure 4 shows

the a sequence of steps that minimize a function (2D results).
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