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Abstract: A spinor Bose-Einstein condensate (BEC) confined in optical lattices has
attracted much attention for its abilities to systematically study, verify, and optimize
condensed matter models. In this dissertation, I present results from three of our
recent experimental studies on lattice-confined antiferromagnetic spinor BECs.

First, I explain how we have achieved the first experimental realization of the first-
order superfluid (SF) to Mott-Insulator (MI) quantum phase transition in lattice-
confined antiferromagnetic spinor BECs. Marking an important milestone, a second-
order SF-MI transition was realized in scalar BECs about a decade ago. Spinor BECs,
on the other hand, possess an additional spin degree of freedom, leading to a range of
phenomena absent in scalar BECs. One important prediction is the existence of first-
order SF-MI transitions in antiferromagnetic spinor BECs. By adiabatically loading
sodium spinor BECs into sufficiently deep cubic lattices, we have observed trustwor-
thy signatures of the first-order SF-MI transitions. These observed signatures include
hysteresis effect, significant heatings across the phase transitions, and changes in spin
populations due to the formation of spin singlets in the MI phase. We have found the
nature of the phase transitions strongly depends on the ratio of the quadratic Zeeman
energy q to the spin-dependent interaction. Our observations are qualitatively under-
stood by the mean field theory (MFT), and also suggest tuning q is a new approach
to realize SF-MI transitions.

Second, we have experimentally mapped the phase diagram of lattice-confined an-
tiferromagnetic spinor BECs at various q and various magnetization. We have also
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observed.

Third, we have theoretically proved and experimentally confirmed that combining
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A spin singlet of spin-1 atoms has been widely suggested as an ideal candidate in
studying quantum information science, because of its long lifetimes and enhanced
tolerance to environmental noises. Via two independent detection methods, we have
demonstrated that around 80% of atoms in lattice-confined spin-1 spinor BECs can
form spin singlets.

iv



of contents3.pdf of contents3.bb

v 

 

TABLE OF CONTENTS 
 

Chapter          Page 
 
I. INTRODUCTION ......................................................................................................1 

 
1.1  Theoretical predictions and experimental realizations of  

         Bose-Einstein Condensates ..............................................................................1 
 1.2   Spinor BECs.....................................................................................................2 
 1.3   Optical lattices .................................................................................................5 
 1.4   Bloch band structure ........................................................................................7 
 1.5   Bose-Hubbard model .....................................................................................11 
 1.6   Outline............................................................................................................16 
 
 
II. EXPERIMENTAL SETUP .....................................................................................18 
  
 2.1   Experimental setup for generating sodium BECs ..........................................18 
 2.2   Setup for creating microwave dressing fields ................................................21 
 2.3   Experimental setup of three-dimensional optical lattices ..............................22 
 

 

III. FIRST-ORDER SUPERFLUID TO MOTT-INSULATOR PHASE  
      TRANSITIONS IN CUBIC OPTICAL LATTICES .............................................28 
 
 3.1   Superfluid to Mott-insulator phase transition ................................................28 
 3.2   Signatures of the first-order Superfluid to Mott-insulator  
         phase transitions .............................................................................................33 
 3.3   Phase diagrams of spinor Mott-Insulators .....................................................45 
 
 
IV. FIRST-ORDER SUPERFLUID TO MOTT-INSULATOR PHASE  
      TRANSITIONS IN THREE-DIMENSIONAL MONOCLINIC LATTICES .......52 
 
 4.1   Theoretical model ..........................................................................................53 
 4.2   Superfluid to Mott-insulator phase transition in monoclinic lattices .............55 
 4.3   Differences induced by the purification of initial states ................................58 
 
 
V.  LATTICE-INDUCED RAPID FORMATION OF SPIN SINGLETS 
      IN SPIN-1 SPINOR CONDENSATES .................................................................63 



of contents3.pdf of contents3.bb

vi 

 

Chapter          Page 
 
 5.1   Create spin singlet states in free space or with optical lattices ......................63 
 5.2   Experimental signatures of spin-singlet states ...............................................69 
      5.3   Light-scattering measurements ......................................................................73 
 
VI.  FUTURE DIRECTIONS ......................................................................................81 
 

6.1   First-order superfluid to Mott-Insulator phase transition in a  
         homogeneous system .....................................................................................81 
 6.2   Non-equilibrium dynamics of spinor BECs in optical lattices ......................82 
 6.3   Applications in quantum information science ...............................................84 
 
REFERENCES ............................................................................................................85 
 
APPENDICES .............................................................................................................95 
 
      APPENDIX A:  DYNAMICS IN SPINOR CONDENSATES TUNED BY A  
                                MICROWAVE DRESSING FIELD............................................95 
 
      APPENDIX B:  FIRST-ORDER SUPERFLUID-TO-MOTT-INSULATOR  
                                PHASE TRANSITIONS IN SPINOR CONDENSATES .........101 
 
      APPENDIX C:  LATTICE-INDUCED RAPID FORMATION OF SPIN  
                                SINGLETS IN SPIN-1 SPINOR CONDENSATES .................107 
 
 
 
 

 

 

 

 

 

 



of contents3.pdf of contents3.bb

vii 

 

LIST OF TABLES 

 

 

Table           Page 
 
  1.1   A short list of the reported scattering lengths a0 and a2 in the unit of 
          the Bohr radius aB, and the ratio U2/U0 in the 23Na system ...............................13 
 
  2.1   Useful parameters of our three-dimensional optical lattices ..............................23 
 
                        



of contents3.pdf of contents3.bb

viii 

 

LIST OF FIGURES 

 

Figure           Page 
 
   1.1   Bosonic atoms undergo a BEC phase transition when their temperature 
           is lowered down. .................................................................................................2 
   1.2   Band structures of ultracold atoms in a 1D optical lattice at (a) uL = 
          0ER, (b) uL = 6ER, (c) uL = 12ER, and (d) uL = 18ER (30, 31). ..............................9 
   1.3   The plane-wave decompositions | cj,nq |2 of the Bloch eigenstates for  
           the three lowest bands (a) Band 0 (b) Band 1 (c) Band 2 at uL = 18ER. .............9 
   1.4   The plane-wave decompositions | cj,nq |2 of the Bloch eigenstates for  
           the three lowest bands (a) Band 0 (b) Band 1 (c) Band 2 at uL = 6ER. .............10 
   1.5   The tunneling energy J (left) and the on-site interaction U (right) in      
           an optical lattice. ...............................................................................................12 
 
   2.1   Optical setup for generating multiple laser beams used in cooling and 
           trapping sodium atoms. .....................................................................................19 
   2.2   The atomic structure (the D2 line) of a 23Na atom and frequencies of 
           various laser beams used in laser cooling and trapping sodium  
           atoms (46). ........................................................................................................20 
   2.3   The sketch of our dipole trap and an illustration of the evaporative 
           cooling process. The white and black atoms represent atoms with  
          high and low energy, respectively. The energy of the shaded atoms  
          fall in between those of the white and black atoms. ..........................................25 
   2.4   (a) The F = 1 and F = 2 hyperfine structures of the 32S1/2 level 

in 23Na atoms when an external magnetic field is applied. The three 
chosen transitions are marked by straight lines with arrows. (b) The 
number of atoms in the F = 2 state excited by a resonant microwave 
pulse as a function of the pulse duration. The solid lines are sinusoidal 
fits to extract the on-resonance Rabi frequency ȍ of the pulse. Blue 
and Red colors represent Rabi frequencies measured by using the old 
antenna and new antenna, respectively. ...........................................................26 

   2.5   Optical setup for three-dimensional lattices. ....................................................27 
   2.6   The periodic lattice potential in the dipole trap. ...............................................27 
 

 
 
 
 



of contents3.pdf of contents3.bb

ix 

 

Figure           Page 
 

3.1   (a) MF phase diagrams derived from the BH model for scalar BECs 
        in cubic lattices (33). Inset: two typical TOF pictures shows the SF 
        and MI states. (b) The superfluid order parameter ׋SF versus uL at 

ȝ/U0 = 1.4 in scalar BECs. ...................................................................................30 
3.2   (a) MF phase diagrams derived from the BH model for the LP and 
        TP sodium spinor BECs in cubic lattices. (b) The superfluid order 
         parameter ׋SF versus uL at ȝ/U0 = 1.4 in LP spinor BECs at qB/h = 
         20 Hz. Here |׋SF|2 = NSF and h is the Planck constant. ........................................31 
3.3    Predicted SF-MI transition point uc versus qB at ȝ/U0 = 1.4 for scalar 
         BECs and LP spinor BECs after lattices are ramped up and down. ...................32 
3.4    (a) Schematic of the reciprocal lattice and a TOF image taken after 
         lattices are abruptly released. The area in red represents the imaging 
         beam. (b) Two lattice ramp sequences used in this chapter. (c) A 
         TOF image showing the first Brillouin zone. .....................................................34 
3.5    Interference patterns observed after we abruptly release scalar (top), 
         LP spinor (middle), and TP spinor BECs (bottom) at various uL and a 
         5.5-ms TOF at qB/h = 360 Hz. Panels (a)-(c) are taken after ramp-up 
         sequences to a final uL = 2, 10, and 26ER, respectively. Panels (d)-(e) 
         are taken after ramp-down sequences to a final uL of 12ER and 4ER. 
         The field of view is 400 ȝm × 400 ȝm. ..............................................................35 
3.6    Peak OD of interference peaks versus uL after lattice ramp-up  
         sequences. Markers are experimental data and lines are linear fits. 
         We estimate uc from the intersection of two linear fits to the data. The 
         inset shows how we extract the peak OD from a TOF image (left). 
         The dotted line in the right inset is a density profile of this TOF image 
         through the central and one pair of interference peaks along the 
         vertical direction, while the solid line is a bimodal fit to one side peak. ............36 
3.7   Peak OD of interference peaks versus uL after lattice ramp-down  
        sequences. Markers are experimental data and lines are linear fits.  
        We estimate uc from the intersection of two linear fits to the data. .....................37 
 
 
 
 
 
 
 
 



of contents3.pdf of contents3.bb

x 

 

Figure           Page 
 

3.8   (a) Theoretical calculation of the energy gaps across the SF-MI phase 
        transitions. Significant heating, resulted from these energy gaps when 
        atoms cross the phase transitions, is regarded as a signature of the 
        first-order SF-MI phase transitions. (b) The value of the energy gap 
        between MSF and MI state (ramp up sequence) versus qB. .................................39 
3.9   Peak OD of interference peaks versus qB observed after lattice ramp 
        down sequences to 10ER. Markers are experimental data. Red and 

 blue lines are exponential fits. The black line is a linear fit. ..............................40 
3.10 (a) Measured ȡ0 versus uL after an initial LP spinor BEC undergoes 
         ramp-up sequences to various final uL at qB/h = 20 Hz. The solid line 
         is a sigmoidal fit. (b) Similar to (a) except that we set qB at various 
         values, and the final uL at 26ER to ensure atoms enter into the MI 
         phase. The dashed (solid) line represents the MF result for n = 2 
         (npeak = 5). ............................................................................................................41 
3.11 (a) NSF and (b) the fractional population ȡ0 of the ground state at 
         various chemical potential ȝ and lattice depth uL with qB/h = 20 Hz. 
         Metastable states are not shown in these figures. ...............................................43 
3.12 (a) NSF and (b) the fractional population ȡ0 of the ground state at 
         various quadratic Zeeman energy qB and lattice depth uL with ȝ/U0 = 
         1.4. Metastable states are not shown in these figures. ........................................44 
3.13 ȡ0 of the ground state as a function of qB/U2 for five different n  
         (occupation number per site) in the MI phase. ...................................................45 
3.14 (a) Experimental ȡ0 in the ground state at various qB/U2 and  
         magnetizations m in cubic lattices. (b) The predicted ȡ0 for n = 2 in 
         the ground state at various qB/U2 and m. (c) The predicted ȡ0 for 
         npeak = 5 in the ground state at various qB/U2 and m. ..........................................51 
 
4.1   (a) Schematic of reciprocal lattice and TOF images from top and side 
        views taken after lattices are abruptly released. The imaging beams 
        are shown by the red area. (b) Schematic of our monoclinic lattices 
        setup. We set ș = ʌ/4. ...........................................................................................55 
 
 
 
 
 
 
 



of contents3.pdf of contents3.bb

xi 

 

Figure           Page 
 

4.2   Peak optical density of interference peaks versus uL after our cubic and 
        monoclinic lattices ramp-up sequences. Experimental data are shown 
        by different makers, and lines are two linear fits to the data. Here cubic 
        lattices data are copied from our paper (44). Inset: It shows how we 
        extract the peak optical density from a TOF image. The blue solid 
        line is a gaussian fit to the side peak. Here the magnetic field is set at 
        qB/h = 360 Hz. ......................................................................................................56 
4.3  Peak optical density of interference peaks taken in our monoclinic and 
       cubic lattice experiments versus J5/U0. Solid lines are exponential fits 
       to the experimental data. Here the magnetic field is set at qB/h = 360 Hz. ...........57 
4.4  (a) We measured ȡ0 at various qB in monoclinic lattices. In order to 
       ensure all atoms enter into the MI phase, we set the final uL at 26ER. 
       (b) Similar to Panel (a) but we set qB/h = 20Hz. Solid lines in Panels 

(a) and (b) are exponential and sigmoidal fits, respectively. ...............................57 
4.5  (a) Measured ȡ0 versus qB/h (b) Measured ȡ0 versus qB/U2 and the 
       final uL at 26ER and 45ER in monoclinic lattices, and at 26ER in cubic 
       lattices. Solid lines are the MF results at various occupation number 
       n. Here the maximum of n is five. ........................................................................59 
4.6  Interference patterns observed after we abruptly release TP and LP 
       spinor BECs at qB/h = 360 Hz (a high magnetic field) and qB/h = 
       20 Hz (a low magnetic field) at various uL and a 4.5-ms Stern-Gerlach 
       separation during a 5.5-ms TOF. Panels (a)-(b) are taken after ramp-up 
       sequences to a final uL = 2ER and 12ER. Panels (c)-(d) are taken 
       after first ramping up the lattice to 26ER and then ramping the lattice 
       down to a final uL of 12ER and 2ER. The lattice ramp speed is 2ER 
       per one millisecond. ..............................................................................................60 
4.7 Absorption images taken after linearly ramping up the lattice to a 
      final uL (2ER or 8ER), holding TP states at the final uL for various 
      time, abruptly releasing atoms from the lattices, and a 5.5-ms TOF 
      (including a 4.5-ms Stern-Gerlach separation) at qB/h = 360 Hz and 
      20 Hz. .....................................................................................................................61 
 
 
 

 

 

 

 



of contents3.pdf of contents3.bb

xii 

 

Figure           Page 
 

5.1  (a) and (b): vertical black (red) dotted lines mark qmax, the maximum 
       allowed q for spin singlets, in F=1 sodium spinor BECs of n = 105 
    atoms in free space (in the n=2 Mott lobe at uL = 26ER). All panels 
       are derived from MFT at zero m with solid (dashed) lines representing 
       the q < 0 (q > 0) region, and black (red) lines representing spinor 
       gases in free space (spinor Mott insulators). (a) Predicted ȡ0 versus 
       |q| at n = 2 (red) and 105 (black). The top horizontal axis lists the 
       corresponding B when q > 0. (b) Predicted ǻȡ0 versus |q| at n = 2 
       red) and 105 (black). ..............................................................................................64 
5.2  (a) Predicted qmax versus n. (b) The minimum time tmin versus n 
       for generating singlets of sodium atoms via an adiabatic sweep at its 
       corresponding ±qmax. .............................................................................................65 
5.3  The maximum allowed m for spin singlets at q = 0, derived from the 

mean-field theory for F=1 sodium spinor BECs. ................................................67 
5.4  Measured ȡ0 versus tramp after an initial LP spinor BEC enters the MI 
       phase in a high field. Black lines are two linear fits. We estimate t0, 
       the ideal tramp, from the intersection point of these two lines (see text). ...............68 
5.5  (a) Measured ȡ0 (red circles) and (b) ǻȡ0 (blue triangles) versus uL 
       after an initial TP spinor BEC undergoes the ideal lattice sequence to 
       various final uL in a weak field near zero q. The solid line is a sigmoidal 
       fit, and the dashed line is to guide the eye. ...........................................................70 
5.6  (a) Red circles (blue triangles) are the measured ȡ0 in spinor Mott 
        insulators without (with) atoms being rotated by resonant ʌ/2 pulses 
        at various q. The red dashed line is the prediction of Eq. (5.4). The 
        insulators are created after an initial TP spinor BEC undergoes the 
        ideal lattice ramp sequence. .................................................................................73 
5.7   The optical setup of light-scattering measurements. Here PDs are         
        photodetectors and PBS is a polarized beam-splitter. ..........................................75 
5.8   The relation between the off-diagonal element Nyz of the nematicity 
        matrix and the angle ș (see text). .........................................................................76 
5.9   Predicted spatial distributions of Iyz when the light-scattering beam is 
        linearly polarized. Here Iyz is proportional to |∫ȥ(y, z)כNyzȥ(y, z)dx|2, 
        and can be experimentally recorded by replacing one photodetector 
        (i.e., PD2) in Fig. 5.7 with an ultra-sensitive CCD camera. ................................77 
 

 

 

 



of contents3.pdf of contents3.bb

xiii 

 

Figure           Page 
 

5.10 The value of | E/E(0) |2 versus the frequency detuning. The red and 
        blue lines correspond to the LP state and scalar state, respectively. 
        The simulation is derived at ș = 45ƕ. ....................................................................78 
5.11 The value of | E/E(0) |2 versus the frequency detuning at ș = 45ƕ. 

The lines are the theoretical predictions and the markers are our                                                            
experimental data. The red (blue) color corresponds to the LP (scalar) 
state. .....................................................................................................................79 

5.12 The Fourier transformation results for the vacuum state and a spinor 
        BEC (ȡ0 = 0.5, m = 0). ..........................................................................................80 
 
6.1   Simulation results for an initial LP state crossing the superfluid to the 
        Mott-Insulator phase transitions at uL = 32ER in q/h = 75Hz. ..............................82 
6.2   The dip time as a function of the quadratic Zeeman energy q. ............................83 
6.3   Amplitude of spin oscillations as a function of the quadratic Zeeman 
        energy q. ...............................................................................................................83 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



CHAPTER I

INTRODUCTION

1.1 Theoretical predictions and experimental realizations of

Bose-Einstein condensates

A Bose-Einstein condensation is a phase transition that happens at a very low temperature.

This kind of phase transition was proposed by Satyendra Nath Bose and Albert Einstein in

1925 (1). An illustration of a typical BEC transition is shown in Fig. 1.1. First, when the

temperature T of an atomic system is high, the inter-particle distance d is large and the

system can be characterized by d. The value of d decreases with the temperature. When the

atomic gases are cooled down to a very low temperature (close to a critical temperature Tc),

d becomes comparable to the deBroglie wavelength λdb. At T ≤ Tc, the system undergoes

a phase transition from a thermal cloud to a BEC with a large number of atoms occupying

the lowest energy state (2). At zero temperature, atoms can form a pure BEC with all

particles being in the ground states. One of important advantages of a BEC system is that

it provides an opportunity to observe quantum effects on a macroscopic scale.

Due to numerous technical difficulties associated with cooling down atoms to an ultracold

temperature, it took the physics community 70 years to experimentally realize it (3). In

1995, Eric Cornell and Carl Wieman at the University of Colorado and Wolfgang Ketterle

at MIT successfully produced BECs with neutral alkali metal atoms (2, 4, 5). Marking a

significant milestone in providing a revolutionary method to observe microscopic quantum

1
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Figure 1.1: Bosonic atoms undergo a BEC phase transition when their temperature is
lowered down.

phenomena in a macroscopic scale, this achievement was awarded a Nobel prize in physics

in 2001.

In the following two decades, various kinds of BECs are realized experimentally with differ-

ent types of atomic species, e.g. 87Rb at the University of Colorado (2), 23Na at MIT (4),

7Li at Rice University (5), 1H (6), 85Rb (7), 39K (8), 133Cs (9), 174Yb (10), and 52Cr (11).

Nowadays, BECs have been applied to many other fields, such as condensed matter physics,

astrophysics, quantum communication and precision measurements.

1.2 Spinor BECs

There are two popular methods to generate BECs. The first method is to create BECs

through an evaporative cooling inside a magnetic trap (2, 4, 5), in which the spin degree of

freedom is frozen and only one spin component can be trapped. This type of BEC is named

as scalar BECs. The other method is to create BECs through an evaporative cooling inside

2



an optical trap (12). Because all spin components can be confined in an optical trap, atoms

in this type of BECs gain an additional spin degree of freedom. This type of BECs is thus

named as spinor BECs. My Ph.D. research focuses on a F = 1 spinor BEC system that

contains three different spin components (i.e., atoms in the |1,−1⟩, |1, 0⟩ and |1,+1⟩ atomic

states).

In F = 1 spinor condensates, the only interesting coherent collision is the spin-changing

collision between two spin-zero atoms and a pair of a spin-up atom and a spin-down atom,

i.e., |1, 0⟩+ |1, 0⟩ 
 |1,+1⟩+ |1,−1⟩. In the spin-changing collision, the total atom number

N and the total magnetization m are found to be conserved. When an external magnetic

field is applied, the effective Hamiltonian of a spinor BEC system can be written as (13)

H = T + Vext(r) +Hz +Hs , (1.1)

where T is the kinetic energy and Vext(r) is an external potential (e.g., the potential induced

by an optical trap). The last term, Hs, represents spin-dependent and spin-independent

interactions. The Zeeman effect term, Hz, represents the interaction between the effective

magnetic moment of an atom and an external magnetic field B. For alkali atoms with

I = 3/2 at weak magnetic fields, Hz can be approximated as (13)

Hz(F = 1) =

∫
(pFz + qF 2

z )dr , (1.2)

where p = (E+1−E−1)/2 stands for the linear Zeeman effect and q = (E+1 +E−1− 2E0)/2

characterizes the quadratic Zeeman effect. For F = 1 bosons, the total spin f can only be

the even values: f = 0 and f = 2. The total spin f = 1 is forbidden due to the bosonic

parity (14). Therefore we can write Hs as (13)

Hs(F = 1) =

∫
(c0 : n2 : +c2 : F 2 :)dr/2 , (1.3)

where :: denotes normal ordering that requires creation operators are placed to the left of

annihilation operators. The coupling coefficients c0 and c2 are linear combinations of the

3



s-wave scattering lengths af . For F = 1, af is a0 or a2. If c2 is positive (negative), F 2

should be minimized (maximized) to derive the ground state. Based on the sign of c2, spinor

BECs are divided into two categories: anti-ferromagnetic spinor BECs with c2 > 0 (e.g.,

the 23Na BEC system) and ferromagnetic spinor BECs with c2 < 0 (e.g., the 87Rb BEC

system) (15).

For a small BEC whose size is smaller than the spin healing length, the single spatial mode

approximation (SMA) can be applied (16). In SMA, the spatial and spin wavefunctions are

separated, and the wavefunction of spinor condensates can be written as (13, 17)

ψ(r, t) =
√
Nϕ(r)ϕmF exp(−iEmF t/~) , (1.4)

where ~ is the reduced Planck constant, ϕ(r) is the spatial wave function,
∫
|ϕ(r)2|dr = 1,

and N is the total number of atoms. In addition, ϕmF represents the spin wave function,

where mF = +1, 0, − 1, and
∑+1

mF=−1 |ϕmF |2 = 1. We define the fractional population of

each mF state as ρmF = |ϕmF |2, where ϕmF =
√
ρmF exp(−iθmF ) with θmF being the phase

of each mF state. So ρ−1 + ρ0 + ρ+1 = 1.

After taking into account the total atom number N and total magnetization m (m is defined

as m = ρ+1 − ρ−1.) are independent of time t, we can express the BEC energy E, and the

time evolution of ρ0 and θ (θ = θ+1 + θ−1 − 2θ0) as follows, (15, 17)

E(t) = cρ0(t){[1 − ρ0(t)] +
√

[1 − ρ0(t)]2 −m2 cos[θ(t)]} + q(t)[1 − ρ0(t)] , (1.5)

ρ̇0 =
−4π

h

∂E(t)

∂θ(t)
=

2c

~

√
(1 − ρ20) −m2 sin θ , (1.6)

θ̇0 =
4π

h

∂E(t)

∂ρ0(t)
= −2q

~
+

2c

~
(1 − 2ρ0) +

2c

~
(1 − ρ0)(1 − 2ρ0) −m2√

(1 − ρ20) −m2
cos θ . (1.7)

Here h is the Planck constant. We can derive the ground states by minimizing Eq. (1.5).

When m = 0 and q > 0, the ground state is found to be the longitudinal polar (LP) state

with ρ0 = 1.

Here the quadratic Zeeman energy q is generated by a magnetic field and is always a positive

4



value. To obtain an negative quadratic Zeeman energy q, we can apply a microwave dressing

field (15, 18, 19, 20, 21) or a linearly polarized off-resonant laser beam (22). They can both

shift the quadratic Zeeman energy to the negative region. Here I will only discuss microwave

dressing fields.

According to the second order perturbation theory and summing over the contribution from

all possible transitions, the energy shift of |F = 1,mF ⟩ can be derived as (16),

δE|mF =
h

4

∑
k=0,±1

Ω2
mF ,mF+k

∆mF ,mF+k

=
h

4

∑
k=0,±1

Ω2
mF ,mF+k

∆ − [(mF + k)/2 − (−mF /2)]µBB
. (1.8)

Here ΩmF ,mF+k is the on-resonance Rabi frequency that is proportional to the Clebsch-

Gordan coefficient CmF ,mF+k, ∆ is the detuning from the |F = 1,mF = 0⟩ ↔ |F =

2,mF = 0⟩ transition and µB is the Bohr magneton.

Thus the net quadratic Zeeman energy q is the sum of qB generated from the magnetic

fields and qM induced by a microwave dressing field, and can be expressed as (16)

q = qB + qM

= aB2h+
δE|mF=+1 + δE|mF=−1 − 2δE|mF=0

2
, (1.9)

where a ≈ 277 Hz/G2 for F=1 23Na atoms and a ≈ 71.9 Hz/G2 for F=1 87Rb atoms.

1.3 Optical lattices

An optical lattice is formed when a pair of laser beams interfere, which creates a period-

ic potential. Optical lattices are versatile tools that can conveniently control interatomic

interactions and the mobility of atoms by varying such parameters as the power and polar-

ization of optical lattice beams. Cold atoms trapped in optical lattices resemble a lattice

structure in a solid state material, thus have been applied to various research areas, such
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as simulating condensed matter systems and studying quantum information science. The

lattice depth and the lattice spacing are two important parameters of optical lattices. The

lattice depth can be tuned by changing the intensity of the laser beams, while the lattice

spacing can be modified by changing the wavelength of the laser beams or by changing the

relative angle of optical lattice beams.

Neutral atoms can be trapped by this periodic potential due to the AC Stark effect. The

potential created by a single optical beam of the optical intensity I(r) can be written as (23),

V (r) =
3π~Γc3

2∆ω2
R

I(r) , (1.10)

where Γ is the nature linewidth, c is the speed of light, ωR is the resonance frequency of the

transition, and ∆ is the frequency detuned from the resonance frequency. An optical lattice

can be formed by retro-reflecting the lattice beam. This is the easiest way and is adopted

in our experiments. We can describe lattice beams as Gaussian beams with the wavelength

λL as follows,

Vlat(r, z) = 4Vs

[
1 − 2

(
r

ω0

)2

−
(
z

zR

)2
]

cos2
(

2πz

λL

)
, (1.11)

Here Vs is the peak potential of a single beam,

Vs =
3π~Γc3

2∆ω2
R

2P

πω2
0

, (1.12)

and the optical intensity I(r, z) is described as,

I(r, z) =
2P

πω2
0

[
1 − 2

(
r

ω0

)2

−
(
z

zR

)2
]
. (1.13)

Here, P is the power of the laser, ω0 is the Gaussian beam waist at its focus point, and

zR = πω2
R/λL is the Rayleigh length. Equation 1.11 stands for a periodic potential with a

period (lattice spacing) of λL/2.

We can treat the lattice potential as the fast oscillating potential in the unit of ER, and
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express the three-dimensional lattice potential as,

Vlat(x) = ERũL(sin2 (kLx) + sin2 (kLy) + sin2 (kLz)) , (1.14)

where ER = ~2k2L/(2M) is the recoil energy, ũL = 4Vs/ER is the dimensionless lattice

depth, and kL = 2π/λL. Note that the above derivations of Eqs. (1.10–1.14) are based on

Ref. (23).

When the interaction energy ϵint is much smaller than the kinetic energy ϵkin. The ratio of

these two energy terms is (24)

ϵint
ϵkin

≈ 4πn
1/3
0 as , (1.15)

where n0 is the particle density and as is the scattering length. In BECs, in general, the

interparticle distance d ∼ n−1/3 is larger than the scattering length as. Therefore, the ratio

ϵint
ϵkin

in Eq. (1.15) is very small (i.e., ϵint
ϵkin

∼ 0.02). To enter into the strong coupling regime,

we can increase the scattering length and/or the particle density. The scattering length can

be altered by Feshbach resonances (25, 26), although its experimental realization is difficult.

In contrast, optical lattices offer a convenient method: raising the power of optical lattice

beams can prevent atoms from hopping among lattice sites and significantly increase the

interatomic interactions (26, 27, 28).

1.4 Bloch band structure

To simplify our discussions, we first ignore the interactions between atoms and focus on the

situation with only one single atom in the periodic lattice potentials. I start with discussing

the wave-function calculations in a one-dimensional lattice potential, which is constructed

by one pair of counter-propagating laser beams along the x-direction.

Since the potential Vlat in optical lattices is periodical, according to the Bloch theorem, the
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solution of the wave function can be written as (29),

Ψnq(x) = eiq·xunq(x) . (1.16)

Here q is the quasimomentum, n is the band index, and unq(x) has the same periodicity as

the optical lattices. Then Schrödinger equation can be written as

HΨnq(x) = EnqΨnq(x), H =
1

2m
p̂2 + Vlat. (1.17)

After substituting Eq. 1.16 into Eq. 1.17, we expand u and V with their Fourier series as


unq(x) =

1√
2π

∞∑
j=−∞

cj,nqe
−ijkLx ,

V (x) =
∑
r

Vre
−ijkLr .

As Vlat =
1

4
ũLER(e−2ikLx + e−2ikLx + 2), Eq. 1.17 can be expressed in the matrix form as

follows,

Hj,j′ =


[(2j + q/kL)2 + ũL/2]ER , if j = j′ ;

−ũLER/4 , if |j − j′| = 1 ;

0 , if |j − j′| > 1 .

(1.18)

Note that the derivations of Eqs. (1.16–1.18) are based on Ref. (29). For a given quasi-

momentum q, the energy bands are characterized by the eigenvalues E. These eigenvalues

and corresponding eigenstates can be calculated numerically. Generally the Hamiltonian is

truncated at a given value. In our calculations, this value is set at 20, which means Bloch

states are expanded into 20 discrete plane-wave basis. Figure 1.2 shows the band structure

calculated at different lattice depths, i.e., eigenenergies versus quasimomentum for the first

three or four bands (n = 0 to n = 3(4)) from q = −~k to q = +~k within the first Brillouin

zone. The observed first Brillouin zone will be shown in Chapter III. When the lattice depth

is 0, it means there is no lattice effect and the energy-momentum relationship of atoms is
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Figure 1.2: Band structures of ultracold atoms in a 1D optical lattice at (a) uL = 0ER, (b)
uL = 6ER, (c) uL = 12ER, and (d) uL = 18ER (30, 31).

identical to that in free space. We find the bands are continuous and there are no band

gaps. As the lattice depth increases, the bands become flatter and the band gaps enlarge.

We can also see even in relatively shallow lattices, e.g. uL = 12ER, the n = 0 band is very

flat. This implies that the tunnelling rate is low (31).
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Figure 1.3: The plane-wave decompositions | cj,nq |2 of the Bloch eigenstates for the three
lowest bands (a) Band 0 (b) Band 1 (c) Band 2 at uL = 18ER.
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Figure 1.4: The plane-wave decompositions | cj,nq |2 of the Bloch eigenstates for the three
lowest bands (a) Band 0 (b) Band 1 (c) Band 2 at uL = 6ER.

Figure 1.3 and Figure 1.4 show the plane-wave decompositions | cj,nq |2. These plane-wave

decompositions are the Bloch eigenstates for the bands n = 0, 1, 2 in q = 0 and at two

different lattice depths uL = 18ER and uL = 6ER, respectively. We can see that the

lattice ground state for n = 0 and q = 0 mainly consists of around 60% zero momentum

components, some −2~k momentum components and some +2~k momentum components.

For the positive and negative momentum components, they are symmetric and each of them

is around 19% at uL = 18ER. However, for uL = 6ER, the ground state for n = 0 and q = 0

consists of around 84% zero momentum components. For the −2~k momentum component

and the +2~k momentum component, each of them is only around 8%. Moreover, for

different bands, the momentum distributions have large differences. For example, as shown

in Fig. 1.3 (a) and (b), the zero momentum component is around 60% for the first band

(Band 0 (n = 0)), while it is almost 0% for the second band (band 1 (n = 1)) at uL =

18ER (31).
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Since the equation is separable along three orthogonal directions, the wave function can

be calculated separately and the energy is simply the sum of the eigenenergies along each

direction for three-dimensional cubic lattices.

1.5 Bose-Hubbard model

In 1998, Jaksch et. al. developed a successful model based on Bose-Hubbard model, which

has proved to well explain scalar BECs in optical lattices (32). In their model, the Hamil-

tonian of lattice-confined scalar BECs can be written as (32)

H =

∫
d3xψ†(x)(

−~2

2m
∇2 + V (x))ψ(x) +

1

2

4πas~2

m

∫
d3xψ†(x)ψ†(x)ψ(x)ψ(x) . (1.19)

Here the total potential V (x) includes the periodic lattice potential Vlat(x) and the potential

induced by external confinements Vext(x). Similar to Ref. (32), in relatively deep lattices,

we solve this Hamiltonian with wave functions in the Wannier basis. If the energy of the

system is less than the energy of the first excited state, we only need to consider Wannier

functions ω(x − xi) of the lowest energy band. Therefore, the field operator ψ(x) can be

expanded as (32)

ψ(x) =
∑
i

âiω(x− xi) . (1.20)

By substituting Eq. (1.20) into Eq. (1.19) and only considering tunnelling among neighbor-

ing sites, we can get (32, 33)

H = −J
∑
⟨i,j⟩

a†iaj +
∑
i

(ϵi − µ)a†iai +
∑
i

1

2
U(a†iai − 1)(a†iai) . (1.21)

The first term describes the tunnelling energy J of atoms among neighboring lattice sites,

i.e., J =
∫
dr⃗ωi(r⃗)(

−~2
2m ∇2 + Vlat(r))ωj(r⃗) (32), as shown in Fig. 1.5. The second term,

ϵi =
∫
dr⃗|ωi(r⃗)|2Vext(r) ≈ Vext(r⃗i) (32), is the energy due to the external confinement. And

µ is the chemical potential that acts as a Lagrangian multiplier to fix the average number

of particles when the system is considered as a grand canonical ensemble. The last term,
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J U=U
0

Figure 1.5: The tunnelling energy J (left) and the on-site interaction U (right) in an
optical lattice.

U = 4πas~2
2m

∫
dr⃗|ωi(r⃗)|4 (32), corresponds to the repulsive interaction between two atoms on

a single site. For a given optical lattice potential, U and J can be calculated numerically.

For instance, for deep lattices, the Wannier function ω(x−xi) can be treated as the ground

state of a harmonic oscillator, so U and J can be easily calculated. The two parameters,

U and J , can be controlled by varying the intensity, direction, and polarization of optical

lattice beams. In one regime (i.e., in the shallow lattices where the tunnelling energy is

dominating and J ≫ U), atoms are in the superfluid (SF) phase. In the opposite regime

(i.e., in deep lattices where U ≫ J), atoms are in the Mott-insulator (MI) phase. We

can adiabatically change U/J , the ratio of U and J , to realize quantum phase transitions

between the superfluid phase and Mott-insulator phases. As atoms are delocalized in the

superfluid phase, they can tunnel through different lattice sites and the number of atoms

per site fluctuates.

In F = 1 spinor BECs, the interaction terms can be written as (34) (The derivations of
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Table 1.1: A short list of the reported scattering lengths a0 and a2 in the unit of the Bohr
radius aB, and the ratio U2/U0 in the 23Na system.

a0/aB a2/aB U2/U0 = (a2 − a0)/(a0 + 2a2) reference

48.91±0.40 54.54±0.20 0.036 (35)
50.00±2.70 55.10±2.70 0.032 (36)
47.36±0.80 52.98±0.40 0.037 (37)
49.90±1.20 55.40±1.20 0.034 (38)
46.00±5.00 52.00±5.00 0.04 (39)

Eqs. (1.22–1.27) are based on Ref. (34).),

Vint(r, r
′) = δ(r − r′)(g0P0 + g2P2) (1.22)

Here gf =
4π~2af
m . af denotes the s-wave scattering length for two atoms with total spin

f . f can only be even values, i.e., 0 and 2 for spin-1 atoms. The corresponding projection

operator Pf is defined as,

Pf =

1∑
mF=−1

|F,mF ⟩⟨F,mF | (1.23)

The projection operator Pf satisfies the following two equations:

P0 + P2 = 1 , (1.24)

F1 · F2 = P2 − 2P0 . (1.25)

From Eq. (1.22), Eq. (1.24) and Eq. (1.25), we can get

Vint(r, r
′) = δ(r − r′)(c0 + c2F1 · F2) (1.26)

with c0 = g0+2g2
3 and c2 = g2−g0

3 representing the spin-independent and spin-dependent

interaction coefficients, respectively. Therefore, we can express c0 and c2 as follows,

c0 =
4π~2

m

a0 + 2a2
3

, c2 =
4π~2

m

a2 − a0
3

. (1.27)

In the Bose-Hubbard model for spinor BECs, the second quantized form of the Hamiltonian
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can be given by (34),

H = − J
∑

⟨i,j⟩,mF

a†i,mF
aj,mF +

U0

2

∑
i

ni(ni − 1) − µ
∑
i

ni

+
U2

2

∑
i

(F⃗i · F⃗i − 2ni) + qB
∑
i,mF

m2
Fa

†
i,mF

ai,mF . (1.28)

Here a†i,mF
and ai,mF are the creation and annihilation operators of a boson in the mF

hyperfine state at the site i, mF = 1, 0 or −1, ni =
∑

mF
a†i,mF

ai,mF is the total atom

number of all the mF hyperfine states at the site i, and µ is the chemical potential. F⃗i is

the spin operator at the site i, which has three components F⃗ix, F⃗iy, F⃗iz satisfying angu-

lar momentum commutation rules. In other words, F⃗iα =
∑

mF ,m
′
F
a†i,mF

(Fα)mFm
′
F
ai,m′

F
,

α = x, y, or z and Fα is the matrix element of the spin-1 angular momentum F⃗ . U2 is pos-

itive (negative) in antiferromagnetic (ferromagnetic) spinor BECs. Table 1.1 lists various

reported experimental and theoretical values of the ratio U2/U0 for the 23Na system. In my

disseration, most of the discussions are based on U2 = 0.04U0 (30).

By neglecting the second order term (a†i,mF
−⟨a†i,mF

⟩)(aj,mF −⟨aj,mF ⟩) in the hopping energy

and applying the decoupling MF theory, Eq. (1.28) can be reduced to a site-independent

form (27, 40, 41),

HMF =
U0

2
n(n− 1) +

U2

2
(F⃗ 2 − 2n) + qB

∑
mF

m2
FnmF

− zJ
∑
mF

(ϕ∗mF
amF + ϕmF a

†
mF

) + zJ |ϕ⃗|2 − µn (1.29)

with the vector order parameter being ϕmF ≡ ⟨amF ⟩ and z being the number of nearest

neighbors. With spatially uniform superfluids in equilibrium, one can assume ϕmF to be

real, and ϕmF = 0 ( ̸= 0) in the MI (SF) phase.

Comparing with the Hamiltonian of spinor BECs in optical lattices, we can describe a

free-space F=1 spinor BEC in the Fock space and express the spin-dependent part of its
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Hamiltonian as (15, 42, 43)

Hfs =

1∑
i,j,k,l=−1

[
qBk

2a†kak +
c2
2

∑
γ

a†ka
†
i (Fγ)ij(Fγ)klajal

]
. (1.30)

Here ak (a†k) is the annihilation (creation) operator of the |F = 1,mF = k⟩ state, c2 is the

spin-dependent interaction energy, Fγ=x,y,z are the spin-1 matrices. The ground state of

the free-space spinor BEC is obtained by diagonalizing this Hamiltonian numerically, while

the ground state of our sodium spinor BECs in three-dimensional optical lattices can be

obtained from the Eq. (1.28). A spin singlet state is a ground state when the quadratic

Zeeman energy qB = 0 in free space and in optical lattices. In general, a ground state is

an equilibrium state, in which atoms are most stable with the lowest energy. According to

the lowest energy principle, the ground state is a preferable state, and the atoms will damp

to the ground state after an enough long time duration even if the initial state is not the

ground state. If the initial state is the ground state, the atoms will stay at the ground state

in an adiabatic experimental process. In thermodynamics, an adiabatic process is defined

as a process in which there is no transfer of heat between a system and its surrounding

environment. Here the adiabatic concept belongs to the quantum mechanics domain. In

quantum mechanics, the adiabatic theorem tells us that if an extra perturbation acts on a

system slowly enough and at the same time if there is a gap between the two states, this kind

of system will remain in its instantaneous eigenstates. In other words, if the Hamiltonian

of a system is changed slowly enough, this physical system will remain in its instantaneous

eigenstates. For our experiment, when we ramp up our lattices slowly enough, our system

has always stayed in its ground state since we keep the initial state as the ground state

before we load the atoms into optical lattices. I will discuss it further in the following

chapters.
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1.6 Outline

In this dissertation, I mainly focus on results from three of our recent experimental studies

on lattice-trapped antiferromagnetic spinor BECs, i.e., the first experimental realization of

the first-order SF-MI phase transition, phase diagrams of antiferromagnetic spinor BECs in

cubic optical lattices and monoclinic optical lattices, and our efficient experimental scheme

to rapidly create spin singlet states.

In Chapter II of this dissertation, I give a short introduction of our experimental setups

for creating antiferromagnetic spinor BECs, generating microwave dressing fields and three-

dimensional optical lattices.

In Chapter III, I explain how we achieve the first experimental realization of the first-order

SF to MI phase transition. I also present our experimental studies on the phase diagrams

of antiferromagnetic spinor BECs in three-dimensional cubic optical lattices within a wide

range of the quadratic Zeeman energy and the magnetization. The differences between the

first-order and second-order SF-MI quantum phase transitions are elaborated in Section 2.1,

experimental results are listed in Sections 2.2 and Section 2.3.

Chapter IV discusses the SF-MI phase transition in different lattice geometries, especially

in a monoclinic optical lattice. Section 4.1 introduces the theoretical model for monoclinic

lattices based on their geometrical relations. Section 4.2 explains how the SF-MI transition

point shifts with changes in optical lattice geometries, while Section 4.3 discusses interesting

differences induced by the purification of the initial states, especially when the initial states

are two polar states, i.e., the longitudinal polar (LP) and transverse polar (TP) states.

In Chapter V, I experimentally demonstrate that combining a cubic optical lattice with a

spinor BEC substantially relaxes three strict constraints and brings spin singlets of ultracold

spin-1 atoms into experimentally accessible regions. A spin singlet of spin-1 atoms has been

widely suggested as an ideal candidate in studying quantum information science, because of

its long lifetimes and enhanced tolerance to environmental noises. Via two independent de-
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tection methods, we have demonstrated that most of the atoms in the lattice-confined spin-1

spinor BEC form spin singlets, after the atoms cross first-order SF-MI phase transitions n-

ear zero field. The last section of this chapter explains how we identify another signature of

spin singlets, i.e., confirm their zero spin nematicity in light-scattering measurements. Our

simulation results and preliminary experimental idea are also discussed.

In the last chapter, Chapter VI, I will give a brief outlook on our on-going projects and a

couple of future directions.

Some parts of this dissertation have been published. Chapter II is based on Refs. (16),

Chapter III is based on Refs. (44), and Chapter V is based on Refs. (45). Reprints of these

published papers are included in Appendix.
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CHAPTER II

EXPERIMENTAL SETUP

This chapter discusses our experimental setups. One paper related to these topics was

published:

• L. Zhao, J. Jiang, T. Tang, M. Webb, and Y. Liu, Dynamics in spinor condensates

tuned by a microwave dressing field, Phys. Rev. A 89, 023608 (2014).

2.1 Experimental setup for generating sodium BECs

Our BEC apparatus can be divided into five parts: an ultra-high vacuum (UHV) system, a

Zeeman slower, a magneto-optical trap (MOT), an optical dipole trap (ODT), and three-

dimensional optical lattices. The UHV system is to minimize the collisions between the

sodium atoms and other impurity atoms in the vacuum chamber. In our apparatus, we

maintain the vacuum pressure at 1 × 10−12 Torr in the main chamber where the MOT

and the ODT locate. For obtaining the ultra-high vacuum, we use a turbo pump, three

ion pumps, two differential pumping tubes, and a Ti-sublimation pump. The turbo pump

directly connected with the sodium oven can only decrease the pressure of the oven chamber

to 1 × 10−8 Torr. Multiple laser beams of different frequencies are used for cooling and

trapping alkali atoms. Figure 2.1 is a photo showing our optical setup for generating

cooling, repumping, slowing, and imaging laser beams. The frequencies of these beams are

determined by the hyperfine structure of alkali atoms.
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Figure 2.1: Optical setup for generating multiple laser beams used in cooling and trapping
sodium atoms.

For alkali atoms, the 32S1/2 → 32P3/2 and 32S1/2 → 32P1/2 transitions belong to fine-

structure domain. The fine-structure is the result of the coupling between the spin angular

momentum Ŝ of the electron in the outermost layer and its orbital angular momentum L̂.

For alkali atoms, there is only one electron in the outermost layer. Then the total angular

momentum Ĵ of the electron is given by Ĵ = L̂+ Ŝ and the corresponding quantum number

J is in the range of |L−S| ≤ J ≤ L+S. For the ground state of alkali atoms (e.g. 23Na or

87Rb atoms), L = 0 and S = 1/2. And J = 1/2 according to the sum rule of two angular

momenta. For the first excited state, L = 1, so J = 1/2 or J = 3/2. The energy level is

shifted according to the value of J , so the L = 0 → L = 1 (D line) transition is split into

two components, the D1 line (32S1/2 → 32P1/2) and the D2 line (32S1/2 → 32P3/2).

The hyperfine structure is a result of the coupling of Ĵ with the total nuclear angular
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Figure 2.2: The atomic structure (the D2 line) of a 23Na atom and frequencies of various
laser beams used in laser cooling and trapping sodium atoms (46).

momentum Î. The total atomic angular momentum F̂ is then given by F̂ = Ĵ + Î and the

magnitude of F̂ is within the range of |J − I| ≤ F ≤ J + I. For the ground state of alkali

atoms (e.g. 23Na and 87Rb atoms), J = 1/2 and I = 3/2, so F = 1 or F = 2. For the

excited state of the D2 line (32P3/2), F can take any of the following values: 0, 1, 2, or 3.

For the D1 excited state (32P1/2), F = 1 or 2. Here the energy level is shifted according to

the value of F . Figure 2.2 shows the predicted atomic D2 level of sodium atoms (46).

Figure 2.2 also illustrates the frequencies of various laser beams used for laser cooling

and trapping sodium atoms in our system (46). First, the cooling beam is -20 MHz red

detuned from the transition 32S1/2 (|F = 2⟩) → 32P3/2 (|F ′ = 3⟩). This transition is a

cycling transition, as showed in Fig. 2.2. In this process, atoms are first excited to the

32P3/2 (|F ′ = 3⟩) state and then return to the 32S1/2 (|F = 2⟩) state due to spontaneous

emissions. These atoms can be recycled by the cooling laser beam. However, the atoms

may decay to the 32S1/2 (|F = 1⟩) state from the 32S1/2 (|F = 2⟩) state, therefore we need

a repumping beam to pump these atoms back to the 32S1/2 (|F = 2⟩) state. The repumping

beam first excites atoms to the 32P3/2 (|F ′ = 2⟩) state and then these atoms will go back
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to 32S1/2 (|F = 2⟩) state. Therefore, the repumping beam should be 1713.3 MHz blue-

detuned: 1771.626 MHz ( |F = 1⟩ → |F = 2⟩ ) -58.326 MHz ( |F ′ = 2⟩ → |F ′ = 3⟩ )

= 1713.3 MHz. The imaging beam we used is the F = 2 imaging, which corresponds to

the transition |F = 2⟩ → |F ′ = 3⟩. The slowing beam is -544 MHz red-detuned from the

transition 32S1/2 (|F = 2⟩) → 32P3/2 (|F ′ = 3⟩). The cooling beam and the repumping

beam are coupled into a 2-in-6-out fiber array. The six output laser beams are arranged

as follows, two beams counter propagate in each of the three orthogonal directions. Each

pair of counter-propagating beams acts on the atom and creates a force that is proportional

to the velocity of atoms. And a pair of anti-Helmholtz coils are placed in the top and

bottom recess windows of our main chamber. These two coils are another important part

of our MOT. A position dependent force generated by the six cooling beams and the pair

of magnetic coils can force the atoms being trapped at the center of our MOT. Only those

atoms with appropriate velocities can be captured by the MOT. For increasing the capture

efficiency of our MOT, we insert a spin-flip Zeeman slower in front of the main chamber (47).

The crossed optical dipole trap (ODT) consists of two far-detuned 1064 nm laser beams,

which can independently confine all three spin components of F = 1 atoms. We create

spinor BECs through an evaporative cooling in the ODT, i.e., by exponentially lowing the

ODT laser beam power. The sketch of our optical dipole trap and an illustration of the

evaporative cooling process are shown in Fig. 2.3. In the beginning of an evaporative cooling

process, the power of the laser beams is very high. Therefore, a large number of atoms can

be confined in the trap. When we decrease the laser power, hot atoms with high energies

escape from the trap and eventually the coldest atoms are left in the trap.

2.2 Setup for creating microwave dressing fields

To create sufficiently large negative q, a microwave antenna is placed a few inches above the

center of vacuum main chamber. It is designed for a frequency near the |F = 1⟩ ↔ |F = 2⟩

transition and connected to a microwave amplifier that works between 0.8 GHz to 2 GHz.

The output maximum power of this amplifier is 10 W. The microwave function generator
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is 8664A made by Agilent, Inc. The frequency range of this generator is very wide, i.e.,

from 100 kHz to 3 GHz. To amplify the signal, a microwave amplifier ZHL-10W-2G+ from

Mini-circuits, Inc. is used. This amplifier works between 0.8 GHz to 2 GHz. In addition, a

high isolation switch is used to shut down or turn on the microwave pulse. This switch is

controlled by our Labview programs.

According to Eq. 1.8 and Eq. 1.9, the exact value of q is carefully calibrated based on

the polarization and frequency of a microwave pulse. Since the resonant Rabi frequency is

proportional to the Clebsch-Gordan coefficient of the transition, so we don’t need to measure

all the 9 Rabi frequencies (16). Generally, we only need to calibrate 3 Rabi frequencies and

use the relationships among Rabi frequencies and the known Clebsch-Gordan coefficients to

get other 6 Rabi frequencies. In our experiments, we choose the three Rabi frequencies, as

shown in Fig. 2.4(a). The resonant Rabi frequencies Ω can be measured by the number of

atoms in the F=2 state, which is excited by a resonant microwave pulse from the F=1 state.

The number of atoms oscillates with the microwave pulse duration. A typical example of the

Rabi oscillation from |F = 1,mF = −1⟩ ↔ |F = 2,mF = −2⟩ is shown in Fig. 2.4(b). Here

I show two Rabi frequencies measured by using old and new antennas. Since the heating

induced by microwave pulses is inversely proportional to the frequency detuning, we replace

the old antenna with the new antenna in order to avoid a large amount of microwave-induced

heatings. From Fig. 2.4(b), we can see the Rabi frequencies change a lot by using the new

antenna. After the replacement, the detuning is shifted by around 20 kHz.

2.3 Experimental setup of three-dimensional optical lattices

After a spinor BEC is created in the ODT, we adiabatically load the BEC into a three-

dimensional optical lattice. The setups of our three-dimensional cubic lattices are shown in

Fig. 2.5.

Our lattice beams are derived from YLR-30-1064-LP-SF made by IPG Photonics. This

is a CW single-mode laser. The maximum output power is 30W. The central wavelength
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Table 2.1: Useful parameters of our three-dimensional optical lattices.

lattices
input f
(mm)

return f
(mm)

fiber collimator
waist
(µm)

Horizontal 1 300 500 Thorlabs F810APC-1064 60
Horizontal 2 250 500 Toptica F810APC-1310

Vertical 300 500 Toptica F810FC-1064 100

is from 1063.5nm to 1064.5nm. The output linewidth FWHM is around 70kHz and the

output beam is linearly polarized. In our experiment, the total power we need is around

2.5W. Before we take data, we need to ensure the three-dimensional lattice beams pass the

center of BECs so that the three-dimensional lattices can be balanced well. First, we have

to check the position of BECs in the dipole trap and then tune the fine adjustment knobs

of the mirror before the vacuum chamber for the input beams and optimize the mirror for

the return beams. Finally we need to align the three lattices to the center of BECs, so the

differences between the center of BECs and the foci of the lattices are less than one and a

half pixels. The periodic potential of lattices in the dipole trap is shown in Fig. 2.6. This

3D lattice is constructed by three optical standing waves at 1064 nm, which results in a

cubic periodic potential with a lattice spacing of 532 nm. All lattice beams are frequency-

shifted by at least 20 MHz with respect to each other for eliminating cross interference

among them. The calibration of optical lattice depth uL is conducted via Kapitza-Dirac

(K-D) diffraction patterns and has an uncertainty of ∼ 15%. K-D calibration results tell

us the power per lattice trap depth in the unit of mW/ER. In order to obtain uniform

images in the Mott-Insulator phase, the polarization of light need to be stabilized. We

set one polarization beamsplitter (PBS) cube to purify the output polarization after the

fiber in each lattice beam path. Moreover, in each lattice beam path, we set one liquid

crystal half-wave plate. The angle of this kind of waveplates can be controlled by the

crystal’s driving voltage. Then we connect them to the computer and control them with

a proportional−integrate−derivative (PID) feedback control loop with a Labview program.

By doing this, the powers of three lattices are stabilized well. Table 2.1 lists some useful

parameters of our three-dimensional optical lattices, including the focal lengths f of lens

in the input and return beam paths, fibers, collimators, and beam waists. Here the beam
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waists are measured by a commercial beam profiler. We can also calculate the beam waists

based on the K-D calibrations according to Eq. 1.12, e.g. for the horizontal-1 lattice beam,

its waist should be 45.8µm (the K-D result is 5.5988 mW/ER); for the horizontal-2 lattice

beam, its waist is 68.9µm (the K-D result is 12.664 mW/ER); and for the vertical lattice

beam, its waist is 67µm (the K-D result is 11.959 mW/ER).
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Figure 2.4: (a) The F = 1 and F = 2 hyperfine structures of the 32S1/2 level in 23Na
atoms when an external magnetic field is applied. The three chosen transitions are marked
by straight lines with arrows. (b) The number of atoms in the F = 2 state excited by a
resonant microwave pulse as a function of the pulse duration. The solid lines are sinusoidal
fits to extract the on-resonance Rabi frequency Ω of the pulse. Blue and Red colors represent
Rabi frequencies measured by using the old antenna and new antenna, respectively.
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Figure 2.5: Optical setup for three-dimensional lattices.

u
L

optical lattices 

Figure 2.6: The periodic lattice potential in the dipole trap.
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CHAPTER III

FIRST-ORDER SUPERFLUID TO MOTT-INSULATOR PHASE

TRANSITIONS IN CUBIC OPTICAL LATTICES

This chapter discusses the first-order superfluid to Mott-Insulator phase transition and phase

diagrams of antiferromagnetic spinor condensates in three-dimensional cubic lattices. One

paper related to these topics was published:

• J. Jiang, L. Zhao, S.-T. Wang, Z. Chen, T. Tang, L.-M. Duan, and Y. Liu, First-order

superfluid-to-Mott-insulator phase transitions in spinor condensates, Phys. Rev. A

93, 063607 (2016).

3.1 Superfluid to Mott-insulator phase transition

A phase transition describes a transition among any two of the common phases of matter,

e.g., solid, liquid, and gas. Different phases of matter have different physical properties

and for one certain phase, the physical property is uniform. In general, phase transitions

are divided into two broad categories: first-order phase transitions and second-order phase

transitions.

First-order phase transitions are those that associate with extra heatings and the hysteresis

effect. A system will either absorb or release a fixed amount of heating across such a

transition. During this process, some physical quantities are discontinuous, such as volume,

temperature, and pressure. For instance, when a piece of ice melts into the water, its volume
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should be changed greatly. A second-order phase transition is also called a continuous phase

transition. In other words, physical quantities are continuous before and after the phase

transition.

A quantum phase transition from a superfluid (SF) to a Mott-insulator (MI) was realized

in a scalar Bose-Einstein condensate (BEC) trapped by three-dimensional (3D) optical lat-

tices around a decade ago (48). This achievement marks an important milestone and has

stimulated tremendous efforts to apply highly controllable ultracold bosonic and fermionic

systems in studying condensed matter models (15, 26, 28, 49, 50). This kind of phase tran-

sitions in scalar BECs is a second-order phase transition. Moreover, the SF-MI transitions

have been confirmed in various scalar BEC systems via different techniques that can effi-

ciently control the ratio of interatomic interactions to the mobility of atoms (25, 26, 48, 50).

The first method is to use a magnetically tuned Feshbach resonance to manipulate inter-

actions (25). Another more convenient way is to enhance interatomic interactions and

suppress atomic motion by raising the depth of an optical lattice (48). A third technique

is to control the hopping energy of bosonic atoms by periodically shaking the lattice (50).

Spinor BECs, on the other hand, possess an additional spin degree of freedom, leading to

a range of phenomena absent in scalar BECs (27, 51, 52, 53, 54, 55, 56). Interestingly,

One important prediction is the existence of first-order SF-MI phase transitions in lattice-

trapped antiferromagnetic spinor BECs (15, 54, 55, 57, 58, 59, 60, 61), while the SF to MI

phase transition in ferromagnetic spinor BECs is second-order (15, 26, 60).

The SF to MI phase transition is controlled by the ratio of the on-site interaction U0 and

the tunnelling J , i.e., when U0/J reaches a critical value, a transition between SF and MI

phases is expected to happen. It can be manipulated by varying the lattice potential uL.

Based on the Hamiltonian shown in Eq. (1.21), the ground state at different µ/U0 and uL

can be calculated by the mean field (MF) theory. A predicted phase diagram for scalar

BECs in simple cubic optical lattices is shown in Fig. 3.1 (a). The Mott lobes decrease with

the increase of µ/U0. Fig. 3.1 (b) shows the superfluid order parameter ϕSF versus uL at

µ/U0 = 1.4 in scalar BECs. We can clearly conclude the change of the order parameter is

continuous. This is the feature of second-order transitions.
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Figure 3.1: (a) MF phase diagrams derived from the BH model for scalar BECs in cubic
lattices (33). Inset: two typical TOF pictures shows the SF and MI states. (b) The
superfluid order parameter ϕSF versus uL at µ/U0 = 1.4 in scalar BECs.

An antiferromagnetic F = 1 spinor BEC of zero magnetization forms a polar superfluid in

equilibrium with ⟨S⃗⟩ = 0 (15, 30, 39, 42, 62). There are two types of polar superfluids: the

longitudinal polar (LP) state with (ϕ1, ϕ0, ϕ−1) =
√
NSF(0, 1, 0), and the transverse polar

(TP) state with (ϕ1, ϕ0, ϕ−1) =
√
NSF/2(1, 0, 1). Here NSF is the number of condensed

atoms per site. At zero qB and the same NSF, TP and LP states are degenerate in energy.

At qB > 0, the MF ground state is always the LP state, but a meta-stable TP phase may

exist (15, 42).

Our MF calculations show that qB/U2 is a key factor to understand the nature of SF-MI

transitions in antiferromagnetic spinor BECs. At low magnetic fields (where 0 ≤ qB . U2),

U2 penalizes high-spin configurations and enlarges the Mott lobes for even number fillings
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Figure 3.2: (a) MF phase diagrams derived from the BH model for the LP and TP sodium
spinor BECs in cubic lattices. (b) The superfluid order parameter ϕSF versus uL at µ/U0 =
1.4 in LP spinor BECs at qB/h = 20 Hz. Here |ϕSF|2 = NSF and h is the Planck constant.

as atoms can form spin singlets to minimize the energy. The phase diagram for LP and

TP states at quadratic Zeeman energy qB/h = 0 Hz which is shown in Fig. 3.2(a). We can

obviously see the enlarged Mott lobes except for the filling number n = 1.

Moreover, the Meta-stable Mott-insulator (MMI) and meta-stable superfluid (MSF) phases

emerge due to the spin barrier, and lead to first-order SF-MI transitions, which is also

shown in Fig. 3.2(a) (57, 59, 60, 61). In addition, when the system changes from a meta-

stable phase to a stable phase (e.g., from MSF to MI), there will be a jump in the order

parameter and the system energy, leading to unavoidable heating to the atoms. When

3D lattices are ramped up and down, hysteresis is expected across the phase transitions.
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Figure 3.3: Predicted SF-MI transition point uc versus qB at µ/U0 = 1.4 for scalar BECs
and LP spinor BECs after lattices are ramped up and down.

Fig. 3.2(b) show the jump in the order parameter and the hysteresis effect for LP spinor

BECs at qB/h = 20 Hz. Figs. 3.3 shows the transition lattice depth uc for ramp up and

down sequences in LP and scalar states under different magnetic fields. At high magnetic

field for LP state and all the magnetic fields in scalar BECs, the transition point for ramp

up and down sequences is the same. It indicates the phase transition is second-order. At low

magnetic field, the transition points for ramp up and down sequences are different, which

shows the first-order phase transition. Hence, we can see hysteresis, substantial heating,

and the formation of spin singlets may be interpreted as signatures of first-order transitions.

I will show these experimental signatures in the next section. In Fig. 3.2(a), we can also

find the Mott lobes for LP at qB/h = 360 Hz is similar to that in scalar BECs. This is

because when qB increases, the mF = 0 state has lower energy than other mF levels and

U2 becomes less relevant. When qB becomes sufficiently larger than U2 (U2/h . 80 Hz in

this work), the ground state phase diagram of antiferromagnetic spinor BECs reverts back

to one that is similar to the scalar BH model with only second-order SF-MI transitions (see

Fig. 3.2).
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3.2 Signatures of the first-order Superfluid to Mott-insulator

phase transitions

In this dissertation, SF-MI transitions are studied in sodium antiferromagnetic spinor BECs

confined by cubic optical lattices. We observe hysteresis effect, changes in spin components,

and substantial heating across the phase transitions. These indicate the existence of meta-

stable states, the formation of spin singlets, and associated first-order transitions. Here, the

ratio qB/U2 is a key factor I mentioned before, e.g. in the ground state of the spinor BECs,

the nature of SF-MI transitions is found to be determined by the competition between the

quadratic Zeeman energy qB and the spin-dependent interaction U2. When qB dominates at

high magnetic fields, the transitions appear to be second order and resemble those occurring

in scalar BECs (see Fig. 3.1 and Fig. 3.2(a)). In the opposite limit, signatures of first-order

transitions are observed. These qualitative features are explained by our mean-field (MF)

calculations. We also study the phase transitions with an initial meta-stable state (TP

state) and observe stronger heatings across all magnetic fields. Furthermore, our data

indicate a new technique to realize SF-MI transitions is by varying qB. With spatially

uniform superfluids in equilibrium, one can assume ϕmF to be real. ϕmF = 0 ( ̸= 0) in the

MI (SF) phase. Three different types of BECs (i.e., scalar BECs, LP and TP spinor BECs)

are studied in this thesis. A scalar BEC containing up to 1.2 × 105 sodium atoms in the

|F = 1,mF = −1⟩ state is created with an all-optical approach similar to Ref. (16). The

scalar BEC can be created by imposing a gradient magnetic field. A F = 1 spinor BEC

of zero magnetization is then produced by imposing a resonant rf-pulse to the scalar BEC

at a fixed qB. Since the LP state (where ρ0 = 1) is the mean-field ground state, it can be

prepared by simply holding the spinor BEC for a sufficiently long time at high magnetic

fields (42). However, this method is not efficient enough to obtain a very good initial LP

state. Another method to generate LP state is by using two resonant microwave pulse to

transfer all mF = −1 and mF = +1 atoms to the F = 2 state and then blast away these

F = 2 atoms with a resonant laser pulse. Here ρmF is the fractional population of each

mF state. In this and next chapter, we use the first method to generate LP state. The TP
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Figure 3.4: (a) Schematic of the reciprocal lattice and a TOF image taken after lattices
are abruptly released. The area in red represents the imaging beam. (b) Two lattice ramp
sequences used in this chapter. (c) A TOF image showing the first Brillouin zone.

state (where ρ±1 = 0.5) is generated via a similar approach. The only difference is that

here we apply a resonant microwave pulse to transfer all mF = 0 atoms in the F = 1 spinor

BEC to the F = 2 state, and then blast away these atoms. After quenching qB to a desired

value, we adiabatically load the BEC into a cubic optical lattice within time tramp. As

shown in Fig. 3.4(b), lattices are linearly ramped up to a given uL in a ramp-up sequence,

while lattices are first adiabatically ramped up to 26ER and then back down to a variable
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Figure 3.5: Interference patterns observed after we abruptly release scalar (top), LP spinor
(middle), and TP spinor BECs (bottom) at various uL and a 5.5-ms TOF at qB/h =
360 Hz. Panels (a)-(c) are taken after ramp-up sequences to a final uL = 2, 10, and 26ER,
respectively. Panels (d)-(e) are taken after ramp-down sequences to a final uL of 12ER and
4ER. The field of view is 400µm × 400µm.

final uL in a ramp-down sequence. Here ER = ~2k2L/(2M) is the recoil energy, M and ~

are respectively the atomic mass and the reduced Planck constant, and kL is the lattice

wave-vector. We find that a ramp speed of 2ER/ms is sufficient to satisfy the intraband

adiabaticity condition and ensure ≥ 80% of atoms remain in a scalar or a high-field LP

spinor BEC after a ramp-down sequence to 2ER. We measure ρmF with Stern-Gerlach

imaging and microwave imaging after a certain time of flight (TOF).

Distinct interference peaks can always be observed during ballistic expansion, after each

BEC is abruptly released from a shallow lattice of uL ≤ 10ER. As shown in the TOF

images in Fig. 3.5, the six first-order diffracted peaks are symmetrically set apart from the

central peak by a distance corresponding to a momentum of 2~kL along three orthogonal

axes. These interference peaks may be considered as evidence for coherence associated with

the SF phase. In fact, a larger visibility of interference patterns, a narrower width of the

central peak, and a higher optical density (OD) of interference peaks have all been used as
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Figure 3.6: Peak OD of interference peaks versus uL after lattice ramp-up sequences.
Markers are experimental data and lines are linear fits. We estimate uc from the intersection
of two linear fits to the data. The inset shows how we extract the peak OD from a TOF
image (left). The dotted line in the right inset is a density profile of this TOF image through
the central and one pair of interference peaks along the vertical direction, while the solid
line is a bimodal fit to one side peak.

trustworthy evidence for improved phase coherence in atomic systems (26, 48, 49, 63).

TOF images in Fig. 3.5 show the loss and revival of the interference contrast in both scalar

and spinor BECs as cubic lattices are ramped up and down. A quantitative analysis of these

TOF images demonstrates the interference peaks (i.e., coherence associated with the SF

phase) change in a reversible manner with uL (see Fig. 3.6). First, the interference patterns

become more visible as lattices are made deeper, and reach their maximum OD around

10ER. This may be due to lattice-enhanced density modulation (26, 49, 63). Second, when

uL is further increased and exceeds uc, the interference peaks steadily smear out to a single

broad peak indicating atoms completely lose phase coherence. We extract uc in Fig. 3.6

and Fig. 3.7 from the intersection of two linear fits to the data of a given BEC. The loss of

coherence can be accounted for by many mechanisms, such as heating, inelastic collisions,

or entering into a MI state. To confirm the system has undergone a SF-MI transition, we

monitor lattice ramp-down sequences, because one characteristic of a MI state has proven
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Figure 3.7: Peak OD of interference peaks versus uL after lattice ramp-down sequences.
Markers are experimental data and lines are linear fits. We estimate uc from the intersection
of two linear fits to the data.

to be a loss of phase coherence in deep lattices and a subsequent rapid revival of coherence

as uL is reduced (26, 48, 49). The interference peaks of scalar and spinor BECs reversibly

revive after ramp-down sequences, indicating atoms quickly recohere and return to SF states

(see Fig. 3.7).

Observations in Fig. 3.6 and Fig. 3.7 are qualitatively consistent with our MF calculations

and suggest the existence of first-order SF-MI transitions under some circumstances. First,

LP spinor BECs at high magnetic fields possess many properties (e.g., the peak OD) that

are similar to those of scalar BECs. Their ramp-up and ramp-down curves are close to

each other, while both have roughly symmetric transition points uc. Similar phenomena

were observed in 87Rb and 6Li systems, and have been considered as signatures of second-

order SF-MI transitions (26, 48, 49). Second, LP states at low magnetic fields and TP

states at high fields apparently have smaller uc for both ramp-up and ramp-down processes

compared to scalar BECs, suggesting enlarged Mott lobes. Particularly, the ramp-down uc

for LP states at low fields is noticeably smaller than their ramp-up uc, corroborating with the
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MF picture that hysteresis occurs across first-order phase transitions. Third, the recovered

interference contrast is visibly different for various BECs after the ramp-down process (after

SF-MI transitions). For scalar and high-field LP spinor BECs, nearly 75% of peak OD can

be recovered in the interference peaks after ramp-down sequences. The slightly reduced

interference contrast may be due to unaccounted heatings, which leads a small portion of

atoms (< 20%) to populate the Brillouin zone. Fig. 3.5(c) shows the population within the

first Brillouin zones is recorded after the optical lattice depth is adiabatically ramped down

and some time of flight. In contrast, after we utilized quite a few techniques and optimized

many parameters, the maximal recovered interference contrast of low-field LP states is

only ∼ 40% (∼ 20% for high-field TP states). We attribute this to unavoidable heatings

across the first-order transitions as there is a jump in system energy between meta-stable

states and stable states. Both hysteresis effect and significant heatings strongly suggest that

first-order SF-MI transitions are realized in our experiment. Note, however, we do not see

noticeable jumps in the observables as is typically associated with first-order transitions.

This is likely due to the presence of even and odd atom fillings in inhomogeneous systems

such as trapped BECs, although predicted first-order SF-MI transitions only exist for even

occupancy number. Limited experimental resolutions may be another reason.

In addition, our data of the LP state in Fig. 3.7 demonstrate the feasibility of realizing

SF-MI transitions via a new approach, i.e., by ramping qB at a fixed lattice depth. For

example, when the final uL in the ramp-down sequence is set at a value between 17ER and

21ER, atoms in the LP spinor BECs can cross the SF-MI transitions if qB is sufficiently

reduced (e.g., from h×360 Hz to h×20 Hz). This agrees with the MF prediction in Fig. 3.3:

uc depends on qB.

Figure 3.8(a) shows the theoretical calculation of the energy gap across the phase transition.

These energy gaps lead to significant heatings when atoms cross the SF-MI phase transitions.

Figure 3.8(a) indicates that the induced heating in the lattice ramp-down sequence is more

than that in the lattice ramp-up sequence. The induced heating in the lattice ramp-up

sequence is strongly dependent of qB, as shown in Fig. 3.8(b). The induced heating should

reduce to zero when qB is large enough, which corresponds to the second-order SF-MI phase
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Figure 3.8: (a) Theoretical calculation of the energy gaps across the SF-MI phase tran-
sitions. Significant heating, resulted from these energy gaps when atoms cross the phase
transitions, is regarded as a signature of the first-order SF-MI phase transitions. (b) The
value of the energy gap between MSF and MI state (ramp up sequence) versus qB.
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transitions.

We then compare scalar and spinor BECs within a wide range of magnetic fields, 20 Hz ≤

qB/h ≤ 500 Hz, after identical lattice ramp sequences to uL = 10ER. We choose 10ER be-

cause it is apparently the lattice depth around which we observe the maximum interference

contrast, with negligible difference in scalar and spinor BECs after ramp-up sequences at

all qB. This is consistent with Fig. 3.1 and Fig. 3.2, which predict all BECs studied in this

work should be well in the SF phase at 10ER. However, the interference peak ODs show

intriguing differences after ramp-down sequences to 10ER (see Fig. 3.9): deviations from

the maximal value appear for LP spinor BECs at low magnetic fields and the TP state

at all positive qB. We again attribute this to different amount of heatings across SF-MI

transitions. Different extent of heatings may be produced due to different spin barriers as

well as the amount of energy jump across the transitions. Hence, the maximum recovered

OD is a good indicator for the appearance/disappearance of first-order SF-MI transitions.

Notably, LP spinor BECs are found to behave very similarly to scalar BECs when qB ≫ U2

(see Fig. 3.9). This observation is consistent with Fig. 3.3, in which the two MF curves
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Figure 3.10: (a) Measured ρ0 versus uL after an initial LP spinor BEC undergoes ramp-
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Similar to (a) except that we set qB at various values, and the final uL at 26ER to ensure
atoms enter into the MI phase. The dashed (solid) line represents the MF result for n = 2
(npeak = 5).

for the LP state merge indicating that meta-stable states disappear and SF-MI transitions

become second order when qB/h > 70 Hz. Furthermore, the difference between LP and TP

spinor BECs appears to exponentially decrease as qB approaches zero. Exponential fits to

the data verify that LP and TP spinor BECs should show the same behavior at qB = 0.

Figure 3.10(a) shows the change in the fractional population ρ0 as the lattice is ramped

up, which provides another evidence that is consistent with first-order SF-MI transitions.

In the MF picture, the first-order transition is related to the formation of spin singlets

in the even Mott lobes. Although the superfluid phase has to be solved numerically, the

Mott-insulator phase can be understood analytically in the mean-field picture. This helps

us understand the observed change in spin compositions as the depth of the optical lattice

is ramped, which is shown in Fig. 3.10(a) . The order parameter ϕmF = 0 in the Mott

insulator phase, and the single-site Hamiltonian becomes

HMI =
U0

2
(n2 − n) − µn+

U2

2
(S⃗2 − 2n) + qB(n1 + n−1). (3.1)

This Hamiltonian can be diagonalized at a fixed atom filling number since the total single-

site number operator n commutes with the Hamiltonian. Here we focus on the n = 2 lobe,

where first-order transitions occur. At µ = 1.4U0 for example, the ground state is in the

n = 2 subspace. Other fillings can be solved similarly.
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The first two terms in Eq. (3.1) drop off as a constant in the n = 2 subspace. Writing the

last two terms out, we have

Hn=2
MI =

1

2
U2b

†
1b

†
1b1b1 +

1

2
U2b

†
−1b

†
−1b−1b−1 + U2b

†
1b

†
0b1b0 + U2b

†
−1b

†
0b−1b0 − U2b

†
1b

†
−1b1b−1

+ U2b
†
0b

†
0b1b−1 + U2b

†
1b

†
−1b0b0 + qB(n1 + n−1) (3.2)

The occupation basis |n⃗⟩ = |n1, n0, n−1⟩ with n = 2 are |110⟩, |011⟩, |200⟩, |002⟩, |020⟩, |101⟩.

. The Hamiltonian can be written as a matrix in this basis:

Hn=2
MI =



U2 + qB 0 0 0 0 0

0 U2 + qB 0 0 0 0

0 0 U2 + 2qB 0 0 0

0 0 0 U2 + 2qB 0 0

0 0 0 0 0
√

2U2

0 0 0 0
√

2U2 −U2 + 2qB


. (3.3)

For U2 = 0.04U0 > 0 and qB > 0, the ground state energy is

Eg =
1

2

(
2qB − U2 −

√
4q2B − 4qBU2 + 9U2

2

)
, (3.4)

and the non-normalized ground state is

|ψg⟩ =
U2 − 2qB +

√
4q2B − 4qBU2 + 9U2

2

2
√

2U2

|101⟩ − |020⟩. (3.5)

At qB = 0, the Mott insulator ground state is the singlet state |ψg(qB = 0)⟩ = |S = 0, Sz =

0⟩ =
√

2
3 |101⟩ −

√
1
3 |020⟩. This singlet state has equal populations in all three hyperfine

levels, i.e., ρ0 = ρ1 = ρ−1 = 1/3. As qB increases, the amplitude of the |101⟩ state decreases

monotonically compared to that of |020⟩. This is observed in the Figure 3.10(b).

Two predictions can be derived from this MF calculation: ρ0 drastically decreases as atoms

cross the first-order transition (from SF to MI) and ρ0 rises with qB in the n = 2 Mott lobe

as well as in our npeak = 5 inhomogeneous system.
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Figure 3.11: (a) NSF and (b) the fractional population ρ0 of the ground state at various
chemical potential µ and lattice depth uL with qB/h = 20 Hz. Metastable states are not
shown in these figures.

Our observations shown in Fig. 3.10(a) may be the first experimental confirmation of these

predictions: an initial LP state is found to sigmoidally evolve to a state consisting of all three

mF components as uL is ramped up at low magnetic fields, with the measured ρ0 sigmoidally

decreasing from one in the SF phase to around 0.6 in the MI phase (uL ≥ 22ER). In addition,

in the MI phase, the measured ρ0 rises with qB, and approaches one at qB ≫ U2 where

the ground state phase diagram of antiferromagnetic spinor BECs resembles the scalar BH

model with only second-order SF-MI transitions (see Fig. 3.10(b)). This observation can be

well understood by the MF calculation (the npeak = 5 line in Fig. 3.10(b)). Note that the

peak filling factor npeak is five in our inhomogeneous system, the data in Fig. 3.10(a) thus

represent an average of different atom fillings. In other words, the theoretical npeak = 5

line in Fig. 3.10(b) represents a weighted average of the MF predictions at five different

n (i.e., n = 1, 2, 3, 4, 5) based on the atom density distribution in a harmonic trap. Good

agreements between our data and the MF theory suggest that the observed substantial

change in ρ0 at very low fields may be mainly due to the formation of spin singlets in the

even lobe MI phase (after atoms cross the first-order transitions).

Additional predictions can be derived from the mean-field theory. Figure 3.11(a) shows NSF

at various chemical potential µ and lattice depth uL in qB/h = 20 Hz. Here NSF = |ϕ0|2

is the number of atoms in the superfluid phase on a single lattice site. We can see that

NSF = |ϕ0|2 = 0 in the Mott lobes. The even lobe superfluid (SF) to Mott-insulator (MI)
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transition has a sharp boundary due to the first-order transition. Figure 3.2(b) depicts a

line at µ/U0 = 1.4 drawn from this 2D diagram (metastable states are not shown here).

Figure 3.11(b) plots ρ0 at various µ and uL with qB/h = 20 Hz. Experimental data in

Fig. 3.10 represent an average of different chemical potentials from this 2D figure. It can

be seen that the change in ρ0 is mainly due to the formation of spin singlets in the even

Mott lobes.

Figure 3.12 shows similar plots at different qB but fixed chemical potential µ/U0 = 1.4. We

can see that the SF-MI phase transition shifts to a larger lattice depth as qB increases. This

is similar to what is shown in Fig. 3.2 (b) with the effect of metastable states included there.

Figure 3.12(b) sketches the change in the fractional population with qB. The theoretical

n = 2 line in Fig. 3.10 (b) represents a line at uL = 26ER from this 2D diagram. Here

n is the occupation number per site. We have also conducted similar calculations at five

different n, as shown in Fig. 3.13. The theoretical npeak = 5 line in Fig. 3.10(b) represents

a weighted average of the five theoretical curves in Fig. 3.13 based on the atom density

distribution in a harmonic trap.
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3.3 Phase diagrams of spinor Mott-Insulators

In this section, we will discuss how we experimentally map the ground state phase diagram

of antiferromagnetic spinor Bose-Einstein condensates in Mott-Insulator states at different

qB and different magnetizations m.

Since the occupation number in a single lattice site n is fixed in each Mott lobe, we may

find the ground states in each Mott lobe separately. For instance, In the second Mott lobe

when n equals two, the ground states should be in the n = 2 subspace. In this subspace, the

occupation basis |nmF=1, nmF=0, nmF=−1⟩ can be |1, 1, 0⟩, |0, 1, 1⟩, |2, 0, 0⟩, |0, 0, 2⟩, |0, 2, 0⟩,

and |1, 0, 1⟩. We may then find the ground state by using a trial state

|ψ⟩ =c110|1, 1, 0⟩ + c011|0, 1, 1⟩ + c200|2, 0, 0⟩

+ c002|0, 0, 2⟩ + c020|0, 2, 0⟩ + c101|1, 0, 1⟩ (3.6)
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in this subspace, where c110, c011, c200, c002, c020, and c101 are the undetermined coefficients.

We may then express the energy of the trial state |ψ⟩ in the MI states as,

E = ⟨ψ|HMI|ψ⟩

=U0 − 2µ+ (U2 + qB)(|c110|2 + |c011|2)

+ (U2 + 2qB)(|c200|2 + |c002|2) + (2qB − U2)|c101|2

+
√

2U2(c
∗
101c020 + c∗020c101) . (3.7)

Note that the magnetization m = (nmF=+1 − nmF=−1)/n commutes with HMI and is thus

conserved. Therefore, under a certain value of m, we need to require

⟨ψ|nmF=+1 − nmF=−1|ψ⟩ /2

=(|c110|2 − |c011|2)/2 + |c200|2 − |c002|2

=m . (3.8)

In addition, the normalization of |ψ⟩ also requires

|c110|2 + |c011|2 + |c200|2 + |c002|2 + |c020|2 + |c101|2 = 1 . (3.9)

We may then find the ground states by looking for the minimum value of Eq. 3.7 under the

restrictions, i.e., Eqs. 3.8 and 3.9.

First, we divide Eq. 3.7 into two parts, E1 and E2:

E =E1 + E2 (3.10)

E1 =U0 − 2µ+ (U2 + qB)(|c110|2 + |c011|2)

+ (U2 + 2qB)(|c200|2 + |c002|2) , (3.11)

E2 =(2qB − U2)|c101|2 +
√

2U2(c
∗
101c020 + c∗020c101) . (3.12)

46



For E1, under the condition Eq. (3.8), it is easy to see that the minimum of E1 occurs when

|c200|2 = m, |c002|2 = 0, |c110|2 = 0 and |c011|2 = 0 if m > 0 or |c200|2 = 0, |c002|2 = −m,

|c110|2 = 0 and |c011|2 = 0 if m < 0.

In this case, we have

|c110|2 + |c011|2 + |c200|2 + |c002|2 = |m| . (3.13)

E1min = U0 − 2µ+ (U2 + 2qB)|m| . (3.14)

For E2, we suppose

|c110|2 + |c011|2 + |c200|2 + |c002|2 = x . (3.15)

Therefore

|c020|2 + |c101|2 = 1 − x . (3.16)

Suppose c101 = a+bi, c∗101 = a−bi, c020 = c+di and c∗020 = c−di, then E2 can be expressed

as,

E2 = (2qB − U2)(a
2 + b2) +

√
2U2(ac+ bd) . (3.17)

and Eq. 3.16 can be rewritten as,

a2 + b2 + c2 + d2 = 1 − x . (3.18)

Under the restriction of Eq. 3.18, we construct a new function by using the Lagrange

multiplier method as,

E∗ =(2qB − U2)(a
2 + b2) +

√
2U2(ac+ bd)

+ λ(a2 + b2 + c2 + d2 + x− 1) . (3.19)
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Here λ is the Lagrange multiplier.

We require

∂E∗

∂a
=(2qB − U2)2a+ 2

√
2cU2 + 2λa = 0 (3.20)

∂E∗

∂b
=(2qB − U2)2b+ 2

√
2dU2 + 2λb = 0 (3.21)

∂E∗

∂c
=2

√
2aU2 + 2λc = 0 (3.22)

∂E∗

∂d
=2

√
2bU2 + 2λd = 0 . (3.23)

On the basis of the aforementioned four equations, we can obtain

a

c
=
b

d
=

1

2
[
2qB − U2√

2U2

±

√
4 +

(2qB − U2)2

2U2
2

] . (3.24)

Then we can derive

|c020|2 = c2 + d2

=
−2qB + U2 + ξ

2ξ
(1 − x) or

=
2qB − U2 + ξ

2ξ
(1 − x) (3.25)

and

|c101|2 = 1 − |m| − |c020|2

=
2qB − U2 + ξ

2ξ
(1 − x) or

=
−2qB + U2 + ξ

2ξ
(1 − x) . (3.26)

Here ξ =
√

4q2B − 4qBU2 + 9U2
2 .
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Since ξ > |2qB − U2| and ξ > 0, we then express c020 and c101 as,

c020 =

√
−2qB + U2 + ξ

2ξ

√
1 − xeiθ1 or

=

√
2qB − U2 + ξ

2ξ

√
1 − xeiθ1 (3.27)

and

c101 =

√
2qB − U2 + ξ

2ξ

√
1 − xeiθ2 or

=

√
−2qB + U2 + ξ

2ξ

√
1 − xeiθ2 . (3.28)

The solutions above are only the extreme points and they may not be the minimum point.

Therefore, we need to substitute the values of c020 and c101 into Eq. 3.12 to check them. Fi-

nally, we find c020 =
√

2qB−U2+ξ
2ξ

√
1 − xeiθ1 and c101 =

√
−2qB+U2+ξ

2ξ

√
1 − xeiθ2 correspond

to the minimum of E2. Here θ2 − θ1 = (2k + 1)π, k ∈ Z.

And the minimum of E2 is

E∗
2min = (2qB − U2 − ξ)

1 − x

2
. (3.29)

In order to meet the condition of Eqs. 3.8 and 3.15, we require x ≥ |m|. When x = |m|, E2

reaches its minimum:

E2min = (2qB − U2 − ξ)
1 − |m|

2
≤ E∗

2min . (3.30)

Note that x = |m| agrees with Eq. 3.13, we can combine Eqs. 3.30 and 3.14. So the ground

state energy may thus be expressed as follows,

Eg =
1 − |m|

2
(2qB − U2 − ξ) + |m|(U2 + 2qB) + U0 − 2µ , (3.31)
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and the coefficients of the ground state |ψg⟩ may be written as,

c110 = c011 = 0

|c200|2 = max(m, 0)

|c002|2 = max(−m, 0)

c020 =
√

1 − |m|

√
2qB − U2 + ξ

2ξ
eiθ1

c101 =
√

1 − |m|

√
U2 − 2qB + ξ

2ξ
eiθ2 . (3.32)

Here θ2 − θ1 = (2k + 1)π and k ∈ Z.

By applying Eq. 3.32, ρ0, the fractional population of the mF = 0 state in the ground

states, may be written as,

ρ0 = ⟨ψg|nmF=0|ψg⟩ /2 = (1 − |m|)2qB − U2 + ξ

2ξ
. (3.33)

In low magnetic fields where qB ≪ U2, Eq. 3.33 gives ρ0 = (1 − |m|)/3, ρ+1 = max(m, 0) +

(1− |m|)/3, and ρ−1 = max(−m, 0) + (1− |m|)/3. In the opposite limit, i.e., high magnetic

fields when U2 ≪ qB, we find ρ0 = (1 − |m|), ρ+1 = max(m, 0), and ρ−1 = max(−m, 0).

The ground states in other Mott lobes can be solved similarly. Since the peak n is five

in our system, we thus plot a weighted average of ρ0 of the first five Mott lobes based

on the atom density distribution in a harmonic trap, as shown in Fig. 3.14. We can find

our experimental values (Fig. 3.14(a)) agree with the mean field prediction for npeak = 5

(Fig. 3.14(c)) well.
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Figure 3.14: (a) Experimental ρ0 in the ground state at various qB/U2 and magnetizations
m in cubic lattices. (b) The predicted ρ0 for n = 2 in the ground state at various qB/U2

and m. (c) The predicted ρ0 for npeak = 5 in the ground state at various qB/U2 and m.

51



CHAPTER IV

FIRST-ORDER SUPERFLUID TO MOTT-INSULATOR PHASE

TRANSITIONS IN THREE-DIMENSIONAL MONOCLINIC LATTICES

This chapter discusses the superfluid to Mott-Insulator phase transition in spinor conden-

sates confined in three dimensional monoclinic lattices.

Some published works have emphasized the effect of lattice geometries on the behavior of

lattice-confined BECs (51, 53, 64, 65). However, they all focus on two-dimensional optical

lattices. Though three-dimensional (3D) simple cubic lattices have been widely discussed,

3D lattices with different geometries remain less explored. For example, simply altering the

angle θ between two horizontal beams in a 3D lattice setup can significantly change the

value of the on-site interaction energy U0 and the hopping energy J . In this chapter, we

construct a 3D lattice geometrical model, which takes into account the effect of the angle

θ between the two horizontal lattice beams. Based on this model, we build our monoclinic

lattices with the angle of θ = π/4. We find that the SF-MI transition point in our monoclinic

lattices is less than that in cubic lattices. By taking into account the relation between our

monoclinic and cubic lattices in our model, the experimental data are consistent with each

other. We also discuss the change of ρ0 (the fraction of atoms in the m = 0 hyperfine state)

in our monoclinic lattices, i.e., ρ0 lowers when we decrease magnetic fields or increase the

final trap depth of ramp-up sequences. The results due to the formation of spin singlet pairs

are similar to that observed in the cubic lattice experiments. The experimental results also

coincide well for our monoclinic and cubic lattices based on our model and agree with the

prediction of the mean-field theory.
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4.1 Theoretical model

Here, we first theoretically discuss the relation of the J , U0 with the angle θ between the

two horizontal lattice beams (see Fig. 4.1(b)). The lattice potential for arbitrary θ is given

as

VT = 4Vs[sin
2(ky) + sin2(ky cos θ − kx sin θ) + sin2(kz)] . (4.1)

Since the square of optical trap frequencies is proportional to the second order derivative

of the lattice potential, optical trap frequencies along the different directions are as follows,

ωTx = ωTη = ωc sin θ , ωTy = ωc
√

1 + cos2 θ , ωTz = ωc . (4.2)

The harmonic length β =
√

~
mω in monoclinic lattices can be written as,

βTx = βTη = βc(sin θ)
−1/2 , βTy = βc(

√
1 + cos2 θ)−1/2 , βTz = βc . (4.3)

The nearest neighboring site distance a in monoclinic lattices can be written as,

aTx = aTη = ac/ sin θ , aTz = ac . (4.4)

Here the subscripts T, c respectively stand for monoclinic and cubic lattices. The subscripts

x, η stand for the two horizontal reciprocal lattices directions. The three directions x, y, z

are orthogonal with each other (see Fig. 4.1(b)). ωc =

√
16VsER

~2
, the recoil energy

ER =
~2k2

2m
, m and ~ are respectively the atomic mass and the reduced Planck constant,

and k is the lattice wave-vector.

The geometrical mean of the trap frequency ω and the harmonic length β in monoclinic

53



lattices can be written as,

ωT = 3
√
ωTxωTyωTz = ωc(sin θ

√
1 + cos2 θ)1/3 ,

βT = βc(sin θ
√

1 + cos2 θ)−1/6 . (4.5)

According to Refs. (32, 66), the on-site interaction U0 and the hopping energy J can be

written as follows,

U0 =
2~ω√

2π

as

β
∝ ω

β
, (4.6)

J =
~ω
8

[
1 −

(
2

π

)2
](

a

β

)2

e
−

1

4

(
a

β

)2

∝ ω

(
a

β

)2

e
−

1

4

(
a

β

)2

. (4.7)

Then the relation between JT and Jc along the two reciprocal lattice directions can be

written as,

JTx = JTη =

exp[−1

4
(

1

sin θ
− 1)(

ac
βc

)2]

(sin θ)2/3(1 + cos2 θ)−1/6
Jc , (4.8)

The relation between JT and Jc along the z direction can be written as,

JTz = (sin θ
√

1 + cos2 θ)1/3Jc . (4.9)

The relation between U0,T and U0,c can be written as,

U0,T = (sin θ
√

1 + cos2 θ)1/2U0,c . (4.10)

Then the relation between JT /U0,T and Jc/U0,c along the two reciprocal lattice directions
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Figure 4.1: (a) Schematic of reciprocal lattice and TOF images from top and side views
taken after lattices are abruptly released. The imaging beams are shown by the red area.
(b) Schematic of our monoclinic lattices setup. We set θ = π/4.

is shown below:

JTx
U0,T

=
JTη
U0,T

=

exp[−1

4
(

1

sin θ
− 1)(

ac
βc

)2]

(sin θ)7/6(1 + cos2 θ)1/12
Jc
U0,c

, (4.11)

The relation between JT /U0,T and Jc/U0,c along z direction is shown below:

JTz
U0,T

= (sin θ
√

1 + cos2 θ)−1/6 Jc
U0,c

. (4.12)

The ratio J/U0 is the arithmetic mean of the three directions x, η, z.

4.2 Superfluid to Mott-insulator phase transition in mono-

clinic lattices

Similar to our previous work, a F = 1 BEC of 1.2 × 105 atoms is obtained by an optical

cooling process and fully polarized to the |F = 1,m = −1⟩ state by an applied weak

magnetic field gradient. Then an rf-pulse resonant with a fixed magnetic field is imposed to

create a spinor BEC with zero magnetization (16). By holding the spinor BEC for several
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Figure 4.2: Peak optical density of interference peaks versus uL after our cubic and mon-
oclinic lattices ramp-up sequences. Experimental data are shown by different makers, and
lines are two linear fits to the data. Here cubic lattices data are copied from our paper (44).
Inset: It shows how we extract the peak optical density from a TOF image. The blue solid
line is a gaussian fit to the side peak. Here the magnetic field is set at qB/h = 360 Hz.

seconds we can get the initial longitudinal polar (LP) ground state (42). After quenching

qB to a desired value, the spinor BEC is adiabatically loaded into a cubic or a monoclinic

optical lattice with the lattice trap depth uL being raised at a rate of 2ER/ms.

A 1064 nm single-mode laser is used to construct both our 3D cubic optical lattices and

monoclinic lattices. For our monoclinic lattices, θ is π/4 and the setup is shown in Fig. 4.1.

In Fig. 4.1(a), the six first-order and two second order diffracted peaks can be clearly seen

in the time-of-flight (TOF) images both from the side view and top view.

First we study the SF-MI transition points in both monoclinic and cubic lattices. A LP

state BEC is created at large qB and loaded into a 3D lattice with the lattice depth being

ramped up. Here we choose qB/h = 360Hz so the transition is second order and the

transition points for ramp-up and ramp-down sequences are the same. Hence we can only

focus on the ramp-up sequence. Fig. 4.2 shows the peak optical density of interference peaks
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Figure 4.3: Peak optical density of interference peaks taken in our monoclinic and cubic
lattice experiments versus J5/U0. Solid lines are exponential fits to the experimental data.
Here the magnetic field is set at qB/h = 360 Hz.
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Figure 4.4: (a) We measured ρ0 at various qB in monoclinic lattices. In order to ensure all
atoms enter into the MI phase, we set the final uL at 26ER. (b) Similar to Panel (a) but
we set qB/h = 20Hz. Solid lines in Panels (a) and (b) are exponential and sigmoidal fits,
respectively.

versus uL for BECs in both monoclinic and cubic lattices. The transition points are drafted

for both monoclinic lattice (∼ 20ER) and cubic lattice (∼ 24ER). Clearly the transition in

our monoclinic lattice happens much earlier than that in cubic lattices. Comparing with the
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cubic lattices, the volume of each site in the monoclinic lattices is increased and the lattice

trap frequency in the same trap depth is lowered. The distance between the nearest neighbor

sites is enlarged. Therefore, both J and U0 are reduced. So the value of J/U0 is changed and

the transition point is shifted. Quantitatively, we define Jn = υ(2n+1+2
√
n(n+ 1))J , υ is

the number of nearest neighbor sites (67). For our 3D cubic and monoclinic lattices, υ = 6.

n is the occupation number per lattice site. n is around five for our cubic and monoclinic

lattices. By using Eq. (4.11), we get the values of U0/J5 at different trap depths both for

our monoclinic and cubic lattices, and the relationship between U0/J5 and peak optical

density. The results are shown in Fig. 4.3 where data for two different lattice geometries

coincide, and the transitions happen at nearly the same U0/J5. The result indicates our

model works well in our monoclinic lattices.

We then compare spinor BECs in our cubic and monoclinic lattices within a wide range of

magnetic fields, 20 Hz ≤ qB/h ≤ 500 Hz, after identical lattice ramp sequences are applied.

Similar to what happens in cubic lattices (44), in our monoclinic lattices, a state including

all three m components forms during the evolving process starting from the initial LP

ground state as uL is ramped up at low magnetic field (Fig. 4.4(b)). We may attribute

it to the formation of spin singlets in the even Mott lobe. In addition, Fig. 4.4(a) shows,

in the MI phase (26ER), ρ0 increases with qB. And its value is almost one at qB/h ≥

150 Hz > U2 where the ground state phase diagram of antiferromagnetic spinor BECs

resembles that of the scalar BECs with only second-order SF-MI transitions. Then by

considering U2 ≃ 0.04U0 and the peak filling factor n being five, we can get the value of

qB/U2 as shown in Fig. 4.5(b). The results of the two lattice geometries coincide with the

mean-field predictions (44).

4.3 Differences induced by the purification of initial states

There are two types of polar states in spinor BECs at zero magnetization m: the longitudinal

polar (LP) state with ρ0 = 1, and the transverse polar (TP) state with ρ0 = 0. At zero

qB, TP and LP states are degenerate in energy, which can be seen in Eq. (1.5). At qB > 0
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Figure 4.5: (a) Measured ρ0 versus qB/h (b) Measured ρ0 versus qB/U2 and the final uL
at 26ER and 45ER in monoclinic lattices, and at 26ER in cubic lattices. Solid lines are the
MF results at various occupation number n. Here the maximum of n is five.

and m = 0, the ground state is always the LP state, while the meta-stable TP state also

exists (15, 42). The preparation methods for LP and TP states were explained in Chapter-3.

As explained in the previous sections and chapters, the ratio qB/U2 is a key factor to

understand spinor BECs under external magnetic fields in 3D optical lattices. At high

magnetic fields where qB ≫ U2, the three spin components in F = 1 spinor BECs are well

separated away from each other. In other words, the spin-dependent interaction is negligible,

and spinor BECs and scalar BECs behave similarly at qB ≫ U2. In the opposite limit, U2

is dominant at low magnetic fields. In antiferromagnetic spinor BECs, U2 penalizes high-

spin configurations as spin-singlet pairs are formed to minimize the energy, which leads

to the enlarged Mott lobes at even occupation numbers n. Thus, superfluid to Mott-

insulator phase transitions in antiferromagnetic spinor BECs can be first order and second

order, although there are only second-order SF-MI phase transitions in scalar BECs and

ferromagnetic BECs (44). In the second-order SF-MI phase transitions, we find that the

lattice ramp-up and ramp-down sequences are symmetrical and have an almost identical

phase transition point. On the other hand, in the first-order SF-MI phase transitions, we

observe hysterical effect, substantial changes in the mF = 0 spin component, and substantial

heatings as atoms cross the SF-MI phase transitions in both monoclinic and cubic optical

lattices (44).

Figure 4.6 shows that atoms stay in the LP state after the lattice is adiabatically ramped
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Figure 4.6: Interference patterns observed after we abruptly release TP and LP spinor
BECs at qB/h = 360 Hz (a high magnetic field) and qB/h = 20 Hz (a low magnetic field)
at various uL and a 4.5-ms Stern-Gerlach separation during a 5.5-ms TOF. Panels (a)-(b)
are taken after ramp-up sequences to a final uL = 2ER and 12ER. Panels (c)-(d) are taken
after first ramping up the lattice to 26ER and then ramping the lattice down to a final uL
of 12ER and 2ER. The lattice ramp speed is 2ER per one millisecond.

up and down at high magnetic fields (e.g. qB/h = 360 Hz). This indicates that the SF-MI

phase transition is second order at sufficiently high magnetic fields (44). In contrast, at

low magnetic fields (e.g. qB/h = 20 Hz), we find that atoms evolve from the LP state to

a state consisting of all three spin components (i.e., substantial fractions of the mF = ±1

components). This observation can be understood by the formation of spin singlets (where

ρ0 = 1/3) in the even Mott lobe, and can be regarded as a trustworthy signature for the

first-order SF-MI phase transitions. We also observed the similar changes in ρ0 in the cubic

lattices and have discussed it in the previous chapter (44).

The TP state is more complicated, since it is not the ground state at qB > 0. In other

words, spin population oscillations and energy dissipations cannot be ignored, and thus

atoms cannot stay in the TP state at both high and low magnetic fields. As shown in
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Figure 4.7: Absorption images taken after linearly ramping up the lattice to a final uL (2ER
or 8ER), holding TP states at the final uL for various time, abruptly releasing atoms from the
lattices, and a 5.5-ms TOF (including a 4.5-ms Stern-Gerlach separation) at qB/h = 360 Hz
and 20 Hz.

our recent publication (42), the speed of energy dissipations in spinor BECs increases with

qB, i.e., the strength of external magnetic fields. To understand the time evolution of the

lattice-trapped TP state well, we ramp up lattices and monitor atoms after holding them

in lattices for various amounts of time. As shown in Fig. 4.7, the energy dissipation in the

TP states is found to be very slow (in the order of a few seconds) at low magnetic fields,

and becomes much faster (in the order of tens of ms) at high magnetic fields. Note that

the typical time period of the lattice ramp-up and ramp-down sequences in this report is

shorter than 30 ms. Therefore, at low magnetic fields, energy dissipations can be ignored

and only the coherent spin population oscillations are considered. In the opposite limit,

at high magnetic fields, energy dissipation is the dominant mechanism and spin population

oscillations are completely suppressed. It is well known that extra heatings can be generated

by energy dissipations rather than a coherent spin population oscillation. At low magnetic
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fields, it is thus expected that interference patterns observed in TP spinor BECs after

lattices are ramped up and down should be as sharp as those in the LP states. This is well

confirmed by our data shown in Fig. 4.6. Two more useful conclusions can be obtained from

Fig. 4.6. First, due to coherent spin population oscillations, atoms cannot stay in the TP

states after lattice ramp-up and ramp-down sequences, i.e., we observe substantial fractions

of the mF = 0 component after the ramp sequences. Second, similar to the LP state at low

magnetic fields, extra heatings are observed after the lattice ramp-down sequences (after

atoms crosses the SF-MI phase transitions twice) in the TP state at low magnetic fields. As

explained in the previous sections, this is a convincing signature for the first-order SF-MI

phase transitions.
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CHAPTER V

LATTICE-INDUCED RAPID FORMATION OF SPIN SINGLETS IN

SPIN-1 SPINOR CONDENSATES

This chapter discusses our efficient experimental scheme to rapidly create spin-singlet states

with lattice-confined antiferromagnetic spinor condensates. One paper related to these topics

was published:

• L. Zhao, T. Tang, Z. Chen, and Y. Liu, Lattice-induced rapid formation of spin singlets

in spin-1 spinor condensates, arXiv:1801.00773. Included in Appendix C.

5.1 Create spin singlet states in free space or with optical

lattices

In Chapter III, we discuss the ground states at various qB in spinor BECs in three-

dimensional cubic lattices. At qB = 0, the ground state is a spin-singlet state. Many-body

spin singlet states, in which multiple spin components of zero total spin are naturally entan-

gled, have been widely suggested as ideal candidates in investigating quantum metrology

and quantum memories (68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81). Advantages

of spin singlets in the quantum information research include long lifetimes and enhanced

tolerance to environmental noises (69, 70). These advantages may become more pronounced

if the singlets consist of ultracold spin-1 particles (68). A spin singlet is the ground state of

many types of spinor gases, however, its experimental realizations have proven to be very
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Figure 5.1: (a) and (b): vertical black (red) dotted lines mark qmax, the maximum allowed
q for spin singlets, in F=1 sodium spinor BECs of n = 105 atoms in free space (in the n=2
Mott lobe at uL = 26ER). All panels are derived from MFT at zero m with solid (dashed)
lines representing the q < 0 (q > 0) region, and black (red) lines representing spinor gases
in free space (spinor Mott insulators). (a) Predicted ρ0 versus |q| at n = 2 (red) and 105

(black). The top horizontal axis lists the corresponding B when q > 0. (b) Predicted ∆ρ0
versus |q| at n = 2 (red) and 105 (black).

challenging mainly due to its fragilities (70, 77, 79, 80, 81, 82). Allowed parameter ranges

for spin singlets of spin-1 atoms are strictly limited to the vicinity of zero quadratic Zeeman

energy q and zero magnetization m, and the ranges drastically shrink when the atom num-

ber increases (77, 78, 79, 80). Another constraint is the formation of spin singlets requires

atoms remaining adiabatic for a long time duration (80). Here we experimentally demon-

strate that combining a spinor Bose-Einstein condensate (BEC) with cubic optical lattices

significantly relaxes these strict constraints and enables creating spin singlets of spin-1

atoms rapidly. Our observations confirm that spin singlets are brought into experimentally

accessible regions by two key lattice-modified parameters, which are the lattice-enhanced

interatomic interactions and substantially reduced atom number in individual lattice sites.

Lattice-confined spinor BECs present degeneracies in spin and spatial domains, which pro-

vide perfect platforms to simulate quantum mesoscopic systems and study rich physics of

fragmentation (74, 79).

We start each experimental cycle with an antiferromagnetic F=1 spinor BEC of n = 1.2×105

sodium atoms and zero m in its free-space ground state, i.e., a longitudinal polar (LP) state

in the q > 0 region or a transverse polar (TP) state when q < 0 (15, 30, 39, 42, 44, 62).
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singlets of sodium atoms via an adiabatic sweep at its corresponding ±qmax.

The atoms are then loaded into cubic lattices and enter into the MI phase with the peak

occupation number per lattice site being five, npeak = 5. We express the Hamiltonian of

the spinor Mott insulators by ignoring the hopping energy in the site-independent Bose-

Hubbard model as (44):

Ĥ =
U0

2
(n̂2 − n̂) − µn̂+

U2

2
(Ŝ

2 − 2n̂) + q(n̂1 + n̂−1) . (5.1)

Here U0 (U2) is the spin-independent (spin-dependent) interaction, µ is the chemical po-

tential, Ŝ is the spin operator, and n̂ =
∑

mF
n̂mF is the number operator of all hyperfine

mF states. We obtain the ground states of spinor Mott insulators by diagonalizing Eq. (5.1)

at a given n. For example, the ground states are spin singlets at zero q in the even Mott

lobes.
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Sufficiently deep cubic lattices localize atoms and lower n by five orders of magnitude in a

typical BEC system. Figure 5.1 illustrates how this enormous reduction in n together with

the lattice-enhanced interatomic interactions can make spin singlets realizable in experi-

mentally accessible regions. Figure 5.1 is derived from the mean-field theory (MFT) and

based on two notable signatures of a spin singlet, i.e., each of its mF states has an identical

fractional population ρmF and a big ∆ρmF (the standard deviation of ρmF ) (58, 77, 83). For

example, spin singlets of F=1 atoms should have ρ0 ≈ ρ±1 ≈ 1/3 and ∆ρ0 = 2∆ρ±1 > 0.29.

In sharp contrast, ρ0 = 0 and ρ±1 = 0.5 (ρ0 = 1 and ρ±1 = 0) with negligible ∆ρmF are

found in coherent TP (LP) states when q < 0 (q > 0) (42). The allowed q range for spin sin-

glets is 0 ≤ |q| ≤ qmax, which is determined by considering ∆ρmF ≫ 0 and ρ0 = (1 + 0.1)/3

at q = qmax (that corresponds to ρ0 ≃ (1 − 0.1)/3 at q = −qmax) in MFT. An expansion

of ten orders of magnitude in qmax is marked by vertical dotted lines in Figs. 5.1(a) and

5.1(b), i.e., from a narrow region of |q|/h < 2 × 10−9 Hz in a free-space spinor BEC of 105

atoms to a much broader range of |q|/h < 9 Hz in n=2 spinor Mott insulators. Here h is

the Planck constant. This drastic raise in qmax as n decreases is also shown in Fig. 5.2(a)

for a wide range of achievable n. In addition, the lattice-induced big reduction in n can

relax the magnetization constraint on creating spin singlets by five orders of magnitude,

because |m| . 0.15/n is required for singlets at zero q. Figure 5.2(b) indicates another big

improvement made by cubic lattices: tmin can be dramatically decreased by three orders of

magnitude after a free-space spinor BEC enters the MI phase. Here tmin is the minimum

time for generating singlets via adiabatically sweeping one parameter, such as q and the

lattice depth uL. Spin singlets of F=1 atoms can thus be created in realistic experimental

setups, e.g., in the spinor Mott insulators of |m| ≤ 0.05 as confirmed by our experimental

data in Figs. 5.5 and 5.6.

Similar to Ref. (77), we diagonalize the Hamiltonian in Eq. (1.30) in the |n, F,M⟩ basis,

and find the ground state of the spinor BEC is |G⟩ = |n, F,M = F ⟩=(F !(n− F )!!(n+ F +

1)!!/(2F + 1)!!)−1/2a†F1 (S†)(n−F )/2|vac⟩ at a given magnetization m and q = 0. Here n is

the total number of atoms, F is the total atomic spin, M = m · n is the projection of F

along the z direction, S† = a†20 − 2a†1a
†
−1 is the creation operator for a singlet pair. The
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double factorial !! of a number n is the product of the integers from 1 up to n that have the

same parity (odd or even) as n. The fractional population of hyperfine mF state is defined

as ρmF , and the standard deviation of ρmF is ∆ρmF . Because m = F/n and ∆ρ0 = ∆n0/n,

both ρ0 and ∆ρ0 are strong functions of m at q = 0 as:

ρ0(m) = (1 − |m|)/(2|m|n+ 3) ,

∆ρ0(m) =
⟨(a†0a0 − ⟨a†0a0⟩)2⟩1/2

n
=

2

3 + 2n|m|

√
(1 − |m|)(1 + n|m|)(3 + n+ n|m|)

(5 + 2n|m|)n
. (5.2)

Eq. 5.2 is simplified to ∆ρ0(0) =
√

4/45 + 4/(15n) and ρ0(0) = 1/3 at m = 0. The

allowed region for spin singlets is 0 ≤ |m| < mmax. The value of mmax is determined by

ρ0(mmax) = 0.9ρ0(0), which leads to ∆ρ0(mmax) > 0.9∆ρ0(0). Figure 5.3 shows how the

magnetization constraint on the formation of spin singlets changes with n.

In each experimental cycle, we prepare a LP or TP state at q/h = 40 Hz by pumping all

atoms in the undesired mF states of a F=1 spinor BEC to the F=2 state with resonant

microwave pulses, and blasting away these F=2 atoms via a resonant laser pulse. We then

quench q to a proper value in microwave dressing fields (16), and load atoms into a cubic
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Figure 5.3: The maximum allowed m for spin singlets at q = 0, derived from the mean-field
theory for F=1 sodium spinor BECs.
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Figure 5.4: Measured ρ0 versus tramp after an initial LP spinor BEC enters the MI phase
in a high field. Black lines are two linear fits. We estimate t0, the ideal tramp, from the
intersection point of these two lines (see text).

lattice. Each data point in this paper is collected after atoms being abruptly released from

a lattice at a fixed uL and expanding ballistically within a given time of flight tTOF. The

standard Stern-Gerlach absorption imaging is a good method to measure ρmF of spinor gases

in the SF phase. Stern-Gerlach separations become indiscernible, when atoms completely

lose phase coherence in the MI phase and the signal-to-noise ratio diminishes in TOF images.

To measure ρ0 in spinor Mott insulators, we develop a two-step microwave imaging method

as follows: 1) count the mF=0 atoms with the first imaging pulse preceded by transferring

all atoms in the |F = 1,mF = 0⟩ state to the F=2 state; 2) count all remaining atoms that

are in the mF = ±1 states with the second imaging pulse. We compare these two imaging

methods using a free-space spinor BEC, and find they give similar ρ0 with a negligible

difference (unless specified, all quoted uncertainties are 2 standard errors).

To ensure atoms adiabatically enter the MI phase, a cubic lattice is linearly ramped up

within time tramp to uL = 26ER. Here ER is the recoil energy (30). We carefully select tramp

based on three criteria. First, tramp should be long enough to satisfy duL/dt ≪ 32πE2
R/h,
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the interband adiabaticity requirement (49). Second, tramp should be larger than the MFT

predicted tmin, as explained in Figure 5.2(b). These two criteria set tramp > 5 ms for our

system. On the other hand, tramp should be sufficiently short, with tramp ≤ t0 to ensure

lattice-induced heating is negligible and atom losses are not greater than 10%. Figure 5.4

explains how we determine t0 from the observed relationship between tramp and ρ0 in spinor

Mott insulators at uL = 26ER and q/h = 460 Hz. In such a high field, SF-MI phase

transitions are second order because U2 = 0.04U0 > 0 and q ≫ U2 at this uL for the sodium

atoms (44). Atoms initially in a LP state should thus stay in the LP state with ρ0 ≃ 1, as

they adiabatically cross the phase transitions and enter into the MI phase (44). The value

of ρ0 quickly drops when inevitable heating is induced by lattices in a non-adiabatic lattice

ramp sequence. We extract t0 from the intersection point of two linear fits to the data in

Fig. 5.4, which yields tramp ≤ t0 ≈ 45 ms. Within this acceptable tramp range, a slower

lattice ramp is preferred because it could more easily keep the system adiabatic. The ideal

lattice ramp speed is therefore set at duL/dt = 26ER/t0 for our system.

5.2 Experimental signatures of spin-singlet states

Different methods have been proposed for detecting spin singlets. The first approach is to

measure the population of each spin component, as atoms in a spin singlet should be evenly

distributed into all spin states (58, 83). The second method is to verify a spin singlet is in-

variant after its spin is rotated by a resonant Rf-pulse (69, 76, 79, 83, 84). Another signature

of a spin singlet is its high level of spin squeezing shown in quantum non-demolition mea-

surements (69, 71, 72, 73). A spin singlet can also be identified by its high-order correlation

functions, e.g., its zero spin nematicity detected by light scattering measurements (79, 85).

Other detectable parameters of a spin singlet include large population fluctuations in each

of its spin components, and its excitation spectra mapped by Bragg scattering (58, 77).

In this section, we apply the first two methods to demonstrate that most of spin-1 atoms

in a lattice-confined spinor BEC can form spin singlets, immediately after the atoms cross

first-order superfluid (SF) to Mott-insulator (MI) phase transitions in a microwave dressing
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Figure 5.5: (a) Measured ρ0 (red circles) and (b) ∆ρ0 (blue triangles) versus uL after an
initial TP spinor BEC undergoes the ideal lattice sequence to various final uL in a weak
field near zero q. The solid line is a sigmoidal fit, and the dashed line is to guide the eye.

field.

The opposite limit is |q| ≪ U2 near zero q, where SF-MI phase transitions are first order

and spin singlets are the ground state of F=1 spinor gases in the even Mott lobes (44). We

may thus identify the formation of spin singlets from evolutions of ρ0 and ∆ρ0 during a

first-order SF-MI transition. Figure 5.5 shows two such evolutions when atoms initially in

the TP state are adiabatically loaded into the cubic lattice at the ideal lattice ramp speed

to various final uL in q/h = −4 Hz. These evolutions have three distinct regions. In the SF

phase where 0 ≤ uL ≤ 15ER, atoms remain in the TP state with ρ0 = 0 and negligible ∆ρ0.

As atoms cross first-order SF-MI transitions in 15ER ≤ uL ≤ 18ER, ρ0 and ∆ρ0 sigmoidally

increase with uL. When all atoms enter into the MI phase at uL ≥ 21ER, both ρ0 and ∆ρ0

reach their equilibrium values of ρ0 ≈ 0.3 and ∆ρ0 ≫ 0. These observations qualitatively

agree with the characteristics of spin singlets. Despite that other factors can also increase

∆ρ0 in the MI phase, the measured ∆ρ0 is much smaller than the MFT prediction shown

in Fig. 5.1(b). This may be due to the fact that the observed ∆ρ0 is an average over all

5 × 104 lattice sites in our system. Unless one can detect single lattice site precisely, the

value of ∆ρ0 may not be used to verify spin singlets in lattice-confined spinor gases. We also

monitor the time evolution of atoms at fixed uL and q after the ideal lattice ramp sequence.

No spin oscillations are found at each q studied in this paper, which confirms atoms always

stay at their ground states in these ideal lattice sequences.
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Another way to detect the spin singlet state is by measuring the spin state after rotating

the spin of the atoms by π/2. In the free space, the atoms with total number n are in the

coherent state. Take the TP state as an example, the ground state can be expressed as

ψ =
∑[n/2]

j=0 Cj(e
iφj |j, 0, n − j⟩ + eiφn−j |n − j, 0, j⟩). Here, we use the numbers of different

spin components as basis, i.e., |n1, n0, n−1⟩ where nk is the number of spin k atoms. As a

typical TP state at n = 2: ψn=2 = 1
2 |0, 0, 2⟩ + 1√

2
eiφ1 |1, 0, 1⟩ + 1

2e
iφ2 |2, 0, 0⟩. And the state

after spin rotation can be derived as:

R̂xψn=2 =((1 + eiφ2)
1

8
− eiφ1

1

4
)|0, 0, 2⟩

+ (1 − eiφ2)
i

4
|0, 1, 1⟩ − (1 − eiφ2)

i

4
|1, 1, 0⟩ − ((1 + eiφ2)

1

4
− eiφ1

1

2
)|0, 2, 0⟩

− ((1 + eiφ2)
1

4
√

2
+ eiφ1

1

4
)|1, 0, 1⟩ + ((1 + eiφ2)

1

8
− eiφ1

1

4
)|2, 0, 0⟩ , (5.3)

where R̂x = exp(−iπ2 Ŝx) is the spin rotation operator along the x-axis and Sx is the x-

component of the spin operator. The above expression shows that ρ0 depends on φj and

can not be a fixed value. As a numerical example, when φj = 0, R̂xψn=2 = −|0, 2, 0⟩

(Longitudinal polar (LP) state) while when φ2 = 0 and φ1 = π, R̂xψn=2 = 1
2 |0, 0, 2⟩ −

1√
2
|1, 0, 1⟩ + 1

2 |2, 0, 0⟩ (TP state). This result may due to the interference between states

after the spin rotation.

However, the ground states of the spinor BEC in deep lattice behave differently after the

spin rotation. As a simple example, for the atom filling factor n = 2 in each lattice site, the

ground states can be express as ψMI(n=2) = C0e
iφ|0, 2, 0⟩+C1|1, 0, 1⟩ , where φ is the relative

phase between the states |0, 2, 0⟩ and |1, 0, 1⟩ (44), and C0 and C1 are the functions of q.

Then we can derive that ρ0 =
⟨ψMI(n=2)|R̂

†
xa

†
0a0R̂x|ψMI(n=2)⟩
n = (−C1

1√
2
)2 = 1

2C
2
1 is independent

of φ. This may be understood that since only |1, 0, 1⟩ state has contribution to ρ0 after a

π/2 spin rotation, φ has no contribution to the expectation value of the ρ0 measurement.

For n = 4 situation, the ground state in the MI state can be written as ψMI(n=4) =

C0|0, 4, 0⟩ + C1e
iφ1 |1, 2, 1⟩ + C2e

iφ2 |2, 0, 2⟩ . After the spin rotation, ρ0 can be solved as

ρ0 = 1
4C

2
1 + 1

2C
2
2 for this π/2 spin rotated state, which is also independent of φ. For other

n, our numerical calculations through Mathematica show the same conclusion.
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As we shown above, for the ground states in free space like the TP state, the outcome after

spin rotation is randomized and highly dependent on the initial relative phase. In contrast,

in the optical lattices, the ground state can be a state with a predictable ρ0 after a π/2 spin

rotation.

We observe similar ρ0 and ∆ρ0 evolutions within a wide range of q near zero field. The

measured ρ0 versus q in spinor Mott insulators at uL = 26ER is shown in Fig. 5.6. These

Mott insulators of npeak = 5 are inhomogeneous systems, in which ρ0 at a fixed q may be

given by the weighted average over all Mott lobes:

ρ0 =

5∑
j=1

ρ0jχj . (5.4)

Here ρ0j is the MFT predicted ρ0 in the ground state ψj of the n=j Mott lobe, and χj

represents mean-field atom density distributions in a harmonic trap (44). The prediction of

Eq. (5.4) shown by red dashed lines in Fig. 5.6, however, appears to largely disagree with

our data. A resonant Rf-pulse is also applied to rotate the spin of atoms by 90 degrees.

In this paper, the spin rotation operator R̂x = exp(−iπ2 Ŝx) is along the x-axis, which is

orthogonal to the quantization axis (z-axis). After π/2 spin rotations, ρ0j in Eq. (5.4)

changes to ρr0j =
⟨ψj |R̂†

xn̂0R̂x|ψj⟩
⟨ψj |R̂†

xn̂R̂x|ψj⟩
in the n=j Mott lobe. The prediction of Eq. (5.4) after

these spin rotations is shown by the upper red dashed line in Fig. 5.6. The two data sets in

Fig. 5.6 respectively represent projections of the atomic spin along two orthogonal axes.

Our data taken with and without the π/2 spin rotations appear to converge to a value

around ρ0 ≈ 1/3 as q gets closer to zero in Fig. 5.6. This indicates the spinor Mott insulators

become more rotationally invariant near zero field. As the spin rotational invariance is one

unique signature of spin singlets, the reduced gap between the two data sets in Fig. 5.6

implies significant amounts of atoms may form spin singlets when q approaches zero. In

our system, about 10% of atoms stay in the n=1 Mott lobe where no spin singlet can be

formed. This accounts for the observed small gap between the two data sets near zero q

in Fig. 5.6, and limits the maximum fss realizable in our system to about 90%. Here fss

represents the fraction of atoms forming spin singlets in spinor gases. Similar phenomena

72



uL = 26ER

ρ
0

After a !/2 spin rotation
Eq. 5.4 at npeak = 5

No spin rotation

0.4

0.35

0.3

0.25

0.2

-15 -10 -5 0

q/h (Hz)

Figure 5.6: (a) Red circles (blue triangles) are the measured ρ0 in spinor Mott insulators
without (with) atoms being rotated by resonant π/2 pulses at various q. The red dashed
line is the prediction of Eq. (5.4). The insulators are created after an initial TP spinor BEC
undergoes the ideal lattice ramp sequence.

is also observed in spinor Mott insulators generated after atoms initially in the LP state

cross first-order SF-MI transitions in the ideal lattice ramp sequences when q > 0.

5.3 Light-scattering measurements

In this section we discuss how to identify a spin singlet state with another detection method,

i.e., using light-scattering measurements to detect optical birefringence effects and thus con-

firm the spin nematicity of a spin singlet state is zero (85). In the conventional Stern-Gerlach

imaging method, different spin components are first separated by a magnetic field gradient

and then imaged via an optical absorption process. This imaging method is destructive

and can only be used to extract populations of different spin components. In contrast, the

light-scattering method elaborated below is non-destructive and can detect a few different

physical properties, e.g., the spin nematicity. It is therefore a very useful tool to study spin
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properties of atomic systems.

The spin nematicity N is a symmetric tensor which can be expressed by the following 3× 3

matrix:

N =


Nxx Nxy Nxz

Nyx Nyy Nyz

Nzx Nzy Nzz

 (5.5)

In a spin singlet state, each of the nine elements of this matrix is 0. We can measure values of

diagonal and off-diagonal elements by two different methods because the diagonal elements

are proportional to ρmF while the off-diagonal elements induce birefringence effects. Similar

to Ref. (85), interactions between light and atoms can be described by the dielectric tensor

ϵ as follows:

ϵ = I + β0⟨χ⟩I − iβ1


0 Sz −Sy

−Sz 0 Sx

Sy −Sx 0

 + β2⟨N⟩, (5.6)

in which I is the unit matrix, χ is the density of atoms, Si (i = x, y, z) is the spin operator,

and the coefficients β0,1,2 are related to the linewidth Γ of the atomic transition. In this

equation, the second term is related to the spontaneous emission, the third term describes

the Faraday rotation, and the last term induces birefringence effects. It is important to note

that the Faraday rotation and the birefringence effect can both change the polarization of

the input light. In order to measure the off-diagonal elements of a nematicity matrix N ,

we start with a ground state in which there is no Faraday rotation. Therefore, only the off-

diagonal elements of the spin nematicity matrix N can change the polarization of the input

beam. One proper optical setup for the light-scattering experiment is shown in Fig. 5.7. We

define E(0) as the electrical field of the input light. E, which is orthogonal to E(0), is the

electrical field of the light after it passes through the BEC. The input light is red-detuned,

linearly polarized, and propagates along a direction that forms an angle θ with respect to

the z-axis (i.e., the direction of the applied magnetic field). After the detection light passes

through the atomic gases, we record the readings of PD1 and PD2. With different optical

74



PD1 PD2
z

Red-detuned 

light
λ/2 NPBS

B

 PBS

BEC 

x |E(0)|2/2

|E(0)|2

k

|E|2/2

(|E(0)|2-|E|2)/2

PD1 PD2
z

Red-detuned 

light
λ/2 NPBS

B

 PBS

BEC 

y |E(0)|2/2

|E(0)|2

k

|E|2/2

(|E(0)|2-|E|2)/2

Figure 5.7: The optical setup of light-scattering measurements. Here PDs are photodetec-
tors and PBS is a polarized beam-splitter.

setups, we can detect different off-diagonal elements. For example, we can detect Nyz if the

input light propagates along the x-direction and the magnetic field points along the z-axis,

as shown in the upper panel in Fig. 5.7. If we change the propagation direction of the input

light from the x-axis to the y-axis, as shown in the lower panel in Fig. 5.7, the off-diagonal

element Nxz can be detected. Similarly, we can measure Nxy if we change the magnetic

field direction to the x-axis and let the input light propagate along the z-direction. Now

we take the first setup shown in the upper panel in Fig. 5.7 as an example to explain how

we detect the off-diagonal element Nyz. For this optical setup (the upper panel in Fig. 5.7),

the nematicity matrix can be simplified as

N =


Nxx 0 0

0 Nyy Nyz

0 Nzy Nzz

 (5.7)

And we can find Nyz from the relationship between E and E(0) as follows (85):

E = E(0) iωβ2
2c

∫
dy

(
Nyz

)
, (5.8)
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where c is the speed of light, and ω is the frequency of the input beam. By measuring the

ratio of E to E(0) (obtained from the data taken by PD1 and PD2 as shown in Fig. 5.7),

Nyz can be extracted. From a simple calculation, we can find the relationship between θ

and Nyz, as shown in Fig. 5.8. This figure clearly shows that Nyz reach its maximum at

θ = 45◦.

The single spatial mode approximation is not valid in deep optical lattices, so we also

need to consider spatial distributions of the nematicity matrix N for lattice-confined spinor

BECs. Similar to Ref. (85), we can predict spatial distributions of the nematicity matrix

N by assuming the wavefunction of atoms is ψ(y, z) = (exp[−(y2 + z2)/(2d2ho)], 1.5(y +

iz), exp[−(y2+z2)/(2d2ho)]) in the mF = (1, 0,−1) basis. Here dho is the harmonic oscillator

length. In our system, dho = 1.4µm. One typical simulation result for a linearly-polarized

input light is shown in Fig. 5.9.

We can calculate the ratio of E to E(0) within a wide range of the frequency detunings

for two different ground states in our system: the longitudinal polar state (LP) and the

scalar state. Here we choose the direction of the linearly polarized input light based on
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Figure 5.9: Predicted spatial distributions of Iyz when the light-scattering beam is linearly
polarized. Here Iyz is proportional to |

∫
ψ(y, z)∗Nyzψ(y, z)dx |2, and can be experimentally

recorded by replacing one photodetector (i.e., PD2) in Fig. 5.7 with an ultra-sensitive CCD
camera.
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our simulation results shown in Fig. 5.10. According to our calculations, for circularly

polarized beams, all off-diagonal terms of the nematicity matrix are zero for the LP and

scalar ground states. For a blue-detuned linearly-polarized detection beam, the difference

between the two states is not as large as that for a red-detuned linearly-polarized beam.

A few different relationship of E/E(0) and the frequency detunings are shown in Fig. 5.10.

When the frequency detuning is between −100 MHz and −50 MHz, the value of E/E(0)

should vary drastically between the LP and the scalar BECs. When the detuning is more

than −50 MHz, e.g., −40 MHz, the ratio of E to E(0) for both the LP and scalar states

are very large. On the other hand, when the detuning is less than −100 MHz, e.g., −120

MHz, the ratio of E to E(0) is small for both states. Moreover, if we choose the detuning to

be close to zero, the spontaneous emission term cannot be neglected. Therefore, we select

the range of the frequency detuning to be between −100 MHz and −50 MHz. We have

also taken data by setting the frequency detuning at −120 MHz and −40 MHz. At each

frequency detuning, we took around 15−20 data points for each of the initial ground states

(LP or scalar BECs).

In our experiments with a carefully chosen detection beam, the spontaneous emission is
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color corresponds to the LP (scalar) state.

negligible. The detection pulse duration is around 500 ns that is much shorter than the

Larmor period. We compare our experimental results with the simulation shown in Fig. 5.11.

We find a large discrepancy between our data and the theoretical predictions. This dis-

crepancy may be due to the fact that we use two independent PDs to separately measure

two orthogonal components of the output beam. This technical problem can be solved by

replacing the two PDs with a sensitive auto-balanced photodetector. We will try to repeat

the above experiments with such an auto-balanced photodetector. If we obtain reasonable

results, we will apply this method to a spin singlet state. For spin singlet states, the ratio

of E to E(0) should be very close to zero. Then by properly changing the optical setup as

elaborated in the previous subsection, other off-diagonal elements of the spin nematicity

matrix can be measured in the similar way. The diagonal elements can be obtained by

measuring the spin fractional population ρmF via the standard Stern-Gerlach absorption

imaging or our two-stage microwave imaging method.

In principle, this optical setup can also be applied to detect the Faraday effect. We have

tried such Faraday detections at different initial states (i.e., a spinor BEC with ρ0 = 0.5
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Figure 5.12: The Fourier transformation results for the vacuum state and a spinor BEC
(ρ0 = 0.5, m = 0).

and m = 0, and the vacuum state in which there are no atoms) by increasing the detuning

frequency of the input beam to 1 GHz, as shown in Fig. 5.7. Fig. 5.12 shows the Fourier

transformation of our experimental data. The Fourier transformation of the reflected beam

(i.e., collected by PD1) for the vacuum state shows similar results to that of the spinor BEC

state with ρ0 = 0.5 and m = 0.

In short, this light-scattering detection method can be easily operated to measure the spin

nematicity of the atoms, and is non-destructive.

80



CHAPTER VI

FUTURE DIRECTIONS

6.1 First-order superfluid to Mott-Insulator phase transition

in a homogeneous system

A lot of publications have theoretically studied first-order SF-MI quantum phase transitions

in lattice-trapped antiferromagnetic spinor BECs in the last ten years (54, 57, 58, 60, 61).

However, due to many technical difficulties, our research group is the first to conduct ex-

perimental studies on the first-order phase transitions. As shown in the previous sections

and our recent publication, we have presented a few convincing evidence for the first-order

transitions (44). Therefore, our immediate research directions are to confirm additional

signatures of the first-order SF-MI phase transitions and map out the phase diagram of

many-body correlated states (i.e., the ground state phase diagram of lattice-trapped an-

tiferromagnetic spinor BECs). In order to achieve this goal, we have to limit the atom

occupation number per lattice site to n = 2, since the first-order SF-MI phase transitions

only exist in the even Mott lobe. In our current experimental setup, the peak occupation

number npeak is five with even and odd atom fillings coexisting, which makes it difficult

to observe discontinuous jumps in order parameters associated with the first-order SF-MI

phase transitions. We plan to transfer spinor BECs from a tight optical dipole trap (ODT)

to a shallower ODT, before loading them to 3D optical lattices. Our calculations predict

that this method should be able to reduce npeak from five to two or even one.
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Figure 6.1: Simulation results for an initial LP state crossing the superfluid to the Mott-
Insulator phase transitions at uL = 32ER in q/h = 75Hz.

6.2 Non-equilibrium dynamics of spinor BECs in optical lat-

tices

Chapter V implies that the lattice ramp time is a key factor, as shown in Fig. 5.4. In fact,

the value of ρ0 strongly depends on the lattice ramp time in various magnetic fields q. We

simulate a lattice ramp sequence in which the lattice depth is linearly ramped from zero to

32ER with the initial state being the LP state at different q. A typical simulation result is

shown in Fig. 6.1. We find the value of ρ0 oscillates with the lattice ramp time. There is a

characteristic dip time corresponding to the first minimum of ρ0 at each q.

Figure 6.2 and Figure 6.3 show the dip time and the spin oscillation amplitude as a function

of the quadratic Zeeman energy q at U2/U0=0.036. Since the dip time is very short, the

system can’t remain adiabatic. The dip time is thus related to the band-gap energy between

the ground state and the first excited state. We will confirm it experimentally in the near
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future.

The aforementioned lattice ramp experiment is a good example of the effect of the non-

equilibrium dynamics. In fact, non-equilibrium dynamics happens after a quench pro-

cess (86), i.e, after an initial state is prepared, the Hamiltonian of the system is suddenly

changed. This results in a non-equilibrium state, and a dynamical evolution will be induced.

Studies of non-equilibrium dynamics are always difficult since we are not sure whether a

steady state appears, and if so, what are properties of this state? Moreover, how can we

describe evolutions of non-equilibrium dynamic processes? There have been studies per-

formed on these dynamic processes based on the two-point correlation function (87) and

the atomic density fluctuation (86, 88). However, these studies utilize the conventional

imaging techniques, and thus are limited by the fact that only the spatial information can

be detected while the spin information cannot be easily extracted. Our new light-scattering

detection method explained in Chapter 5 may provide a more convenient method to study

non-equilibrium dynamics by monitoring the spin nematicity.

6.3 Applications in quantum information science

Another research direction is to generate spin squeezing with antiferromagnetic spinor BEC-

s. In the past twenty years, spin squeezing has attracted much attention because of its a-

bility to significantly enhance the precision of spin-related measurements. For example, our

calculations predict that spin-squeezed sodium spinor BECs can be applied to develop an

ultra-precise magnetic field sensor. We propose to generate spin squeezing via two different

methods: through coherent atomic collisions that naturally exist in spinor BECs; or through

nonlinear interactions between atoms and a light field, which can be induced by a quantum

non-demolition measurement (e.q., Faraday rotation spectroscopy) (89). Our calculations

also indicate that optical lattices can be used to create much greater spin squeezing, since

lattices can largely enhance interatomic interactions and suppress tunnelling among lattice

sites.
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scopic singlet states for gradient magnetometry.” Phys. Rev. A 88, 013626 (2013).

[77] Ho, T. L., and Yip, S. K. “Fragmented and Single Condensate Ground States of

Spin-1 Bose Gas.” Phys. Rev. Lett. 84, 4031 (2000).

[78] Law, C. K., Pu, H., and Bigelow, N. P. “Quantum Spins Mixing in Spinor Bose-

Einstein Condensates.” Phys. Rev. Lett. 81, 5257 (1998).

[79] Mueller, E. J., Ho, T. L., Ueda, M., and Baym, G. “Fragmentation of Bose-Einstein

condensates.” Phys. Rev. A 74, 033612 (2006).
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We experimentally study spin dynamics in a sodium antiferromagnetic spinor condensate as a result of

spin-dependent interactions c and microwave dressing field interactions characterized by the net quadratic

Zeeman effect qnet. In contrast to magnetic fields, microwave dressing fields enable us to access both negative

and positive values of qnet. We find an experimental signature to determine the sign of qnet and observe harmonic

spin population oscillations at every qnet except near each separatrix in phase space where spin oscillation

period diverges. No spin domains and spatial modes are observed in our system. Our data in the negative qnet

region exactly resembles what is predicted to occur in a ferromagnetic spinor condensate in the positive qnet

region. This observation agrees with an important prediction derived from the mean-field theory: spin dynamics

in spin-1 condensates substantially depends on the sign of qnet/c. This work uses only one atomic species to

reveal mean-field spin dynamics, especially the remarkably different relationship between each separatrix and

the magnetization, of spin-1 antiferromagnetic and ferromagnetic spinor condensates.

DOI: 10.1103/PhysRevA.89.023608 PACS number(s): 67.85.Hj, 32.60.+i, 03.75.Kk, 03.75.Mn

I. INTRODUCTION

An atomic Bose-Einstein condensate (BEC) is a state

where all atoms have a single collective wave function for

their spatial degrees of freedom. The key benefit of spinor

BECs is the additional spin degree of freedom. Together

with Feshbach resonances and optical lattices which tune the

interatomic interactions, spinor BECs constitute a fascinating

collective quantum system offering an unprecedented degree

of control over such parameters as spin, temperature, and

the dimensionality of the system [1,2]. Spinor BECs have

become one of the fastest-moving research frontiers in the

past 15 years. A number of atomic species have proven to

be perfect candidates in the study of spinor BECs, such as

F = 1 and F = 2 hyperfine spin states of 87Rb atoms [1–7]

and F = 1 hyperfine spin manifolds of 23Na atoms [8–12].

Many interesting phenomena due to the interconversion among

multiple spin states and magnetic field interactions have

been experimentally demonstrated in spinor BECs, such as

spin population dynamics [1–9], quantum number fluctuation

[10,13], various quantum phase transitions [1,9,11,12], and

quantum spin-nematic squeezing [14]. Spinor BEC systems

have been successfully described with a classical two-

dimensional phase space [1,2,15–17], a rotor model [18], or a

quantum model [13,17].

In this paper, we experimentally study spin-mixing dy-

namics in a F = 1 sodium spinor condensate starting from

a nonequilibrium initial state, driven by the net quadratic

Zeeman energy qnet = qM + qB and antiferromagnetic spin-

dependent interactions c. Here qB and qM are the quadratic

Zeeman shifts induced by magnetic fields and microwave

dressing fields, respectively. The spin-dependent interaction

energy c is proportional to the mean BEC density and

the difference in the f = 0 and f = 2 s-wave scattering

lengths, where f is the summed spin angular momentum

in a collision. It is well known that c > 0 (or c < 0) in

F = 1 antiferromagnetic 23Na (or ferromagnetic 87Rb) spinor

BECs. In contrast to a magnetic field, a microwave dressing

*yingmei.liu@okstate.edu

field enables us to access both negative and positive values

of qnet. A method to characterize microwave dressing fields

and an approach to adiabatically sweep qnet from −∞ to

+∞ are also explained. In both negative and positive qnet

regions, we observe spin population oscillations resulting

from coherent collisional interconversion among two |F =
1, mF = 0〉 atoms, one |F = 1, mF = +1〉 atom, and one

|F = 1, mF = −1〉 atom. In every spin oscillation studied in

this paper, our data show that the population of the mF = 0

state averaged over time is always larger (or smaller) than its

initial value as long as qnet < 0 (or qnet > 0). This observation

provides a clear experimental signature to determine the sign of

qnet. We also find a remarkably different relationship between

the total magnetization m and a separatrix in phase space where

spin oscillation period diverges: The position of the separatrix

moves slightly with m in the positive qnet region, while the

separatrix quickly disappears when m is away from zero in

the negative qnet region. Our data agree with an important

prediction derived by Ref. [17]: The spin-mixing dynamics in

F = 1 spinor condensates substantially depends on the sign

of R = qnet/c. This work uses only one atomic species to

reveal mean-field spin dynamics, especially the relationship

between each separatrix and the magnetization, which are

predicted to appear differently in F = 1 antiferromagnetic and

ferromagnetic spinor condensates.

Because no spin domains and spatial modes are observed

in our system, the single spatial mode approximation (SMA),

in which all spin states have the same spatial wave function,

appears to be a proper theoretical model to understand our data.

Similarly to Refs. [1,16], we take into account the conservation

of the total atom number and the total magnetization m. Spin-

mixing dynamics in a F = 1 spinor BEC can thus be described

with a two-dimensional (ρ0 versus θ ) phase space, where the

fractional population ρmF
and the phase θmF

of each mF state

are independent of position. The BEC energy E and the time

evolution of ρ0 and θ may be expressed as [1,16]

E = qnet(1 − ρ0)

+ cρ0[(1 − ρ0) +
√

(1 − ρ0)2 − m2 cos θ ],

ρ̇0 = −(2/�)∂E/∂θ,θ̇ = (2/�)∂E/∂ρ0. (1)
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Here θ = θ+1 + θ−1 − 2θ0 is the relative phase among the

three mF spin states and � is the reduced Planck constant.

The induced linear Zeeman shift remains the same during the

collisional spin interconversion and is thus ignored. The total

magnetization is m = ρ+1 − ρ−1. Spin dynamics in F = 1

antiferromagnetic and ferromagnetic spinor BECs have been

studied in magnetic fields where qnet = qB ∝ B2 > 0 with
23Na and 87Rb atoms, respectively [1]. A few methods have

been explored for generating a negative quadratic Zeeman

shift, such as via a microwave dressing field [1,11,19–21] or

through a linearly polarized off-resonant laser beam [22]. In

this paper, we choose the first method.

II. EXPERIMENTAL SETUP

The experimental setup is similar to that illustrated in our

previous work [23]. Hot 23Na atoms are slowed by a spin-flip

Zeeman slower, captured in a standard magneto-optical trap,

cooled through a polarization gradient cooling process to

40 μK, and loaded into a crossed optical dipole trap originating

from a linearly polarized high-power infrared laser at 1064 nm.

After an optimized 6-s forced evaporative cooling process,

a pure F = 1 BEC of 1.0 × 105 sodium atoms is created.

The spin healing length and the Thomas-Fermi radii of a

typical condensate studied in this paper are 13 μm and (6.1,

6.1, 4.3) μm, respectively. We can polarize atoms in the

F = 1 BEC fully to the |F = 1,mF = −1〉 state by applying

a weak magnetic field gradient during the first half of the

forced evaporation (or fully to the |F = 1,mF = 0〉 state by

adding a very strong magnetic bias field during the entire 6-s

forced evaporation). We then ramp up a small magnetic bias

field with its strength B being 271.5(4) mG, while turning

off the field gradient. An rf-pulse resonant with the linear

Zeeman splitting is applied to prepare an initial state with

any desired combination of the three mF states, which is

followed by abruptly switching on an off-resonant microwave

pulse to generate a proper microwave dressing field. To create

sufficiently large qnet, a microwave antenna designed for a

frequency near the |F = 1〉 ↔ |F = 2〉 transition is placed

a few inches above the center of the magneto-optical trap

and connected to a function generator outputting a maximum

power of 10 W. The actual power used in this paper is

∼8 W. After various hold times t in the optical dipole

trap, the microwave dressing fields are quickly turned off.

Populations of the multiple spin states are then measured

via the standard absorption imaging preceded by a 3-ms

Stern-Gerlach separation and a 7-ms time of flight.

The exact value of qnet is carefully calibrated from a

few experimental parameters, such as the polarization and

frequency of a microwave pulse. Similarly to Refs. [19,21],

we express the value of qnet as

qnet = qB + qM

= aB2h +
δE|mF =1 + δE|mF =−1 − 2δE|mF =0

2
,

δE|mF
=

h

4

∑

k=0,±1

�2
mF ,mF +k

�mF ,mF +k

=
h

4

∑

k=0,±1

�2
mF ,mF +k

�− [(mF + k)/2 − (−mF /2)]μBB
, (2)
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FIG. 1. (Color online) qnet as a function of �. The residual

magnetic field is B = 271.5(4) mG. Dashed blue lines represent the

predictions derived from Eq. (2) when the microwave pulse is purely

π polarized and its corresponding on-resonance Rabi frequencies

are �−1,−2 = �0,−1 = �1,0 = �−1,0 = �0,1 = �1,2 = 0, �−1,−1 =
�1,1 = 4.2 kHz, and �0,0 = 4.9 kHz. Solid red lines represent the

predictions from Eq. (2) for a typical microwave pulse used in

this paper. The specially chosen polarization of this pulse yields

nine on-resonance Rabi frequencies as follows: �−1,−2 = 5.1 kHz,

�0,−1 = 3.6 kHz, and �1,0 = 2.1 kHz are from the σ−-polarized

component of the pulse; �−1,−1 = �0,0 = �1,1 = 0 are from the

π -polarized component of the pulse; and �−1,0 = 2.3 kHz, �0,1 =
3.9 kHz, and �1,2 = 5.5 kHz are from the σ+-polarized component

of the pulse (see text). In this paper, � is tuned within the range of

−190 kHz to 190 kHz from the |F = 1,mF = 0〉 ↔ |F = 2,mF = 0〉
transition.

where a ≈ 277 Hz/G2 (or a ≈ 71 Hz/G2) for F = 1 23Na

(or 87Rb) atoms, the microwave pulse is detuned by �

from the |F = 1,mF = 0〉 ↔ |F = 2,mF = 0〉 transition, and

h is the Planck constant. We define k as 0 or ±1 for a

π - or a σ±-polarized microwave pulse, respectively. For a

given polarization k, the allowed transition is |F = 1,mF 〉 ↔
|F = 2,mF + k〉 and its on-resonance Rabi frequency is

�mF ,mF +k ∝
√

IkCmF ,mF +k , where CmF ,mF +k is the Clebsch-

Gordan coefficient of the transition and Ik is the intensity of this

purely polarized microwave pulse. We also define �mF ,mF +k =
� − [(mF + k)/2 − (−mF /2)]μBB as the frequency detuning

of the microwave pulse with respect to the |F = 1,mF 〉 →
|F = 2,mF + k〉 transition, where μB is the Bohr magneton.

A purely π -polarized microwave pulse has been a popular

choice in some publications [1,20,21]. However, we apply

microwave pulses of a specially chosen polarization, in order

to continuously scan qnet from large negative values to big posi-

tive values at a moderate microwave power. Figure 1 compares

microwave dressing fields induced by a typical microwave

pulse used in this paper and a purely π -polarized microwave

pulse. This comparison clearly shows that it is possible to

continuously or adiabatically sweep qnet from −∞ to +∞
simply by continuously tuning � from −190 kHz to 190 kHz

with our specially chosen microwave pulses at a power of 8 W.

Another advantage of choosing such microwave pulses is to

conveniently place the microwave antenna on our apparatus

without blocking optical components. To ensure an accurate

calibration of qnet based on Eq. (2), we measure the nine

on-resonance Rabi frequencies � daily through monitoring

the number of atoms excited by a resonant microwave pulse
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FIG. 2. (Color online) (a) Time evolutions of ρ0 at qnet/h =
+93Hz > 0 (solid blue triangles) and qnet/h = −83 Hz < 0 (solid

red circles) with m = 0 and c/h = 52(1) Hz. It is important to note

that the two curves start from the same initial state with θ |t=0 = 0.

Solid lines are sinusoidal fits to the data. (b) Equal-energy contour

plots based on Eq. (1) for the two experimental conditions shown

in Fig. 2(a), i.e., qnet > 0 (left) and qnet < 0 (right). The heavy

solid blue and red lines represent the energy of the above two

experimental conditions, respectively. The dotted black horizontal

line is to emphasize the fact that the above two experiments start

with the same initial state which is marked by the solid black circles.

Dashed black lines represent the energy of the separatrix between the

running and oscillatory phase solutions. Darker colors correspond to

lower energies.

to the F = 2 state as a function of the pulse duration. A

typical example of the Rabi frequency measurement is shown

in Fig. 3(a). We find that uncertainties of � and qnet are ∼2%

and ∼5%, respectively.

III. DYNAMICS OF SPINOR CONDENSATES

IN MICROWAVE DRESSING FIELDS

We observe spin oscillations at every given value of qnet

within a wide range, i.e., −240 Hz � qnet/h � 240 Hz. Typi-

cal time evolutions of ρ0 starting with the same nonequilibrium

initial state at a negative and a positive qnet are shown in

Fig. 2(a). We find that these evolutions can be well fit by

sinusoidal functions of the similar oscillation period T and

amplitude A. Note that the hold time t is kept between zero

and 2T < 100 ms, in order to ensure accurate measurements

of spin dynamics and avoid significant atom losses due to the

presence of off-resonant microwave pulses. On the other hand,

our data in Fig. 2(a) show that the value of 〈ρ0〉 drastically

differs in the two spin oscillations: 〈ρ0〉 > ρ0|t=0 as long as

qnet < 0, while 〈ρ0〉 < ρ0|t=0 if qnet > 0. Here 〈ρ0〉 is the

average value of ρ0 over time in a spin oscillation and ρ0|t=0 is

the initial value of ρ0. This phenomenon is observed at every

value of qnet when spin oscillations start with the same initial

state, although the period T and amplitude A change with qnet.

The above observations agree well with predictions from the

mean-field SMA theory [i.e., Eq. (1)] as shown by the heavy

solid lines in Fig. 2(b): ρ0 is limited between (ρ0|t=0 − 2A)

and ρ0|t=0 at qnet > 0, while it is restricted between ρ0|t=0 and

(ρ0|t=0 + 2A) at qnet < 0. We can thus use the phenomenon to

conveniently determine the sign of qnet, i.e., by comparing the

value of 〈ρ0〉 of a spin oscillation to the value of ρ0|t=0.

The value of T as a function of qnet is then plotted in

Fig. 3 for m = 0 and m = 0.2, which demonstrates two

interesting results. First, when m = 0, the spin oscillation

is harmonic except near the critical values (i.e., qnet/h =
±52 Hz) where the period diverges. This agrees with the

predictions derived from Eq. (1), as shown by the dotted red

line in Fig. 3. The energy contour Esep where the oscillation

becomes anharmonic is defined as a separatrix in phase space.

A point on the separatrix satisfies the equation ρ̇0 = θ̇ = 0

according to the mean-field SMA theory. In fact, for our

sodium system with c > 0, Esep = qnet for qnet > 0, while

Esep = 0 at m = 0 for qnet < 0. Figure 3 shows that the T

versus qnet curve is symmetric with respect to the qnet = 0

axis at m = 0. The period T decreases rapidly with increasing

|qnet| when |qnet| is large, which corresponds to the “Zeeman

regime” with running phase solutions. In the opposite limit,

the period only weakly depends on |qnet|, which represents the

“interaction regime” with oscillatory phase solutions. Here

|qnet| is the absolute value of qnet. The value of θ is (or is

not) restricted in the regions with oscillatory (or running)

phase solutions. References [8,9] reported observations of

the similar phenomena for qnet > 0 with a F = 1 antiferro-

magnetic spinor condensate; however, they did not access the

negative qnet region.

Figure 3 also demonstrates a remarkably different relation-

ship between the total magnetization m and the separatrix

in phase space: the position of the separatrix moves slightly

with m in the positive qnet region, while the separatrix quickly

disappears when m is away from zero in the negative qnet

region. Good agreements between our data and the mean-field

SMA theory are shown in the inset [Fig. 3(b)] and the main

figure in Fig. 3. Interestingly, we find that the spin dynamics

which appear in our antiferromagnetic sodium system in the

negative qnet region exactly resembles what is predicted to

occur in a ferromagnetic spinor condensate in the positive qnet

region [16,17]. Note that R = qnet/c is negative in both of

these two cases. This observation agrees with an important

prediction made by Ref. [17]: The spin-mixing dynamics in

F = 1 spinor condensates substantially depends on the sign

of R. As a matter of fact, our results in the negative qnet region

are similar to those reported with a F = 1 ferromagnetic 87Rb

spinor condensate in magnetic fields where qnet > 0 [1,3]. It is

worth noting that our data in Fig. 3 may also be extrapolated

to understand the relationship between the separatrix and m in

the ferromagnetic Rb system, although this relationship has not

been experimentally explored yet. This paper may thus be the

first to use only one atomic species to reveal mean-field spin

dynamics, especially the different relationship between each

separatrix and the magnetization of F = 1 antiferromagnetic

and ferromagnetic spinor condensates.
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FIG. 3. (Color online) The spin oscillation period as a function of qnet for m = 0 (open red circles) and m = 0.2 (open blue triangles).

The lines are fits based on Eq. (1), which yield the following fit parameters: ρ0|t=0 = 0.48, θ |t=0 = 0, and c/h = 52(1) Hz for m = 0 and

ρ0|t=0 = 0.48, θ |t=0 = 0, and c/h = 47(1) Hz for m = 0.2. The fit parameters are within the 5% uncertainty of our measurements. Note the

different scales of the left and right vertical axes. Inset (a): The number of F = 2 atoms excited by a resonant microwave pulse as a function

of the pulse duration. The solid line is a sinusoidal fit to extract the on-resonance Rabi frequency � of the pulse. Inset (b): Amplitudes A of

spin oscillations shown in the main figure as a function of qnet at m = 0. The dashed black line is a fit based on Eq. (1) with the same set of fit

parameters as that applied in the main figure.

IV. CONCLUSION

In conclusion, we have experimentally studied spin dynam-

ics of a sodium spinor condensate in a microwave dressing

field. In both negative and positive qnet regions, we have

observed harmonic spin oscillations and found that the sign

of qnet can be determined by comparing 〈ρ0〉 to ρ0|t=0. Our

data also demonstrate that the position of the separatrix

in phase space moves slightly with m in the positive qnet

region, while the separatrix quickly disappears when m is

away from zero in the negative qnet region. Our data can

be well fit by the mean-field theory and agree with one

of its important predictions: The spin-mixing dynamics in

F = 1 spinor condensates substantially depends on the sign of

R = qnet/c. This work uses only one atomic species to reveal

mean-field spin dynamics and the different dependence of each

separatrix on m in F = 1 antiferromagnetic and ferromagnetic

spinor condensates. In addition, microwave pulses used in

this paper can be applied to cancel out stray magnetic fields

and adiabatically sweep qnet from −∞ to +∞. This allows

studies on interesting but unexplored phenomena at qnet = 0,

for example, realizing a maximally entangled Dicke state with

antiferromagnetic spinor condensates through quantum phase

transitions [24].
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First-order superfluid-to-Mott-insulator phase transitions in spinor condensates
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We observe evidence of first-order superfluid-to-Mott-insulator quantum phase transitions in a lattice-confined

antiferromagnetic spinor Bose-Einstein condensate. The observed signatures include the hysteresis effect,

significant heatings across the phase transitions, and changes in spin populations due to the formation of

spin singlets in the Mott-insulator phase. The nature of the phase transitions is found to strongly depend on

the ratio of the quadratic Zeeman energy to the spin-dependent interaction. Our observations are qualitatively

understood by the mean field theory and suggest tuning the quadratic Zeeman energy is a new approach to realize

superfluid-to-Mott-insulator phase transitions.

DOI: 10.1103/PhysRevA.93.063607

I. INTRODUCTION

A quantum phase transition from a superfluid (SF) to a Mott

insulator (MI) was realized in a scalar Bose-Einstein conden-

sate (BEC) trapped by three-dimensional (3D) optical lattices

about a decade ago [1]. Marking an important milestone,

this achievement has stimulated tremendous efforts to apply

highly controllable ultracold bosonic and fermionic systems

in studying condensed matter models [2–6]. The SF-MI

transitions have been confirmed in various scalar BEC systems

via different techniques that can efficiently control the ratio of

interatomic interactions to the mobility of atoms [1,5–7]. One

well-known approach to simultaneously enhance interatomic

interactions and suppress atomic motion is by raising the depth

of an optical lattice [1]. Another convenient method is to

manipulate interactions with a magnetically tuned Feshbach

resonance [7]. A third technique is to control the hopping

energy of bosonic atoms by periodically shaking the lattice

[6]. Spinor BECs, on the other hand, possess an additional

spin degree of freedom, leading to a range of phenomena

absent in scalar BECs [8–14]. One important prediction is

the existence of first-order SF-MI phase transitions in lattice-

trapped antiferromagnetic spinor BECs [2,11,13,15–18]. In

contrast, the phase transitions can only be second order in

scalar BECs and ferromagnetic spinor BECs [2,5,17].

In this paper, SF-MI transitions are studied in sodium

antiferromagnetic spinor BECs confined by cubic optical

lattices. We observe the hysteresis effect, changes in spin

components, and substantial heating across the phase tran-

sitions. These indicate the existence of metastable states,

the formation of spin singlets, and associated first-order

transitions. In the ground state of the spinor BECs, the

nature of SF-MI transitions is found to be determined by

the competition between the quadratic Zeeman energy qB

and the spin-dependent interaction U2. At low magnetic fields

where U2 dominates, signatures of first-order transitions are

observed. In the opposite limit, the transitions appear to be

second order and resemble those occurring in scalar BECs.

These qualitative features are explained by our mean-field

*These authors contributed equally to this work.
†yingmei.liu@okstate.edu

(MF) calculations. We also study the phase transitions with an

initial metastable state and observe stronger heatings across

all magnetic fields. Furthermore, our data indicate a new

technique to realize SF-MI transitions is by varying qB .

We describe lattice-trapped F = 1 spinor BECs with the

Bose-Hubbard (BH) model [15,19]. In the decoupling MF

approximation, the Hamiltonian can be reduced to a site-

independent form [12,18,20]:

HMF = U0

2
n(n − 1)+U2

2
(�S2 − 2n) + qB

∑

mF

m2
F nmF

− µn

− zJ
∑

mF

(

φ∗
mF

bmF
+ φmF

b†
mF

)

+ zJ | �φ|2. (1)

U0 is the spin-independent interaction, n = ∑

mF
nmF

, and

nmF
= b

†
mF

bmF
is the atom number per site of the mF state.

The vector order parameter is φmF
≡ 〈bmF

〉, µ is the chemical

potential, J is the nearest-neighbor hopping energy, z is the

number of nearest neighbors, and �S is the spin operator

[21]. U2 is positive (negative) in F = 1 antiferromagnetic

(ferromagnetic) spinor BECs, e.g., U2 ≃ 0.04U0 in a 23Na

system [22]. With spatially uniform superfluids in equilibrium,

one can assume φmF
to be real. φmF

= 0 ( �= 0) in the MI (SF)

phase.

An antiferromagnetic F = 1 spinor BEC of zero magne-

tization forms a polar superfluid in equilibrium with 〈�S〉 = 0

[2,22–24]. There are two types of polar superfluids: the lon-

gitudinal polar (LP) state with (φ1,φ0,φ−1) = √
NSF(0,1,0),

and the transverse polar (TP) state with (φ1,φ0,φ−1) =√
NSF/2(1,0,1). Here NSF is the number of condensed atoms

per site. At zero qB and the same NSF, TP and LP states are

degenerate in energy. At qB > 0, the MF ground state is always

the LP state, but a metastable TP phase may exist [2,24].

Our MF calculations show that qB/U2 is a key factor to un-

derstand the nature of SF-MI transitions in antiferromagnetic

spinor BECs [25]. At low magnetic fields (where 0 � qB �
U2), U2 penalizes high-spin configurations and enlarges the

Mott lobes for even number fillings as atoms can form spin

singlets to minimize the energy. Metastable Mott-insulator

(MMI) and metastable superfluid (MSF) phases emerge due to

the spin barrier and lead to first-order SF-MI transitions [see

Figs. 1(a) and 1(c)] [15–18]. When 3D lattices are ramped up

2469-9926/2016/93(6)/063607(5) 063607-1 ©2016 American Physical Society
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FIG. 1. (a) MF phase diagrams derived from the BH model for

scalar BECs [19] and the LP and TP sodium spinor BECs in cubic

lattices [see Eq. (1)]. The superfluid order parameter φSF versus uL

at µ/U0 = 1.4 in (b) scalar and LP spinor BECs at qB/h = 360 Hz

and (c) LP spinor BECs at qB/h = 20 Hz. Here |φSF|2 = NSF and h

is the Planck constant. (d) Predicted SF-MI transition point uc versus

qB at µ/U0 = 1.4 [see Eq. (1)].

and down, hysteresis is expected across the phase transitions

(i.e., different transition lattice depth uc). In addition, when the

system changes from a metastable phase to a stable phase (e.g.,

from MSF to MI), there will be a jump in the order parameter

and the system energy, leading to unavoidable heating to

the atoms. Hence, hysteresis, substantial heating, and the

formation of spin singlets may be interpreted as signatures

of first-order transitions. As qB increases, the mF = 0 state

has lower energy than other mF levels and U2 becomes

less relevant. When qB becomes sufficiently larger than U2

(U2/h � 80 Hz in this work), the ground state phase diagram

of antiferromagnetic spinor BECs reverts back to one that is

similar to the scalar BH model with only second-order SF-MI

transitions (see Fig. 1).

II. EXPERIMENTAL SETUP

Three different types of BECs (i.e., scalar BECs, LP and TP

spinor BECs) are studied in this work. A scalar BEC containing

up to 1.2 × 105 sodium atoms in the |F = 1,mF = −1〉 state

is created with an all-optical approach similar to Ref. [26].

A F = 1 spinor BEC of zero magnetization is then produced

by imposing a resonant rf pulse to the scalar BEC at a fixed

(a) (b)

x
y

z

tramp
 0

u
L
 

26ER

Ramp-down

0

Ramp-up

u
L
 

tramp
 

2ER 10ER 26ER 12ER 4ER

LP spinor BECs: Ramp-Up sequence Ramp-Down sequence

(c)

FIG. 2. (a) Schematic of the reciprocal lattice and a TOF image

taken after lattices are abruptly released. The area in red represents

the imaging beam. (b) Two lattice ramp sequences used in this paper.

(c) Interference patterns observed after we abruptly release LP spinor

BECs at various final uL followed by a 5.5-ms TOF at qB/h =
360 Hz. The left (right) panel is taken after ramp-up (ramp-down)

sequences. The field of view is 400 µm × 400 µm.

qB . Since the LP state (where ρ0 = 1) is the MF ground state,

it can be prepared by simply holding the spinor BEC for a

sufficiently long time at high magnetic fields [24]. Here ρmF

is the fractional population of each mF state. The TP state

(where ρ±1 = 0.5) is generated via a different approach: we

apply a resonant microwave pulse to transfer all mF = 0 atoms

in the F = 1 spinor BEC to the F = 2 state, and then blast

away these F = 2 atoms with a resonant laser pulse. After

quenching qB to a desired value, we adiabatically load the

BEC into a cubic optical lattice within time tramp. This 3D

lattice is constructed by three optical standing waves from a

single-mode laser at 1064 nm, which results in a cubic periodic

potential with a lattice spacing of 532 nm. All lattice beams are

frequency-shifted by at least 20 MHz with respect to each other

for eliminating cross interference among them. The calibration

of optical lattice depth uL is conducted via Kapitza-Dirac

diffraction patterns and has an uncertainty of ∼15%. As shown

in Fig. 2(b), lattices are linearly ramped up to a given uL

in a ramp-up sequence, while lattices are first adiabatically

ramped up to 26ER and then back down to a variable final

uL in a ramp-down sequence. Here ER = �
2k2

L/(2M) is the

recoil energy, M and � are, respectively, the atomic mass

and the reduced Planck constant, and kL is the lattice wave

vector. We find that a ramp speed of 2ER/ms is sufficient to

satisfy the intraband adiabaticity condition and ensure � 80%

of atoms remain in a scalar or a high-field LP spinor BEC

after a ramp-down sequence to 2ER . We measure ρmF
with

Stern-Gerlach imaging and microwave imaging after a certain

time of flight (TOF).

III. FIRST-ORDER SUPERFLUID TO MOTT-INSULATOR

PHASE TRANSITIONS

Distinct interference peaks can always be observed during

ballistic expansion, after each BEC is abruptly released from
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FIG. 3. (a) Peak OD of interference peaks versus uL after lattice

ramp-up sequences. Markers are experimental data, and lines are

linear fits. We estimate uc from the intersection of two linear fits to

the data. The inset shows how we extract the peak OD from a TOF

image (left). The dotted line in the right inset is a density profile of

this TOF image through the central and one pair of interference peaks

along the vertical direction, while the solid line is a bimodal fit to one

side peak. (b) Similar to panel (a) except that all data are taken after

lattice ramp-down sequences.

a shallow lattice of uL � 10ER . As shown in the TOF

images in Fig. 2, the six first-order diffracted peaks are

symmetrically set apart from the central peak by a distance

corresponding to a momentum of 2�kL along three orthogonal

axes. These interference peaks may be considered as evidence

for coherence associated with the SF phase. In fact, a larger

visibility of interference patterns, a narrower width of the

central peak, and a higher optical density (OD) of interference

peaks have all been used as trustworthy evidence for improved

phase coherence in atomic systems [1,3,5,27].

TOF images in Fig. 2(c) show the loss and revival of the in-

terference contrast in spinor BECs as cubic lattices are ramped

up and down. A quantitative analysis of these TOF images

demonstrates the interference peaks (i.e., coherence associated

with the SF phase) change in a reversible manner with uL (see

Fig. 3). First, the interference patterns become more visible as

lattices are made deeper and reach their maximum OD around

10ER . This may be due to lattice-enhanced density modulation

[3,5,27]. Second, when uL is further increased and exceeds uc,

the interference peaks steadily smear out to a single broad peak

indicating atoms completely lose phase coherence. We extract

uc in Fig. 3 from the intersection of two linear fits to the data

of a given BEC. To confirm the system has undergone a SF-MI

transition, we monitor lattice ramp-down sequences, because

one characteristic of a MI state has proven to be a loss of phase

coherence in deep lattices and a subsequent rapid revival of

coherence as uL is reduced [1,3,5]. The interference peaks

of scalar and spinor BECs reversibly revive after ramp-down

sequences, indicating atoms quickly recohere and return to SF

states [see Fig. 3(b)].

Observations in Fig. 3 are qualitatively consistent with

our MF calculations and suggest the existence of first-order

SF-MI transitions under some circumstances. First, LP spinor

BECs at high magnetic fields possess many properties (e.g.,

the peak OD) that are similar to those of scalar BECs. Their

ramp-up and ramp-down curves are close to each other, while

both have roughly symmetric transition points uc. Similar

phenomena were observed in 87Rb and 6Li systems and

have been considered as signatures of second-order SF-MI

transitions [1,3,5]. Second, LP states at low magnetic fields

and TP states at high fields apparently have smaller uc for both

ramp-up and ramp-down processes compared to scalar BECs,

suggesting enlarged Mott lobes. In particular, the ramp-down

uc for LP states at low fields is noticeably smaller than their

ramp-up uc, corroborating with the MF picture that hysteresis

occurs across first-order phase transitions. Third, the recovered

interference contrast is visibly different for various BECs after

the ramp-down process (after SF-MI transitions). For scalar

and high-field LP spinor BECs, nearly 75% of peak OD

can be recovered in the interference peaks after ramp-down

sequences. The slightly reduced interference contrast may be

due to unaccounted heatings, which leads a small portion of

atoms (< 20%) to populate the Brillouin zone. In contrast,

after we utilized quite a few techniques and optimized many

parameters, the maximal recovered interference contrast of

low-field LP states is only ∼40% (∼20% for high-field TP

states). We attribute this to unavoidable heatings across the

first-order transitions as there is a jump in system energy

between metastable states and stable states. Both hysteresis

effect and significant heatings strongly suggest that first-

order SF-MI transitions are realized in our experiment. Note,

however, we do not see noticeable jumps in the observables

as is typically associated with first-order transitions. This is

likely due to the presence of even and odd atom fillings

in inhomogeneous systems such as trapped BECs, although

predicted first-order SF-MI transitions only exist for even

occupancy number. Limited experimental resolutions may be

another reason.

Our data in Fig. 3(b) also demonstrate that a new approach

to realize SF-MI transitions is by ramping qB at a fixed uL. For

example, when the final uL in ramp-down sequences is set at a

value between 17ER and 21ER , atoms in LP spinor BECs can

cross SF-MI transitions if qB/h is sufficiently reduced (e.g.,

from 360 to 20 Hz). This agrees with Fig. 1(d): uc depends

on qB .

We then compare scalar and spinor BECs within a wide

range of magnetic fields, 20 Hz � qB/h � 500 Hz, after iden-

tical lattice ramp sequences to uL = 10ER . We choose 10ER

because it is apparently the lattice depth around which we

observe the maximum interference contrast, with negligible

difference in scalar and spinor BECs after ramp-up sequences

at all qB . This is consistent with Fig. 1, which predicts all

BECs studied in this work should be well in the SF phase at

10ER . However, the interference peak ODs show intriguing
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FIG. 4. Peak OD of interference peaks versus qB observed after

lattice ramp-down sequences to 10ER . Markers are experimental data.

Red and blue lines are exponential fits. The black line is a linear fit.

differences after ramp-down sequences to 10ER (see Fig. 4):

deviations from the maximal value appear for LP spinor BECs

at low magnetic fields and the TP state at all positive qB . We

again attribute this to different amount of heatings across SF-

MI transitions. Different extent of heatings may be produced

due to different spin barriers as well as the amount of energy

jump across the transitions. Hence, the maximum recovered

OD is a good indicator for the appearance or disappearance

of first-order SF-MI transitions. Notably, LP spinor BECs are

found to behave very similarly to scalar BECs when qB ≫ U2

(see Fig. 4). This observation is consistent with Fig. 1(d),

in which the two MF curves for the LP state merge indicating

that metastable states disappear and SF-MI transitions become

second order when qB/h > 70 Hz. Furthermore, the difference

between LP and TP spinor BECs appears to exponentially

decrease as qB approaches zero. Exponential fits to the data

verify that LP and TP spinor BECs should show the same

behavior at qB = 0.

Figure 5(a) shows the change in the fractional population

ρ0 as the lattice is ramped up, which provides another evidence

that is consistent with first-order SF-MI transitions. In the MF

picture, the first-order transition is related to the formation

of spin singlets in the even lobe MI phase. For example, in

the n = 2 MI lobe, the MI ground state |ψg〉 at zero qB is

the singlet state where ρ0 = ρ+1 = ρ−1 = 1/3 [11,13,15–18],

i.e., |ψg(qB = 0)〉 = |S = 0,Sz = 0〉 =
√

2
3
|101〉 −

√

1
3
|020〉

in the occupation basis of |n1,n0,n−1〉. For qB > 0, we

diagonalize Eq. (1) in this occupation basis and find |ψg〉 =
U2−2qB+

√
4q2

B−4qBU2+9U 2
2

2
√

2U2

|101〉 − |020〉. This calculation result

is shown in Fig. 5(b). A line at uL = 26ER from Fig. 5(b)

represents the result in the n = 2 Mott lobe, which is also

highlighted as the theoretical n = 2 line in Fig. 5(a) inset.

Two predictions can be derived from this MF calculation: ρ0

drastically decreases as atoms cross the first-order transition

(from SF to MI), and ρ0 rises with qB in the n = 2 Mott lobe.

Our observations shown in Fig. 5(a) may be the first

experimental confirmation of these predictions: an initial LP

state is found to sigmoidally evolve to a state consisting

of all three mF components as uL is ramped up at low

magnetic fields, with the measured ρ0 sigmoidally decreasing

from one in the SF phase to around 0.6 in the MI phase

ρ
0

    Ramp-up sequence
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q
B /h = 20 Hz
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B 
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FIG. 5. (a) Measured ρ0 versus uL after an initial LP spinor BEC

undergoes ramp-up sequences to various final uL at qB/h = 20 Hz.

The solid line is a sigmoidal fit. Inset: Similar to the main figure

except that we set qB at various values and the final uL at 26 ER

to ensure atoms enter into the MI phase. The dashed (solid) line

represents the MF result for n = 2 (npeak = 5). (b) Predicted ρ0 in the

ground state of antiferromagnetic spinor BECs at various uL and qB

with µ/U0 = 1.4.

(uL � 22ER). In addition, in the MI phase, the measured

ρ0 rises with qB , and approaches one at qB ≫ U2 where

the ground state phase diagram of antiferromagnetic spinor

BECs resembles the scalar BH model with only second-order

SF-MI transitions [see Fig. 5(a) inset]. This observation can

be well understood by the MF calculation [the npeak = 5 line

in Fig. 5(a) inset]. Note that the peak filling factor npeak is five

in our inhomogeneous system, and the data in Fig. 5(a) thus

represent an average of different atom fillings. In other words,

the theoretical npeak = 5 line in Fig. 5(a) inset represents a

weighted average of the MF predictions at five different n

(i.e., n = 1,2,3,4,5) based on the atom density distribution

in a harmonic trap. Good agreements between our data and

the MF theory suggest that the observed substantial change in

ρ0 at very low fields may be mainly due to the formation of

spin singlets in the even lobe MI phase (after atoms cross the

first-order transitions).

IV. CONCLUSION

In conclusion, we have conducted the first experimental

study on SF-MI transitions in lattice-confined sodium spinor

BECs. We have observed hysteresis, significant heatings across

the phase transitions, and the change in ρ0 resulting from the

formation of spin singlets in the MI phase. These observations

strongly suggest first-order SF-MI transitions are realized
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in our system. Our data are understood by the MF theory

and suggest SF-MI transitions can be realized by tuning qB .

Further studies are required to confirm more signatures of

the first-order transitions, e.g., by precisely imaging Mott

shells [4,7].
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Lattice-induced rapid formation of spin singlets in spin-1 spinor condensates

L. Zhao, T. Tang, Z. Chen, and Y. Liu∗

Department of Physics, Oklahoma State University, Stillwater, Oklahoma 74078, USA

(Dated: January 3, 2018)

We experimentally demonstrate that combining a cubic optical lattice with a spinor Bose-Einstein
condensate substantially relaxes three strict constraints and brings spin singlets of ultracold spin-1
atoms into experimentally accessible regions. About 80 percent of atoms in the lattice-confined spin-
1 spinor condensate are found to form spin singlets, immediately after the atoms cross first-order
superfluid to Mott-insulator phase transitions in a microwave dressing field. A phenomenological
model is also introduced to well describe our observations without adjustable parameters.

PACS numbers: 67.85.Fg, 03.75.Kk, 03.75.Mn, 05.30.Rt

Many-body spin singlet states, in which multiple spin
components of zero total spin are naturally entangled,
have been widely suggested as ideal candidates in inves-
tigating quantum metrology and quantum memories [1–
14]. Advantages of spin singlets in the quantum infor-
mation research include long lifetimes and enhanced tol-
erance to environmental noises [2, 3]. These advantages
may become more pronounced if the singlets consist of
ultracold spin-1 particles [1]. A spin singlet is the ground
state of many types of spinor gases, however, its ex-
perimental realizations have proven to be very challeng-
ing mainly due to its fragilities [3, 10, 12–15]. Allowed
parameter ranges for spin singlets of spin-1 atoms are
strictly limited to the vicinity of zero quadratic Zeeman
energy q and zero magnetization m, and the ranges dras-
tically shrink when the atom number increases [10–13].
Another constraint is the formation of spin singlets re-
quires atoms remaining adiabatic for a long time dura-
tion [13, 16]. In this Letter, we experimentally demon-
strate that combining a spinor Bose-Einstein conden-
sate (BEC) with cubic optical lattices significantly re-
laxes these strict constraints and enables creating spin
singlets of spin-1 atoms rapidly. Our observations con-
firm that spin singlets are brought into experimentally
accessible regions by two key lattice-modified parame-
ters, which are the lattice-enhanced interatomic interac-
tions and substantially reduced atom number in individ-
ual lattice sites. Lattice-confined spinor BECs present
degeneracies in spin and spatial domains, which provide
perfect platforms to simulate quantum mesoscopic sys-
tems and study rich physics of fragmentation [7, 12].

Different methods have been proposed for detect-
ing spin singlets. The first approach is to measure
the population of each spin component, as atoms in a
spin singlet should be evenly distributed into all spin
states [17, 18]. The second method is to verify a spin
singlet is invariant after its spin is rotated by a resonant
Rf-pulse [2, 9, 12, 18, 19]. Another signature of a spin sin-
glet is its high level of spin squeezing shown in quantum
non-demolition measurements [2, 4–6]. A spin singlet can
also be identified by its high-order correlation functions,
e.g., its zero spin nematicity detected by light scattering

measurements [12, 20]. Other detectable parameters of a
spin singlet include large population fluctuations in each
of its spin components, and its excitation spectra mapped
by Bragg scattering [10, 17]. In this paper, we apply the
first two methods to demonstrate that about 80% of spin-
1 atoms in a lattice-confined spinor BEC can form spin
singlets, immediately after the atoms cross first-order su-
perfluid (SF) to Mott-insulator (MI) phase transitions in
a microwave dressing field. A phenomenological model
is also developed to explain our observations without ad-
justable parameters.
We start each experimental cycle with an antiferro-

magnetic F=1 spinor BEC of n = 1.2×105 sodium atoms
and zero m in its free-space ground state, i.e., a longitu-
dinal polar (LP) state in the q > 0 region or a trans-
verse polar (TP) state when q < 0 [21–25]. The atoms
are then loaded into cubic lattices and enter into the MI
phase with the peak occupation number per lattice site
being five, npeak = 5. We express the Hamiltonian of the
spinor Mott insulators by ignoring the hopping energy in
the site-independent Bose-Hubbard model as [21]:

Ĥ =
U0

2
(n̂2 − n̂)− µn̂+

U2

2
(Ŝ

2
− 2n̂) + q(n̂1 + n̂−1) .

(1)

Here U0 (U2) is the spin-independent (spin-dependent)
interaction, µ is the chemical potential, Ŝ is the spin
operator, and n̂ =

∑
mF

n̂mF
is the number operator of

all hyperfine mF states. We obtain the ground states
of spinor Mott insulators by diagonalizing Eq. (1) at a
given n. For example, the ground states are spin singlets
at zero q in the even Mott lobes.
Sufficiently deep cubic lattices localize atoms and lower

n by five orders of magnitude in a typical BEC system.
Figure 1 illustrates how this enormous reduction in n to-
gether with the lattice-enhanced interatomic interactions
can make spin singlets realizable in experimentally ac-
cessible regions. Figure 1 is derived from the mean-field
theory (MFT) and based on two notable signatures of
a spin singlet, i.e., each of its mF states has an iden-
tical fractional population ρmF

and a big ∆ρmF
(the

standard deviation of ρmF
) [10, 17, 18]. For example,
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FIG. 1. (a) and (b): vertical black (red) dotted lines mark qmax, the maximum allowed q for spin singlets, in F=1 sodium
spinor BECs of n = 105 atoms in free space (in the n=2 Mott lobe at uL = 26ER). All panels are derived from MFT at zero
m with solid (dashed) lines representing the q < 0 (q > 0) region, and black (red) lines representing spinor gases in free space
(spinor Mott insulators) [16]. (a) Predicted ρ0 versus |q| at n = 2 (red) and 105 (black). The top horizontal axis lists the
corresponding B when q > 0. (b) Predicted ∆ρ0 versus |q| at n = 2 (red) and 105 (black). (c) Predicted qmax versus n. (d)
The minimum time tmin versus n for generating singlets of sodium atoms via an adiabatic sweep at its corresponding ±qmax.

spin singlets of F=1 atoms should have ρ0 ≈ ρ±1 ≈ 1/3
and ∆ρ0 = 2∆ρ±1 > 0.29. In sharp contrast, ρ0 = 0
and ρ±1 = 0.5 (ρ0 = 1 and ρ±1 = 0) with negligi-
ble ∆ρmF

are found in coherent TP (LP) states when
q < 0 (q > 0) [24]. The allowed q range for spin singlets
is 0 ≤ |q| ≤ qmax, which is determined by considering
∆ρmF

≫ 0 and ρ0 = (1+ 0.1)/3 at q = qmax (that corre-
sponds to ρ0 ≃ (1−0.1)/3 at q = −qmax) in MFT [26]. An
expansion of ten orders of magnitude in qmax is marked
by vertical dotted lines in Figs. 1(a) and 1(b), i.e., from
a narrow region of |q|/h < 2 × 10−9 Hz in a free-space
spinor BEC of 105 atoms to a much broader range of
|q|/h < 9 Hz in n=2 spinor Mott insulators. Here h is the
Planck constant. This drastic raise in qmax as n decreases
is also shown in Fig. 1(c) for a wide range of achievable
n. In addition, the lattice-induced big reduction in n can
relax the magnetization constraint on creating spin sin-
glets by five orders of magnitude, because |m| . 0.15/n
is required for singlets at zero q [27]. Figure 1(d) indi-
cates another big improvement made by cubic lattices:
tmin can be dramatically decreased by three orders of
magnitude after a free-space spinor BEC enters the MI
phase [16]. Here tmin is the minimum time for generating
singlets via adiabatically sweeping one parameter, such
as q and the lattice depth uL. Spin singlets of F=1 atoms
can thus be created in realistic experimental setups, e.g.,
in the spinor Mott insulators of |m| ≤ 0.05 as confirmed
by our experimental data in Figs. 3 and 4.

In each experimental cycle, we prepare a LP or TP
state at q/h = 40 Hz by pumping all atoms in the unde-
sired mF states of a F=1 spinor BEC to the F=2 state
with resonant microwave pulses, and blasting away these
F=2 atoms via a resonant laser pulse. We then quench
q to a proper value in microwave dressing fields [28],
and load atoms into a cubic lattice constructed by three
standing waves along orthogonal directions. The lattice
spacing is 532 nm, while lattice beams are originated from

a single-mode laser at 1064 nm and frequency-shifted by
20MHz with respect to each other. We use Kapitza-Dirac
diffraction patterns to calibrate uL. Each data point in
this paper is collected after atoms being abruptly released
from a lattice at a fixed uL and expanding ballistically
within a given time of flight tTOF. The standard Stern-
Gerlach absorption imaging is a good method to measure
ρmF

of spinor gases in the SF phase. Stern-Gerlach sep-
arations become indiscernible, when atoms completely
lose phase coherence in the MI phase and the signal-to-
noise ratio diminishes in TOF images. To measure ρ0 in
spinor Mott insulators, we develop a two-step microwave
imaging method as follows: 1) count the mF=0 atoms
with the first imaging pulse preceded by transferring all
atoms in the |F = 1,mF = 0〉 state to the F=2 state; 2)
count all remaining atoms that are in themF = ±1 states
with the second imaging pulse. We compare these two
imaging methods using a free-space spinor BEC, and find
they give similar ρ0 with a negligible difference (unless
specified, all quoted uncertainties are 2 standard errors).

To ensure atoms adiabatically enter the MI phase, a
cubic lattice is linearly ramped up within time tramp to
uL = 26ER. Here ER is the recoil energy [23]. We care-
fully select tramp based on three criteria. First, tramp

should be long enough to satisfy duL/dt≪ 32πE2
R/h, the

interband adiabaticity requirement [29]. Second, tramp

should be larger than the MFT predicted tmin, as ex-
plained in Fig. 1(d). These two criteria set tramp > 5 ms
for our system. On the other hand, tramp should be suf-
ficiently short, with tramp ≤ t0 to ensure lattice-induced
heating is negligible and atom losses are not greater than
10%. Figure 2 explains how we determine t0 from the ob-
served relationship between tramp and ρ0 in spinor Mott
insulators at uL = 26ER and q/h = 460 Hz. In such a
high field, SF-MI phase transitions are second order be-
cause U2 = 0.04U0 > 0 and q ≫ U2 at this uL for the
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FIG. 2. Measured ρ0 versus tramp after an initial LP spinor
BEC enters the MI phase in a high field. Black lines are
two linear fits. We estimate t0, the ideal tramp, from the
intersection point of these two lines (see text).

sodium atoms [21]. Atoms initially in a LP state should
thus stay in the LP state with ρ0 ≃ 1, as they adia-
batically cross the phase transitions and enter into the
MI phase [21]. The value of ρ0 quickly drops when in-
evitable heating is induced by lattices in a non-adiabatic
lattice ramp sequence. We extract t0 from the inter-
section point of two linear fits to the data in Fig. 2,
which yields tramp ≤ t0 ≈ 45 ms. Within this accept-
able tramp range, a slower lattice ramp is preferred be-
cause it could more easily keep the system adiabatic and
provide sufficient time for the atom redistribution pro-
cesses [30]. The ideal lattice ramp speed is therefore set
at duL/dt = 26ER/t0 for our system.
The opposite limit is |q| ≪ U2 near zero q, where SF-

MI phase transitions are first order and spin singlets are
the ground state of F=1 spinor gases in the even Mott
lobes [21]. We may thus identify the formation of spin
singlets from evolutions of ρ0 and ∆ρ0 during a first-order
SF-MI transition. Figure 3 shows two such evolutions
when atoms initially in the TP state are adiabatically
loaded into the cubic lattice at the ideal lattice ramp
speed to various final uL in q/h = −4 Hz. These evolu-
tions have three distinct regions. In the SF phase where
0 ≤ uL ≤ 15ER, atoms remain in the TP state with
ρ0 = 0 and negligible ∆ρ0. As atoms cross first-order
SF-MI transitions in 15ER ≤ uL ≤ 18ER, ρ0 and ∆ρ0
sigmoidally increase with uL. When all atoms enter into
the MI phase at uL ≥ 21ER, both ρ0 and ∆ρ0 reach their
equilibrium values of ρ0 ≈ 0.3 and ∆ρ0 ≫ 0. These ob-
servations qualitatively agree with the characteristics of
spin singlets. Despite that other factors can also increase
∆ρ0 in the MI phase, the measured ∆ρ0 is much smaller
than the MFT prediction shown in Fig. 1(b). This may
be due to the fact that the observed ∆ρ0 is an aver-
age over all 5 × 104 lattice sites in our system. Unless
one can detect single lattice site precisely, the value of
∆ρ0 may not be used to verify spin singlets in lattice-
confined spinor gases. We also monitor the time evolu-
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FIG. 3. Measured ρ0 (red circles) and ∆ρ0 (blue triangles)
versus uL after an initial TP spinor BEC undergoes the ideal
lattice sequence to various final uL in a weak field near zero
q. The solid line is a sigmoidal fit, and the dashed line is to
guide the eye.

tion of atoms at fixed uL and q after the ideal lattice
ramp sequence. No spin oscillations are found at each q
studied in this paper, which confirms atoms always stay
at their ground states in these ideal lattice sequences.
We observe similar ρ0 and ∆ρ0 evolutions within a

wide range of q near zero field. The measured ρ0 versus
q in spinor Mott insulators at uL = 26ER is shown in
Fig. 4(a). These Mott insulators of npeak = 5 are inho-
mogeneous systems, in which ρ0 at a fixed q may be given
by the weighted average over all Mott lobes:

ρ0 =

5∑

j=1

ρ0jχj . (2)

Here ρ0j is the MFT predicted ρ0 in the ground state ψj
of the n=j Mott lobe, and χj represents mean-field atom
density distributions in a harmonic trap [21]. The pre-
diction of Eq. (2) shown by red dashed lines in Fig. 4(a),
however, appears to largely disagree with our data. To
understand this big discrepancy, we have tried several
models and found only one phenomenological model can
surprisingly describe our data without adjustable pa-
rameters (see black solid lines in Fig. 4(a)). This phe-
nomenological model is based on one major difference
between spinor and scalar Mott insulators predicted by
the Bose-Hubbard model: i.e., the formation of spin sin-
glets enlarges even Mott lobes in antiferromagnetic spinor
gases [21]. For example, the n=2 even Mott lobe emerges
at uL ≈ 16.5ER, while the n=3 odd Mott lobe only ex-
ists in a much deeper lattice of uL ≥ 19.5ER for F=1
sodium spinor gases near zero field [21]. In the interme-
diate lattice depth of 16.5ER < uL < 19.5ER near zero
q, atoms in the n=3 lattice sites can freely tunnel among
adjacent lattice sites, while particles in an n=2 lattice
site already enter into the MI phase and are localized in
this site. At a proper uL near zero q, atoms may thus
be able to redistribute among lattice sites with a given
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odd n in the lattice-confined spinor gases. For example,
at uL = 19ER > 16.5ER, the tunneling of one atom con-
verts two adjacent n=3 lattice sites to one n=2 and one
n=4 sites. This uL is then deep enough to localize the six
atoms by forming a two-body spin singlet in one site and
a 4-body spin singlet in the other site [30]. As a result
of similar redistribution processes, atoms initially in lat-
tice sites with n = 5 may form 4-body and 6-body spin
singlets in the ideal lattice ramp sequences. In contrast,
redistribution processes may not occur among the n=1
lattice sites, because the n=1 and n=2 Mott lobes emerge
at similar uL for the sodium atoms. Our phenomenolog-
ical model takes these atom redistribution processes into
account, and expresses ρ0 in the spinor Mott insulators
created by the ideal lattice ramp sequence as

ρ0 =
∑

j=3,5

χj
(j + 1)ρ0j+1

+ (j − 1)ρ0j−1

2j

+
∑

j=1,2,4

ρ0jχj . (3)

Figure 4(a) shows that the prediction of Eq. (3) agrees
with our experimental data. The validity of this phe-
nomenological model is also verified by comparing its pre-
diction with the observed ρ0, after a resonant Rf-pulse is
applied to rotate the spin of atoms by 90 degrees. In
this paper, the spin rotation operator R̂x = exp(−iπ

2
Ŝx)

is along the x-axis, which is orthogonal to the quanti-
zation axis (z-axis). After π/2 spin rotations, ρ0j in

Eq. (3) changes to ρr0j =
〈ψj |R̂

†
xn̂0R̂x|ψj〉

〈ψj |R̂
†
xn̂R̂x|ψj〉

in the n=j Mott

lobe. The prediction of Eq. (3) after these spin rota-
tions is shown by the upper black solid line in Fig. 4(a),
which well agrees with our data. The two data sets in
Fig. 4(a) respectively represent projections of the atomic
spin along two orthogonal axes. The observed good
agreements between our phenomenological model and
these data sets, therefore, suggest this model may re-
veal mechanisms of the ideal lattice ramp sequence in
antiferromagnetic spinor gases.

Our data taken with and without the π/2 spin rota-
tions appear to converge to a value around ρ0 ≈ 1/3 as q
gets closer to zero in Fig. 4(a). This indicates the spinor
Mott insulators become more rotationally invariant near
zero field. As the spin rotational invariance is one unique
signature of spin singlets, the reduced gap between the
two data sets in Fig. 4(a) implies significant amounts of
atoms may form spin singlets when q approaches zero. In
our system, about 10% of atoms stay in the n=1 Mott
lobe where no spin singlet can be formed. This accounts
for the observed small gap between the two data sets near
zero q in Fig. 4(a), and limits the maximum fss realiz-
able in our system to about 90%. Here fss represents the
fraction of atoms forming spin singlets in spinor gases.
We extract fss from the measured ρ0 based on Ref. [31].
The two data sets in Fig. 4(a) appear to yield similar
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Eq. (3) at npeak = 5
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FIG. 4. (a) Red circles (blue triangles) are the measured
ρ0 in spinor Mott insulators without (with) atoms being ro-
tated by resonant π/2 pulses at various q. The black solid
(red dashed) line is the prediction of Eq. (3) (Eq. (2)). (b)
Spin singlet fraction fss extracted from Panel (a) versus q (see
text). The insulators are created after an initial TP spinor
BEC undergoes the ideal lattice ramp sequence.

fss at a fixed q near zero field: i.e., fss ≈ 80% when
−4 Hz ≤ q/h ≤ 0 Hz as shown in Fig. 4(b). This indi-
cates around 80% of atoms form spin singlets in our sys-
tem. Similar phenomena and slightly smaller fss are also
observed in spinor Mott insulators generated after atoms
initially in the LP state cross first-order SF-MI transi-
tions in the ideal lattice ramp sequences when q > 0.
In conclusion, our experimental data have confirmed

that combining cubic lattices with spinor BECs makes
spin singlets of ultracold spin-1 atoms achievable in ex-
perimentally accessible regions. Via two independent
detection methods, we have demonstrated that about
80% of atoms in the lattice-confined F=1 spinor BEC
form spin singlets, after the atoms cross first-order SF-
MI phase transitions near zero field. We have developed
a phenomenological model that explains our observations
without adjustable parameters. Our recent work has also
indicated that we may be able to identify another signa-
ture of spin singlets, i.e., confirm their zero spin nematic-
ity in light scattering measurements [32].
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[2] G. Tóth, and M. W. Mitchell, New J. Phys. 12, 053007
(2010).

[3] H. Sun, P. Xu, H. Pu, and W. Zhang, Phys. Rev. A 95,
063624 (2017)

[4] N. Behbood, F. Martin Ciurana, G. Colangelo, M.
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