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Abstract 

The authors developed the Group Activated Probability of Success (GAPS) model to 

replicate the relationship between the performances of minority group members that are 

impacted by stereotype threat and to examine the impact of stereotype threat from an item 

level perspective. To accomplish this, a traditional item response theory (IRT) model was 

modified to reflect the specific characteristics of the individual and the items that interact 

to influence the individual‟s estimated latent proficiency in the target domain. This 

resulted in non-uniform differential item functioning (DIF) in items of high difficulty for 

minority group members who are also of high proficiency in the target domain. The 

model was developed to simulate the effect of stereotype threat at the item level using 

item difficulty, individual latent proficiency, and group membership to alter the 

probability of success on a given item for individuals in the targeted group, controlling 

for proficiency in the target domain. Guided by stereotype threat research, the 

manipulation of these factors resulted in a model that successfully replicates the 

differences found in laboratory experiments and suggests a possible explanation for the 

lack of support for stereotype threat in applied research. 
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Bridging the GAPS:  An Evaluation of the Group Activated Probability of Success Model 

of Stereotype Threat 

 Stereotype threat (ST) occurs when an individual‟s performance is negatively 

affected due to their group membership (e.g., race, gender) being made salient early in 

testing situations. This occurs when the individual is aware of a negative stereotype 

commonly associated with their group (e.g., women are not good at math), even if there 

is no truth to the stereotype. ST has been shown to attenuate test performance even under 

such minimal conditions as having the test-taker indicate their membership in a 

stereotyped group at the beginning of a test. For example, if we administer a math test to 

a female who is aware of the negative stereotype involving women and mathematical 

proficiency, ST research would predict that she would perform worse on the test if first 

asked to indicate her gender than if her gender had not been focused upon. ST can occur 

in a wide variety of domains; even members of groups normally stereotyped as adept may 

be susceptible under relevant circumstances (Aronson, Good, & Keough, 1999; Aronson, 

Quinn, Spencer, 1998; Spencer, Steele, & Quinn, 1999; Steele, 1997; Steele & Aronson, 

1995). 

 One classic example (Shih, Pittinsky, & Ambaby 1999) manipulated the 

activation of two stereotypes: 1) women having difficulty with mathematics, and 2) 

Asians having superior mathematical proficiency. The researchers implicitly activated 

either gender identity or race identity in a group of Asian-American women prior to a 

mathematics test. Results indicated that the gender-activated group performed worse 

relevant to a control group, while the race-activated group performed better (a 
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phenomenon known as stereotype lift; Blanton, Buunk, Bibbsons, & Kuyper, 1999; Fein 

& Spencer, 1997).  

In recent years, attention has been drawn to the value of ST theory in applied 

settings. Sackett, Hardison, and Cullen (2004) published a review that concluded that ST, 

when induced in the laboratory, could not account for differences between groups in the 

real world of high stakes testing. In a follow-up article, Cullen, Hardison, and Sackett 

(2004) evaluated four models of ST in several applied settings and found support for their 

previous contention that the effect of ST in real-world settings is minimal at best. In this 

paper, however, we contend that ST has been elusive in real-world settings due to a type 

of measurement bias that is undetectable using current standards of test evaluation.  

If we accept the assumption that we should see stronger ST effects in applied 

settings than have been previously demonstrated (Aronson et al., 1998), the issues raised 

by Sackett et al. (2004) have the potential to devalue over ten years of laboratory 

research. However, one must consider the alternate explanation that the underlying 

mechanism by which ST influences test performance has yet to be identified. Nearly all 

studies investigating ST use the total test-score as the performance outcome measure; 

therefore, the possibility remains that a more sensitive analysis at a disaggregated level 

(i.e., the item-level) could potentially resolve the laboratory/applied setting debate. We 

propose that under traditional, applied testing conditions (e.g., the SAT), ST manifests 

itself at the item level in the form of non-uniform differential item functioning (DIF), 

which under current standards for test evaluation may not be detected. In sum, we believe 

that non-uniform differential item functioning is a valid explanation for the current 

finding that there is no evidence of ST in high stakes testing and applied ST research.  



3 

 

Two additional, common elements of the experimental literature may also work 

against the finding of ST in applied settings. First, it is typical to find that the impact is 

constrained only to items of significant difficulty (Spencer et al., 1999; Steele & Quinn, 

1997). Second, the effect is greater for participants who demonstrate greater competence 

in the subject area being evaluated (Steele, 1997). The first component suggests that the 

difficulty of the item affects whether or not it will elicit differential performance. In other 

words, the vast majority of items (those that are not particularly difficult) will not elicit 

bias due to ST. The second component suggests that the proficiency of the individual is 

an essential factor in determining whether performance will be affected by ST. This, then, 

suggests that any one item may elicit differential performance for some individuals (those 

of high proficiency) but not others (those of low to moderate proficiency). Taken 

together, these findings are crucial because they describe the mechanisms by which a 

small set of items that exhibit non-uniform DIF are produced.  

There are two major limitations that can be overcome by using an item level 

analysis (as opposed to the observed test score) to evaluate ST.  First, when using only 

the observed test score, it is impossible to determine if there are any variations in the 

number and type of items that are influenced by ST.  Using an item level analysis allows 

the researcher to take into account each item‟s contribution to the overall performance 

(see Figure 1). Second, the observed score does not present the opportunity to determine 

if there is an influence at the level of the individual‟s target ability.  Implementing an 

item level analysis examines these potential variations and their role in predicting 

performance (see Figure 2).  We propose that the observed test score is an insensitive 

measure for understanding the processes that influence test behavior as it relates to ST. 
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As a result, we argue that only item level models include the components necessary for 

clarifying ST effects in both experimental and applied settings. 

The current study examined the impact of ST from an item level perspective by 

developing a model of the relationship between item level performances of minority 

group members that are likely to be influenced by ST. We developed the Group 

Activated Probability of Success (GAPS) model by modifying traditional item response 

theory (IRT) curves to reflect the specific characteristics of the individual as well as the 

items that interact to influence the individual‟s estimated proficiency while experiencing 

ST. IRT curves involve individuals‟ responses to items and, while there are many 

different types, the two-parameter logistic (2PL) model was used as a building block for 

the GAPS model presented in this paper. The 2PL IRT model is a mathematical function 

that relates the probability of an individual‟s item response to a characteristic of the 

individual (θ, proficiency level), and two characteristics of the item (α and β, 

discrimination and difficulty, respectively). The 2PL model assumes that the probability 

of an observable item response pattern can be linked to an estimate of an individual‟s 

position on an underlying latent variable (Hulin, Drasgow, & Parsons 1983; McDonald, 

1999).  

Fundamentally, the GAPS model simulates the influence of ST at the item level 

using item difficulty, individual proficiency, and group membership to alter the 

probability of success on a given item for individuals in the threatened group. We predict 

that a model manipulating these three factors will successfully replicate the ST effects 

found in laboratory experiments while suggesting a possible explanation for the lack of 

applied support for the theory.  
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While the GAPS model‟s assumptions are based on research supporting the 

general components of ST discussed previously, current research does not allow for the 

exploration of observed ST differences between the manipulation and control groups at 

an item level. The present project addresses this deficiency by incorporating elements of 

both ST and measurement theory into the proposed GAPS model. For our purposes, the 

most convenient way to introduce group differences into the mathematical equation at the 

item level is through the use of differential item functioning (DIF).  

DIF was originally conceived as a method of detecting “bias” among test items. In 

the recent literature, DIF analyses have focused on the idea that distinct groups of 

examinees may react differently to test items, and this reaction may then affect 

performance at the item level (Holland & Wainer, 1993; Millsap & Meredith, 1992; 

Parshall & Miller, 1995; Scrams & McLeod, 2000; Williams, 1997). Systematic group 

differences in reaction to test items present a serious threat to the construct validity of 

tests, especially when such differences are not taken into account during the scoring 

process. The typical DIF analysis attempts to overcome this limitation by comparing two 

groups of examinees on an item suspected of DIF. Under these conditions, the 

performance of one group (the targeted group) is of primary interest while the 

performance of the other group (the non-targeted group) is used as a standard against 

which the performance of the targeted group can be compared. For example, in a DIF 

analysis of ST and math performance, the targeted group might be females and the non-

targeted group males.  

A critical feature of DIF is that it only evaluates comparable members of the 

targeted and non-targeted groups. These are determined by computing a conditional 
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probability on the construct of interest (e.g., mathematical proficiency) using either a 

known anchor set of DIF-free items or some proxy measure of the construct of interest. 

The DIF-free items used in the anchor set are typically items that have already been 

evaluated for, or are not suspected of, exhibiting DIF. These DIF-free items are then used 

to estimate the proficiency of members of both the targeted and non-targeted groups. 

Once these estimates are obtained, they serve to match the examinees from both groups 

on proficiency while simultaneously allowing the suspect items to be examined for DIF. 

Depending on both the quantity and mathematical properties of items displaying DIF, 

then, this analysis can be used to evaluate the possibility that the test as a whole (as 

opposed to specific items) may display systematic group differences.   

DIF consists of two distinct analyses for determining how a single item or set of 

items is affecting the performance of the targeted group relative to the non-targeted 

group.  The two possible DIF-related analyses are referred to as uniform DIF analysis and 

non-uniform DIF analysis (see Figure 3 and 4, respectively).  An analysis of uniform DIF 

gives the researcher an estimate of a possible constant difference in item performance 

between groups while controlling for the proficiency of the examinee.  This analysis 

assumes that DIF consistently favors one group regardless of proficiency level; it is 

analogous to the covariate-adjusted two-way interaction between the group and the item, 

using latent proficiency as the covariate. If constant DIF is operating within a given test, 

these item-specific estimates can be used to make statistical adjustments to test scores, 

which can reduce the impact of DIF on the total scores of the targeted group.   

The second type of analysis is non-uniform or non-constant DIF. Non-uniform 

DIF occurs when two or more matched-proficiency groups show differential performance 
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on a given item, but the difference affects only individuals at certain levels of 

proficiency. The presence of non-uniform DIF is detected in an item when the item 

shows a non-constant performance difference between groups. Depending upon the 

overall difficulty of the item, the impact of non-uniform DIF on total test performance 

may be trivial because very few examinees will respond either correctly (to very difficult 

items) or incorrectly (to very easy items; Holland & Wainer, 1993).  When non-uniform 

DIF impact occurs, it is analogous to a three-way interaction between group, item, and 

the covariate of latent proficiency.   

Our goal in the current study was to create a DIF model to integrate the applied 

and laboratory-based research on ST with current measurement theory. It is our 

contention that non-uniform DIF is the underlying force driving the observed ST effects 

demonstrated in previous research. This explanation has the potential to impact an 

extensive body of literature, from laboratory studies demonstrating significant ST effects 

(Aronson et al. 1999; Aronson et al., 1998; Steele 1997) to the minimal results typically 

found in applied research (Cullen et al., 2004). The purpose of the current study is to 

demonstrate that the DIF model can account for ST effects within both the experimental 

and applied literature.  

The current project is composed of two main components: 1) a meta-analysis of 

the experimental ST literature, specifically examining the impact of test difficulty and 

sample selection upon effect sizes, and 2) the development and evaluation of the GAPS 

model to reconcile both experimental and applied research findings. 

Meta–Analysis of Stereotype Threat 
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Conducting a meta-analysis of ST research is a necessary preliminary step in 

understanding the true impact that the phenomenon has on test performance at both the 

item and test level. The effect sizes obtained from this analysis will be used to estimate 

parameters for the GAPS model. 

Method 

Retrieval of studies and inclusion criteria 

To retrieve relevant studies for the meta-analysis, we employed inclusion criterion 

similar to that previously used by Walton and Cohen (2003). We first conducted a June 

2007 search of the PsycINFO database using the words “stereotype threat,” “testing,” 

“gender,” and “race”. We then solicited additional studies by contacting experts in the 

field for additional studies that were not located using PsycINFO. The inclusion criteria 

we set required that studies evaluate the test performance of members of a negatively 

stereotyped group (e.g., females, African Americans, etc.). Participants had to be 

randomly assigned to one of at least three conditions: (1) an ST condition, (2) a control 

condition, or (3) a no ST condition (i.e., ST reduction condition). These conditions also 

had to accomplish an established manipulation goal. For the ST condition the stereotype 

in question had to be manipulated by the experimenter with the intention of increasing the 

level of threat experienced by the participant. The control condition was required to 

replicate the conditions that would be experienced by a participant in a real-world high 

stakes testing situation (to establish a baseline). Finally, in the ST reduction condition the 

stereotype in question had to be actively manipulated by the experimenter with the 

intention of decreasing the level of threat experienced by the participant. In sum, for 

studies to be considered, the performance measure used in the study had to be related to a 
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specific negative stereotype that was maximized in the ST condition, un-manipulated in 

the control condition, and reduced in the ST reduction condition. 

In addition to the inclusion criteria used by Walton and Cohen (2003), we 

included studies with performance measures that ranged in difficulty from moderately 

difficult to very difficult. The inclusion of these additional studies was necessary to 

develop a more accurate description of how the relative difficulty of a performance 

measure impacts the measured effect size for various ST conditions. 

Ultimately, 39 studies meeting the above criteria were included in this meta-

analysis. For each study, we collected relevant descriptive statistics (e.g., mean, standard 

deviation, etc.) and calculated the size of the ST effect (d). Each included study had six 

possible effect sizes to be calculated, resulting in 234 possible effect size estimates 

obtained from this sample.
1
 Each effect size came from a cell of the 3 (level of threat) x 2 

(targeted versus non-targeted group) factorial design of our meta-analysis. 

We established a coding system to test the following claims: 1) study design (as 

represented by the types and number of conditions included in an individual study) 

impacts the size of the ST effect and 2) the type of negative stereotype being tested 

(Males vs. Females, Whites vs. Blacks) does not impact the size of the ST effect (Lipsey 

& Wilson, 2001).  

Coding stereotype threat studies 

                                                      
1
 Although there are 234 possible effect size estimates, the actual number of calculated effect sizes will be 

considerably smaller due to inconsistencies in the stereotype threat methodology that result in differences 

in types of participants and conditions used for the studies. 
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The studies included in our meta-analysis share three features: 1) they have one 

primary manipulated variable (the stereotype situation), 2) they have a pre-existing 

variable represented by the stereotype being tested (the impact group), and 3) a second 

pre-existing variable that is the group to which an individual participant identifies (either 

the targeted group or the non-targeted group). For example, if a researcher were 

interested in ST involving math ability (the stereotype situation) among females, then 

gender would be the impact group, females would be the targeted group, and males 

would be the non-targeted group. In other words, the impact group is always race, gender, 

or both, but the targeted group could be, for example, males or females, Blacks or 

Whites. 

The ST situation has three possible levels: 1) ST, 2) control, 3) and ST reduction. 

The ST condition occurs when information is provided about the test that increases the 

threat experienced by participants (e.g., “gender differences have been found on this 

test”). The control condition occurs when no information is given about the nature of the 

test. This condition is typically expected to simulate conditions in a real-world testing 

environment. Finally, the ST reduction condition occurs when information is provided 

about the test to reduce the threat experienced by the participant (i.e. “no gender 

differences have been found for this test”). Table 1 contains the study type number used 

for identification in this study and corresponding design. 

The two pre–existing variables are the impact group (e.g., gender) and the impact 

target (e.g., females). The coding for these two variables is interdependent because before 

the impact target can be coded the impact group must be established. The two most 

commonly used impact groups are gender and race; while some studies employ a mixture 
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of these two impact groups, only studies with a single impact group were used in the 

current meta-analysis (see inclusion criteria discussed previously). For studies using 

gender as the impact group, no impact target code was necessary; the targeted group was 

always “female” and the non-targeted group was always “male”. However, for studies 

using race as the impact group, the targeted group needed to be coded to determine which 

race was the focus of the study and which race was to be used as a reference for 

comparative scores. Table 2 contains the codes for target group coding in studies with 

race as the impact factor. 

Results and Discussion 

Overview of sample 

The key components of each study included in this meta-analysis are presented in 

Table 3. The summary statistics and codes are presented in Tables 4 and 5. As mentioned 

above, for each of the 39 studies included, a total of six possible effect sizes could be 

calculated from each complete study. Out of 234 possible effect sizes, it was possible to 

calculate 89 (60 targeted group effect sizes and 29 non-targeted group effect sizes). Of 

the calculated effect sizes, 73 (53 targeted group effect sizes and 20 non-targeted group 

effect sizes) showed the predicted pattern of results; Figure 5 depicts the pattern of effect 

sizes. It is evident that the effect sizes form two distinct distributions: one of ST 

(consisting of negative effect sizes), and one of stereotype lift (consisting of positive 

effect sizes). We evaluated these two distributions separately.  

The distribution of ST effect sizes (the three effect sizes associated with the 

targeted group) were found to be negatively skewed with a mean of -0.49 (SD = 0.12, 

skewness = -2.27, kurtosis = 8.20). The distribution of stereotype lift effect sizes (the 
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three effect sizes associated with the non-targeted group) were found to be positively 

skewed with a mean of 0.10 (SD = 0.10, skewness = 1.79, kurtosis = 3.63). Additionally, 

of the six effect sizes, the threat versus threat reduction conditions showed the greatest 

effect sizes with a mean -0.56.  

Results from the current meta-analysis revealed that the majority of effect sizes 

(73 out of 89) were in the predicted direction; this finding supports previous research 

conducted by Walton and Cohen (2003). The distribution of meta-analysis effect sizes 

were slightly negatively skewed for ST and slightly positively skewed for stereotype lift.  

Further, the absolute value distributions for ST and stereotype lift are mirror images of 

one another, suggesting that the distributions are similar in shape and variance.   

Targeted and Non-Targeted Group Effect Sizes  

To better understand how the overall effect size of each study is distributed over 

the impact groups, the effect size for each study was evaluated by impact group. The 

average effect size for the targeted group was significantly different from zero (d = -0.49, 

SD = 2.08; t (58) = -5.78, p < 0.001).  

The targeted group effects were significant across all three levels of analysis (i.e. 

ST, control, and reduction conditions; see Table 6). In addition, post hoc tests (REGWQ) 

revealed that the effect size for the Threat-Reduction condition was significantly lower 

than the Threat-Control and Control-Reduction condition effect sizes. There was no 

difference between these latter two conditions. 

Interestingly, the current data support the conjecture that the effect of ST is 

additive (Aronson, Good, & Keough, 1999; Aronson, Quinn, & Spencer, 1998; Spencer, 

Steele, & Quinn, 1999; Steele, 1997; Steele & Aronson, 1995). The level of threat 
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experienced in the threat reduction condition relative to the control condition is less than 

that experienced in the threat reduction condition relative to the ST condition. Further, 

the level of threat experienced when moving from the threat reduction condition to the 

control condition should be equivalent to that experienced when moving from the control 

condition to the ST condition. Additionally, the overall amount of ST experienced should 

be additive, such that [threat reduction to control] plus [control to ST] should equal 

[threat reduction to ST]. The data in the current meta-analysis support this idea (see Table 

6).   

The non-targeted group effect sizes were examined to demonstrate that the effect 

size for each study also was affected by impact group. The average effect size for the 

non-targeted group was not significantly different from zero; d = 0.10, ns. In addition, the 

non-targeted group effects were not found to be significant across any of the three 

comparison levels at an individual basis (see Table 7). In other words, the effect size for 

the Threat-Control condition was not significantly different than the effect size for either 

the Control-Reduction or Threat-Reduction condition (d = 0.01, SD = 0.07, ns; d = 0.15, 

SD = 0.12, ns, respectfully). There also was no difference between these latter two 

conditions (d = 0.12, SD = 0.09, ns). Due to the fact that none of the effect size estimates 

for the non-targeted group were significantly different from zero, we focused exclusively 

on the targeted group for the remainder of the analysis.  

These results differ from those reported in Walton and Cohen‟s (2003) meta-

analysis, which found an overall effect size difference for the non-target group. It is 

important to note, however, that their meta-analysis used stereotype lift as their primary 

variable of interest. Because of this difference in focus, the number of studies containing 
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non-targeted groups was considerably smaller in the current study.  Therefore, it is not 

surprising that different results were obtained. 

Overall tests of homogeneity of effect sizes and statistical significance 

We used the total heterogeneity statistic to examine the homogeneity of our effect 

sizes (Wang & Bushman, 1999). The test revealed non-significant results (QT = 201.47, 

ns), which indicates that the effect size estimates used in this study have a random-effects 

variance that is approximately zero. This is a good indication that the effect sizes all 

come from a population of studies that are similar to one another.  

The moderating role of study design and stereotype  

As discussed earlier, the moderating role of two variables (study design and 

impact group) was assessed. As predicted, the impact group was not a significant 

moderator of the ST effect. The size of the effect did not differ significantly between the 

two groups (e.g., gender and race), F(1, 59) = 1.59, ns. Studies that used race as the 

targeted group yielded roughly the same effect size (d = -0.44, SD = 0.73, N = 11) as 

those using gender (d = -0.66, SD = 0.34, N = 49). This shows that the type of stereotype 

(race or gender) did not affect the size of the threat effect; this also confirms our previous 

finding that all studies included in this meta-analysis come from the same population of 

studies. However, there is a large difference in sample size between the two types of 

studies (Nrace = 11; Ngender = 49). Though the means for these two groups are not 

significantly different, more studies that use race as the manipulated stereotype should be 

conducted and incorporated into this analysis before the role of study design as a 

moderating factor can be fully analyzed.   

Test Difficulty and Selection Criteria 
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ST research often assumes that the effects of threat are limited to: 1) participants 

of high proficiency in the subject matter; and 2) tests that are comprised of very difficult 

items (Aronson et al., 1998; Spencer et al., 1999; Steele, 1997; Steele & Quinn, 1997). In 

order to better understand these assumptions, the current meta-analysis reviewed both 

factors. We divided participant proficiency into three categories: no selection (any 

participant not currently attending a college or university), college students (the 

participant must be attending a college or university but that college or university was not 

classified as an elite institution), and elite university students (the participant must be 

attending a college or university with at least an SATM ≥ 650 admissions criteria.). 

Participant selection was a significant predictor of effect size, F(2, 39) = 4.93, p < 0.01. 

Figure 6 illustrates the impact of subject selection among the three groups. The effect is 

most pronounced in the Elite University students, followed by college students, with the 

no selection group demonstrating the smallest overall effect size. These findings support 

the idea that the students that are of the greatest proficiency are the most impacted by ST. 

Test difficulty was also divided into three categories: easy tests (average test-taker 

scoring above 60%), moderately difficult tests (average test-taker scored between 40% 

and 60%), and difficult tests (average test-taker scored less than 40%). As with 

participant selection, test difficulty also was found to be a significant predictor of effect 

size, F(2, 39) = 7.15, p < 0.01. Figure 7 displays the impact of test difficulty across all 

three groups of participants. Results demonstrate that test difficulty behaves as predicted; 

difficult tests have the greatest impact on ST; the impact then decreases as the tests 

become easier. Descriptive measures of the effect size of ST by both participant 

proficiency and test difficulty are shown in Tables 8 and 9, respectively. The data 
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confirm both major assumptions of the literature: the largest threat effects are achieved 

when difficult items are given to participants high in subject domain proficiency. 

Modeling Stereotype Threat 

According to the ST literature (Spencer et al., 1999; Steele, 1997; Steele & Quinn, 

1997; Aronson, Quinn, & Steele, 1998) there are several individual differences that 

influence whether or not a person will experience ST. We attempted to model several of 

these differences at the item level. To accomplish this, we modeled the individual 

differences, the specific items that interact to influence the individual‟s item level 

performance, and ultimately their total score. The model below was developed to 

simulate ST at the item level using item difficulty, individual proficiency, and the impact 

of ST on the item and the individual to alter the probability of success on a given item for 

individuals in both the non-targeted and targeted groups. We created the Group Activated 

Probability of Success (GAPS) item-level model by modifying a traditional two-

parameter IRT model to create a response probability gap between groups that would 

ultimately reflect the empirical gaps in the literature. The GAPS model is given as 

follows:  

  P(Xi | ) = [1 + exp{i( - i) - ‟( - )}]
-1

  (1)   

P(Xi | θ) is the conditional (on θ) probability of success on item i, and the 

parameters α, β, and θ have the traditional IRT parameter interpretations, such that i  is 

the item discrimination or slope parameter,  i is the item difficulty or threshold 

parameter, and  is the latent proficiency parameter for a test-taker. In addition to the 

standard IRT parameters, the GAPS model contains four parameters that serve to model 

the ST effect. These parameters are ‟, which results in a change in item slope for the 



17 

 

targeted group whenever ST is activated and is assumed to be constant across items; , 

which is the person-level impact introduced by ST that inhibits performance according to 

pure proficiency and is assumed to have a constant effect across items; and finally two 

parameters, θ‟ and β‟, which along with group membership jointly activate the ST 

parameters through the indicator variable . The indicator variable activates the ST 

parameters whenever high-proficiency individuals of a targeted group encounter difficult 

items according to the following threshold model:  

       = 1 if  > ‟ and   > ‟ and group=target, 0 otherwise  (2) 

 

Because the GAPS parameters are new in modeling item responses, we turn now to a 

discussion of the effects of including these parameters. 

Delta () 

For the GAPS model to accurately replicate findings from the literature, a method 

must be employed for activating the ST parameters (α‟ and ω) when testing conditions 

match the selection criteria used by researchers. This is accomplished by creating an 

indicator variable that activates these parameters only under certain conditions. The 

conditions under which these parameters are activated involve two criteria: the level of 

item difficulty in the tests used to assess ST and differences in the distributions of test-

taker proficiencies. Based on the literature, the items selected tend to be extremely 

difficult and the participants tend to be very proficient in the subject area of interest. In 

order to replicate these conditions, delta must only activate the ST parameters when a) 

the items are of an appropriate difficulty, b) the individual is of a certain proficiency 

level, and c) the individual is a member of the group for which the ST applies.  Thus, two 

threshold parameters are needed to determine whether or not delta will activate the 
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„threat‟ portion of the model.  These parameters are: a) the threshold for item selection 

(beta prime) and b) the threshold for proficiency selection (theta prime).   

Beta prime (’) 

According to ST research (Spencer, Steele, & Quinn, 1999; Steele, 1997), item 

difficulty seems to be a mediating factor in whether or not ST occurs. For example, an 

item that is extremely easy will be answered correctly by most individuals regardless of 

whether or not their performance is being artificially lowered due to ST. The purpose of 

including beta prime is to set the threshold for how difficult items must be before they 

activate an ST response. This parameter identifies a point on the proficiency scale at 

which an item is of sufficient difficulty to create differential performance between the 

targeted and the non-targeted group. 

An item will be considered to be of sufficient difficulty to experience ST 

whenever the item difficulty exceeds a certain threshold (i.e.,  > ‟).  The value of β‟ 

will be estimated by fitting the model to ST effect sizes obtained in the literature using 

the average difficulty of the tests (and thus average item difficulty) as a surrogate for β‟.      

Theta prime (’) 

As with item difficulty, research suggests (Spencer et al., 1999; Steele, 1997) that 

not all individuals within the targeted group are equally affected by ST. For example, an 

individual who is low in math proficiency will probably not identify with the subject 

domain and consequently will not be threatened by the stereotype, which provides a 

buffer against performance deficit. The purpose of including theta prime is to establish a 

lower-bound threshold for how proficient an individual must be before they are impacted 

by ST. It identifies the point on the proficiency scale at which an individual in the target 
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group is sufficiently proficient to experience ST, resulting in performance differences 

from an individual of equal proficiency in the non-targeted group. 

Within the GAPS model an individual will be considered of sufficient proficiency 

to experience ST whenever their proficiency exceeds a certain threshold (i.e.  > ‟). The 

value of θ‟ also will be estimated by fitting the model to ST effect sizes obtained in the 

literature using the listed descriptions of the sample participants with respect to test score 

distributions (e.g. SAT, ACT) as a surrogate for the θ‟ parameter.  

When these two threshold parameters are introduced via delta, the model is 

restricted by allowing only certain combinations of items and individuals to be subjected 

to the ST effect. For example, when delta is activated (i.e. =1), the probability of a 

correct response is calculated as: 

P(Xi | ) = [1 + exp{i( - i) - ‟( - )}]
-1

    (3)    

This allows for differences between groups in terms of their item response curves. 

However, when delta is not activated (i.e.  = 0), the probability of a correct 

response reduces to the basic two parameter IRT item characteristic curve: 

P(Xi | ) = [1 + exp{i( - i)}]
-1     

(4)   
 

This allows only for identical item response curves for both groups. We now turn to an 

interpretation of the ST parameters.  

Alpha prime (’) 

Alpha prime represents the impact of ST activation on the item characteristics by 

adjusting the slope () of the item characteristic curve downward. If α‟= 0, no change in 

the slope of the item response curve is predicted for the targeted group; thus, there is no 
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effect of ST. As α‟ approaches α, the slope of the item response curve approaches zero 

for the target group, indicating no relationship between increasing proficiency and the 

probability of correctly answering the item; this effect is, of course, limited to the range 

of proficiency delineated by the value of theta prime. In psychometric terms, the larger 

the value of alpha prime, the more impact the ST portion of the model will have on the 

probability of answering an item correctly for highly proficient individuals, in the sense 

that the item loses its proficiency to discriminate between individuals of high enough 

proficiency. Again, ‟ was estimated by optimizing it to replicate the empirical effect 

sizes from the meta-analysis. 

Omega () 

Whereas changing the item-slope parameter constitutes an item-level effect of ST 

upon a response probability, an additional parameter is needed to represent the effect of 

ST on an individual test-taker‟s proficiency score. The parameter in the GAPS model 

used to instantiate this effect is ω, which decreases the estimated proficiency level for a 

test-taker under the influence of ST. If ω = 0, then there is no decrease in proficiency due 

to ST; as ω increases, the effect of ST is to make the test-taker look “less proficient”. As 

before, ω is assumed to have a constant effect given that ST activation has occurred, and 

its value was estimated to replicate the effect sizes from the meta-analysis. 

Parameter Estimation 

 When researchers score tests dichotomously (correct answers receive a 1 and 

incorrect answers receive a 0), the sum of all the item scores is the observed score.  In 

stereotype threat research this is the most commonly used outcome measure. If an 

individual participant were to take an exam a large number of times their observed scores 
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would cluster around one value; this value is known as the true score (Baker, 2001; 

McDonald, 1999).  The formula for a true score is given as: 

TSj = ∑ Pi(θj)      (5) 

where: TS is the true score of examinees with ability level θj. 

 i denotes an item and Pi(θj) depends on the particular item characteristic curve 

employed. 

 Using this formula we are able to calculate the true score for any participant along the 

ability scale.  If we were to calculate a true score for all possible values along the ability 

scale these true scores could be plotted to form the test characteristic curve (TCC).  The 

test characteristic curve describes the relationship between a participants ability and their 

true score(Baker, 2001; McDonald, 1999).  

For example, the true score for a four-item test is calculated (at an ability level of 

1.0) below using the 2PL IRT model.  

Item 1: 

P1(1.0) = 1/(1 + EXP(1.0(1.0 – (1.2)))) = 0.45    (6) 

Item 2: 

P2(1.0) = 1/(1 + EXP(1.2(1.0 – (0.89)))) = 0.53    (7) 

Item 3: 

P3(1.0) = 1/(1 + EXP(1.4(1.0 – (0.5)))) = 0.67    (8) 

i

=1 

i=1 
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Item 4: 

P4(1.0) = 1/(1 + EXP(1.36(1.0 – (1.5)))) = 0.34    (9) 

The TCC for a participant with an ability of θ = 1.0, can then be calculated by summing 

the probabilities of the four items: 

TS = 0.45 + 0.53 + 0.67 + 0.34 = 1.98     (10) 

So for participants with a latent proficiency of 1.0 the true score would be 1.98. In item 

response theory the TCC provides a method for transforming ability scores into true 

scores.  This is especially important in situations where the researcher may not be able to 

interpret ability scores.  Because the true score is equivalent to the expected value of a 

given participants test score, the true score can be used as a proxy for individual test 

scores (Baker, 2001; McDonald, 1999).  

We conducted the meta-analysis to confirm the assumptions that underlie and 

justify the GAPS model parameters, and to provide an idea of the general range or area in 

which those parameter values might lie. From the meta-analytic data and our knowledge 

of the behavior of parameters within a traditional IRT model, we created a discrete finite 

range for each of the four parameters needed to simulate ST. Based on the research and 

common parameter values used in standardized testing research, the following parameter 

ranges were established. 

Alpha prime: range 0.1 to 0.5 

 

This is a slope adjustment in the model, and therefore is directly related to the 

original IRT parameter that represents the slope alpha. Alpha typically has a parameter 
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value of 1.0 +/- 0.36 for items that would typically be found on a standardized test, 

making it unreasonable to let alpha prime vary beyond these maximum and the minimum 

values. Alpha prime represents a reduction in the slope or discrimination of an item; thus, 

for values of alpha prime higher than 0.5, the possibility exists that an item‟s slope could 

be reduced to the point where there is very little or no discrimination between 

individuals‟ performance on the item. This is inconsistent with research that shows 

sufficient variability among individuals experiencing ST. 

Omega: range 0.1 to 1.5 

This parameter represents the nuisance factor that causes a detriment in 

performance due to ST. The research suggests that this parameter should be part of the 

model, but there is little agreement on its cause or magnitude. Given this lack of 

knowledge, we searched a wide parameter space, and the little restriction that was placed 

on the range was based on the theta distribution to which omega is directly related. 

Typically, theta has a range of -4.0 to 4.0 with a mean of 0 and a standard deviation of 

1.0. It is unlikely that students below the mean would be identified with any target 

domain; therefore the low end of the range was set above the mean of theta. Due to the 

fact that omega is a nuisance factor, we determined that it should not have more influence 

than 1.5 SD, leaving the top of the omega range set at 1.5.  

Beta prime: range 0.5 to 1.5 

We used this parameter to determine which items are susceptible to ST and which 

items function traditionally. The range was based on the results of the meta-analysis. One 

consistent feature of the studies reviewed was the selection of difficult test items to be 

used when trying to induce ST. The effects of the increasing difficulty of test items can 
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be seen in Figure 7. As a result, the beta prime range was based on the upper half of the 

theta range and was capped at 1.5 SD above the mean.  

Theta prime: range 0.5 to 1.5 

We used this parameter to determine which participants within the targeted group 

are susceptible to ST. The range was determined using the same principles as beta prime 

and was based on Figure 6.  

 Search for Optimal Parameters 

The parameters for this model were estimated using PROC NLIN in SAS
©

 

version 9.1.3, and the BEST option was used to specify that a grid search be conducted to 

find the optimal values for each parameter within the ranges discussed previously 

(“Introduction to SAS,” 2009). The minimum specification to fit a nonlinear regression 

with PROC NLIN demands that the researcher specify the model and its parameters. All 

terms in the model not defined as parameters should be found in the dataset processed by 

PROC NLIN.   

There are two types of undefined parameters in PROC NLIN. The first consists of 

the effect sizes collected from the meta-analysis, which were used as the closest empirical 

version of a dependent variable for the model below. The second type consists of the 

three traditional IRT parameters, which include 20 item slopes and thresholds and 50 

participant abilities (25 stereotyped and 25 control participants) that were generated to 

replicate the types of items typically used in ST research.  

Item Generation 

To select items for the traditional IRT parameters, two parameters were 

generated: 20 item thresholds (β) and 20 item slopes (α). Item difficulty was generated 
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based on the meta-analysis. In order to activate the GAPS model, item difficulty had to 

be 1.2  β  4.0. In order to determine the discrimination of the items we used the 

parameter range suggested by Shealy and Stout (1993). They suggested that an item 

discrimination parameter should have a range of 1.0 +/- 0.35; therefore we generated this 

parameter uniformly with this range. In all, 20 items were generated (for each study) with 

a difficulty and discrimination within the ranges mentioned above.
2
 

Participant Generation 

To generate participants for the traditional IRT parameter, the participants‟ 

proficiency distribution was set to be a standard random normal distribution with a range 

of 1.0  θ  4.0. Using this range of possible theta values, 25 participants were selected 

for each condition.  

In order to use the empirical data from the meta-analysis, which is in true score 

form, it was necessary to use the TCC methodology to transform the GAPS model into a 

TCC curve that could be used in the PROC NLIN procedure to estimate the parameter 

values. For simplicity, we have abbreviated the GAPS model and the standard 2PL IRT 

model as follows. 

P1(θ) = P(Xi | ) = [1 + exp{i( - i) - ‟( - )}]
-1

   (11) 

P0(θ) = P(Xi | ) = [1 + exp{i( - i)}]
-1

     (12) 

The TTC for the GAPS model for an individual participant (i) then becomes 

T(θ) = ∑ P1(θ)         (13) 

and the TTC for the standard 2PL IRT model for an individual participant (i) becomes 

                                                      
2
 We used 20 items to replicate the typical test length of studies included in the meta-analysis. 

  k 

   k 

 i = 1 
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NT(θ) = ∑ P0(θ)        (14) 

However, simply converting the two models using the TCC method is not sufficient.  

Because the data from the meta-analysis must be in the form of effect sizes in order for 

the model to correctly predict the effect size, it is necessary that we use the two TCC 

equations above for an effect size equivalent. In this case, a delta TCC, or ΔTCC, was 

formed by summing across all of the participant TCC curves and dividing by the total 

number of participants, then subtracting the standard 2PL IRT group from the GAPS 

group: 

 

ΔTCC = ∑ T(θp)   --   ∑ NT(θp)      (15) 

           ________       _______ 

                 N                   N 

 

Several sets of parameter estimates were produced from the PROC NLIN grid 

search, and the group of parameters that best estimated the ST effect sizes was selected 

for use in the GAPS model. The parameter values were estimated to be: α‟= 0.4, ω = 

0.79, β‟ = 1.2 and θ‟ = 1.0; these values were found to have a Levenberg – Marquardt 

pseudo R
2
 = 0.72 (“Introduction to SAS,” 2009). For simplicity, the above parameter 

estimates were based on the mean effect sizes for all ST conditions. This was done as an 

alternative to estimating parameters for each ST effect size (i.e., ST vs. control, ST vs. 

stereotype reduction, and stereotype reduction vs. control) because not all of the effect 

sizes were significantly different from one another, as demonstrated in the meta-analysis. 

In addition, the stereotype lift effect sizes were assumed to have zero impact based on the 

 i = 1 

   n   n 

 p= 1  p = 1 
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magnitude of the effect revealed by the meta-analysis; however it would be informative 

to estimate parameters for all six effect sizes individually in future research.  

Sensitivity Analysis of GAPS Model 

A sensitivity analysis is the study of how variation in the output (e.g., the TCC or 

true score) of a model can be apportioned quantitatively to different sources of variation 

in the input of the model. It was conducted to investigate robustness to variation in the 

parameters of the GAPS model. Using the model as a framework, we systematically 

investigated expected results under different parameter configurations (Salteli, Chan, & 

Scott, 2000). The GAPS parameters were the input factors of interest because the 

parameters associated with the 2PL IRT model have previously been evaluated by IRT 

researchers (McDonald, 1999). The ultimate goals of the analysis were (1) to evaluate the 

impact of varying α‟, β‟, θ‟, and ω over their full ranges, and (2) to evaluate how that 

variation impacts the TCC. In addition to varying the input variables, we needed to 

ensure that the parameters were robust under both conditions being replicated by the 

model (labortory versus applied research); hence, we also had to create sets of latent 

variable populations (described below).  

We evaluated the above goals in the context of the observed score differences 

typically manifested on high-stakes tests. In other words, we addressed the question, 

“how much of the total test score difference is attributed to the ST effect, as opposed to 

actual differences between groups?” To answer this question, we generating a set of test 

items to simulate items found on a typical math version of the SAT.  

In order to evaluate the model and compute the distribution of the true score 

differences between the groups, we approached the sensitivity analysis from two 
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perspectives -- applied settings and ST research. The applied testing situation was the 

primary variable of interest in the current study and was based on the SAT college 

entrance exam (Education Testing Service, 2009). The SAT is commonly used as a tool 

for assessing participant proficiency in ST research (Aronson et. al., 1998; Spencer et. al., 

1999; Steele, 1997). It consists of a verbal reasoning section, a mathematics section, and 

a writing section. For the purposes of the current study we focused exclusively on the 

mathematics section. This component of the SAT served as the primary template for 

creating a realistic exam that could be used to evaluating the GAPS model.  

Method 

 In order to evaluate the parameters of the GAPS model under the conditions that 

exist in both laboratory and applied research, we used two latent proficiency distributions 

when conducting the sensitivity analysis. We first had to consider two sets of 

assumptions: 1) that the targeted and the non-targeted groups have equal proficiency 

distributions in laboratory research, and 2) that the targeted and the non-targeted groups 

have unequal proficiency distributions in applied research. The latter assumption suggests 

that the targeted group comes from a distribution with a mean that is lower, by some 

degree (assumed to be reflected in mean SAT score differences) than that of the non-

targeted group in the proficiency domain of interest (see Figures 8 and 9 for a visual 

representation of the two sets of distributions).  

In order to address both of these assumptions, we conducted two separate 

analyses. The first examined a no score gap scenario, whereas the second examined a 

score gap created by shifting the targeted group mean. The procedures used to generate 

the participants and test items for each assumption are as follows. 
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Assuming No Score Gap 

Simulated Population 

The targeted and non-targeted group theta values were generated from 

identical standard normal distributions with the following limits:  

- 4.0 ≤ θ ≤ 4.0 by 0.1. 

Simulated Test 

Fifty-four items were generated to simulate the SAT math test. Item 

difficulty and item discrimination parameters were generated for each item. Item 

difficulty (β) was generated from a stratified standard normal distribution
3
, and 

item discrimination (α) was generated uniformly with a range of 1.0 +/- 0.35 

(Shealy & Stout, 1993). 

Assuming Observed SAT Score Gap 

Simulated Population 

Theta values for targeted and non-targeted groups were generated from 

unequal (mean-shifted) standard normal distributions. Specifically, we used the 

documented SAT
©

 (The College Board, 2007) mean score differences to shift the 

distributions between the targeted and non-targeted group, which in turn reflects 

the true differences between the groups. The targeted group‟s theta values were 

generated from a standard normal distribution with the following limits: 

                                                      
3
 Ten items were generated with an item difficulty of 0 ≤ β < 0.5 and - 0.5 ≤ β < 0. Eight items were 

generated with an item difficulty of 0.5 ≤ β < 1.0 and -1.0 ≤ β < -0.5. Five items were generated with an 

item difficulty of 1.0 ≤ β < 1.5 and -1.5 ≤ β < -1.0. Two items were generated with an item difficulty of 1.5 

≤ β < 2.0, β ≥ 2.0, -2.0 ≤ β < - 1.5, and β < -2.0. 
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-4.53 ≤ θ ≤ 3.88 by 0.1  

and the non-targeted group‟s theta values were generated from a standard normal 

distribution with the following limits:  

-4.0 ≤ θ ≤ 4.0 by 0.1 

Simulated Test 

To simulate the current SAT math test, 54 items were generated. Item 

difficulty and item discrimination parameters were generated for each item. Item 

difficulty (β) was generated from a stratified standard normal distribution and the 

item discrimination (α) was generated uniformly with a range of 1 +/- 0.35 

(Shealy & Stout, 1993). 

Parameter Variation 

Parameters for the sensitivity analysis were varied exhaustively across all four 

distributions. The α‟ distribution ranged from 0.1 to 0.5 by increments of 0.1. The ω 

distribution ranged from 0.1 to 1.5 by increments of 0.1. The β‟ distribution ranged from 

0.5 to 1.5 by increments of 0.1. The θ‟ distribution ranged from 0.5 to 1.5 by increments 

of 0.1. Using the TCC methodology in conjunction with the variations in parameter 

estimations allowed us to see how true score differences (ΔTCC) between groups under 

different assumptions would vary as the parameters varied. 

Results and Discussion 

 When we assumed no differences in latent proficiency between the targeted and 

non-targeted groups, there was roughly a 1.5 true score point difference (30 point SAT 

scale score difference) between the two groups (see Figure 10). In contrast, when we 

assumed that the difference in means on the SAT reflected a true difference in latent 
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proficiency between the two groups (i.e., they come from proficiency distributions that 

are similar but whose means have been shifted), there was approximately a 5 true score 

point difference (100 point SAT scale score difference) between the groups (see Figure 

11). These findings confirm the GAPS model‟s ability to replicate expected group 

differences based on the assumptions of the group proficiency distributions. In addition, 

there was little variation in the raw score difference between the two groups as the 

parameter values fluctuated under both assumed populations. These findings provide 

reasonable evidence that the GAPS model appears to be robust to variation in its 

parameters. Tables 10 through 17 contain the medians, quartiles, and minimum and 

maximum difference values as each of the input parameters vary for assuming no score 

gap and assuming observed SAT score gap groups that are associated with these tables. 

The data collected from the sensitivity analysis of the model provide initial 

support for several of the assumptions discussed previously. First, they provide evidence 

that the parameters are robust to variation, which adds to the validity of the model. 

Second, they provide an estimate for the proportion of group differences that can be 

attributed to ST. Finally, they add support to the hypothesis that applied researchers have 

had little success in finding evidence of ST because it affects very few individuals and 

items in applied settings.   

While the above analysis has provided a great deal of insight into ST research in 

applied settings, a deeper investigation into ST in the laboratory is still needed. To 

address this issue, a replication of this research was conducted to test whether or not the 

estimated parameters would mimic the results of the meta-analysis.  

Stereotype Threat Research Replication 
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We tested the model‟s ability to replicate laboratory experiments by generating 

simulated data based on the populations sampled in traditional ST research and then 

comparing that data to the meta-analytic data.  

Method 

In order to replicate the results of the meta-analysis, 500 studies were simulated, 

each containing two groups and three conditions. The first group was a targeted group for 

which the model was activated in the threat condition (the control and threat reduction 

conditions used the traditional 2PL IRT model to calculate probabilities). The second 

group was a non-targeted group whose probabilities also were calculated using the 

traditional 2PL IRT model for all three conditions (see Table 18). Each of the simulated 

studies had a single, unique, 20-item exam
4
 that was generated using a highly selected 

sample of items (items of high difficulty). In addition, participants were generated using a 

highly selected sample (participants with high proficiency) for each simulated study. 

Item Generation 

In order to select items, two parameters were generated: item difficulty (β) and 

item discrimination (α). Item difficulty was generated based on the meta-analysis. To 

activate the GAPS model, item difficulty had to exceed 1.2  β  4.0. Item discrimination 

was determined using the parameter range of 1.0 +/- 0.35 (Shealy & Stout, 1993). In all, 

20 items were generated for each study, each with a difficulty and discrimination within 

the ranges mentioned above. 

Participant Generation 

                                                      
4
 We used 20 items to replicate the typical test length of studies included in the meta-analysis. 
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To accurately replicate ST research in the laboratory, we needed to generate 

participants that would activate the GAPS model based on the proficiency at which ST 

begins to impact an individual‟s performance. Based on the parameter values, the 

participants‟ proficiency distribution was set to be a standard random normal distribution 

with a range of 1.0  θ  4.0. Using this range of possible theta values, 25 participants 

were selected for each group in each condition, for a total of 250 participants that were 

generated for each replicated study (see Table 18 for a visual representation of the study 

design and model assignment for each of the 500 simulated studies).   

Results and Discussion 

Overview of sample 

All of the 500 studies showed the predicted pattern of results (Md = -0.39, M = -

0.39, SD = 0.10, skewness = 0.08, kurtosis = -0.27), which were consistent with 

empirical findings
5
. Figure 12 depicts the distributions of both the replicated and the 

empirical data for comparison. Based on these results, the GAPS model appears to 

accurately reflect the experimental findings under the conditions set in this replication. 

General Discussion 

 Previous research in the area of ST has called into question its ability to account 

for differences between groups in the world of high stakes testing (Cullen et al., 2004). 

This criticism represented an important step in ST research, but was limited in its scope 

and failed to address other potential explanations for this finding. The current study was 

                                                      
5
 There were variations in skewness and kurtosis between the empirical findings and the replicated data due 

to extreme observations. However, when these observations were removed all statistical movements 

became consistent (see Table 19). 
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designed to bridge this gap by exploring several questions that are crucial to the field of 

ST research. First, is there an underlying mechanism in ST research that makes the 

phenomenon undetectable in applied settings? Second, can that mechanism be modeled 

and replicated? Finally, can the observed score differences between minority groups in 

high stakes testing situations be attributed in part or whole to this mechanism? 

We were able to determine the robustness of the ST effect by conducting a much-

needed meta-analysis. This analysis allowed us to determine the exact impact of this 

phenomenon on performance differences, as well as to examine the potential influence of 

other moderating variables. In addition, we identified the importance of accounting for 

test difficulty and participant selection in the process of determining the effect of ST. 

Finally, we revealed that the number of individuals and items impacted by ST is smaller 

than originally proposed.   

The way in which the researcher defines his or her target population is important 

in determining the effect of ST. This is especially true in applied settings. Given the very 

small population of individuals that are influenced by ST, applied researchers must 

choose between evaluating the masses and searching for bias among the few. The 

extreme conditions under which ST occur, namely highly selected participants and very 

difficult tests, reduce the affected population considerably. These findings provide an 

explanation for the lack of support Cullen and colleagues (2004) found for ST effects in 

applied settings; namely that they used unselected participants and tests that were likely 

norm-referenced. Norm-referenced tests primarily contain questions designed to evaluate 

participants of average ability, not items that would typically be sensitive to ST 

situations. Our sensitivity analysis suggested that, even with the strongest possible 
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manipulation, ST would amount to a 1 SD difference between groups in an applied 

setting. Using the parameters that we determined to best replicate ST research, we would 

expect to find a much weaker effect -- only about 1/3 SD, which likely would not be 

significant. This lack of effect is even further exaggerated by the fact that only about 15% 

of applied ST samples would be at risk for ST.  

Given these findings, we also modeled and replicated ST as it occurs in laboratory 

settings. The GAPS model replicates ST effects at the item level using four parameters: 

alpha prime (the impact of ST at the item level), omega (the nuisance variable that 

reduces participant proficiency as a result of ST), beta prime (item activation), and theta 

prime (participant proficiency activation). These parameters were found to be robust to 

variation and to accurately replicate laboratory findings. 

One important facet of the current research is that ST is neither the sole cause nor 

absent from the score differences found between groups on standardized tests. The 

sensitivity analysis suggests that a proportion of these score differences can be attributed 

to ST in the form of DIF. Thus, group differences are not being detected through 

conventional means because only a small population is being affected and only a small 

number of items are susceptible.   

 While the research presented here represents an important first step, further 

studies need to be conducted to fully understand the nature of ST. First, a replication of 

the applied ST research needs to be conducted to determine if the GAPS model is capable 

of reproducing applied research as well as it can reproduce laboratory research. Second, 

estimation of parameters and a replication of stereotype lift in both laboratory and applied 

settings are needed to fully test the flexibility of the GAPS model. Third, once the 
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stereotype lift parameters have been estimated, a sensitivity analysis of those parameters 

should be conducted to determine their robustness. Finally, it would be advantageous to 

attempt to detect ST in a real high stakes testing data set using filters to determine the 

exact level of difference between the groups attributable to ST. This type of research 

would allow for a comparison between the estimated differences obtained from the 

sensitivity analysis and actual applied findings.  

Lord (1980) suggested that biased items might not be cause for alarm or an 

indication that a test should be re-evaluated. Rather, they might be an indication that the 

test is not “strictly unidimensonal.” In the case of the SAT and other standardized tests, it 

is possible that gender and race differences are not entirely a reflection of differences in 

proficiency. Instead, as Lord suggested, these differences may be due to the influence of 

some undetermined outside influence. The research conducted here provides one piece of 

the puzzle by demonstrating one potential variable that influences group differences at 

both the item and individual level (Holland & Wainer, 1993).  
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Table 1 

Coding Scheme for Type of Study Design 

Study Type Number  Conditions Represented 

01 1 Impact Level/ Threat and Reduction 

02 1 Impact Level/ Threat and Control 

03 1 Impact Level/ Control and Reduction 

04 1 Impact Level/ Threat, Control and Reduction 

05 2 Impact Levels/ Threat and Reduction 

06 2 Impact Levels/ Threat and Control 

07 2 Impact Levels/ Control and Reduction 

08 2 Impact Levels/ Threat, Control and Reduction 
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Table 2 

 

Coding Scheme for Impact Level in Studies with Race as the Impact Group 
 

Race Code Race by level 

01 Targeted: Black; Non-targeted: White 

02 Targeted: White; Non-targeted: Asian 

03 Targeted: Hispanic; Non-targeted: White 

04 White Only 

05 Black Only 

06 Hispanic Only 

07 Asian Only 
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Table 3 

Key Components of Each Stereotype Threat Study Included 

Study Targeted 

Group 

Stereotype Dependant Measure 

Ambady, Paik, Steele, Owen-

Smith, & Mitchell (2003), Study 1 

Female 

Students 
Gender 

Canadian Math 

Competition 

Ambady, Paik, Steele, Owen-

Smith, & Mitchell (2003), Study 2 

Female 

Students 
Gender 

Canadian Math 

Competition 

Aronson & Inzlicht (2004) 
Black 

Students 
Race GRE Verbal 

Brown & Day (2007) 
Black 

Students 
Race 

Raven's Advanced 

Progressive 

Matrices 

Cadinu, Maass, Lombardo, & 

Frigerio (2006) 

Female 

Students 
Gender Logic Test 

Cadinu, Maass, Rosabianca, & 

Kiesner (2005) 

Female 

Students 
Gender GRE Math 

Candinu, Maass, Frigerio, 

Impagliazzo, & Latinotti (2002), 

Study 1 

Female 

Students 
Gender Math Test 

Candinu, Maass, Frigerio, 

Impagliazzo, & Latinotti (2002), 

Study 2 

Female 

Students 
Gender Math Test 

Frantz, Cuddy, Burnet, Ray, & 

Hart (2004), Study 1 

Black 

Students 
Race IAT 

Frantz, Cuddy, Burnet, Ray, & 

Hart (2004), Study 2 

Black 

Students 
Race IAT 

Frantz, Cuddy, Burnet, Ray, & 

Hart (2004), Study 3 

Black 

Students 
Race IAT 

Good, Aronson, & Inzlicht (2003) 
Female 

Students 
Gender 

Texas Assessment 

of Academic skills 

Inzlicht & Ben - Zeev (2000), 

Study 1 

Female 

Students 
Gender GRE Math 

Inzlicht & Ben - Zeev (2000), 

Study 2 

Female 

Students 
Gender GRE Math 

Inzlicht & Ben - Zeev (2003) 
Female 

Students 
Gender GRE Math 

Keller (2002) 
Female 

Students 
Gender GMAT 

Marx, Stapel, & Muller (2005), 

Study 1 

Female 

Students 
Gender GRE Math 

Marx, Stapel, & Muller (2005), 

Study 2 

Female 

Students 
Gender GRE Math 
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Marx, Stapel, & Muller (2005), 

Study 3 

Female 

Students 
Gender GRE Math 

McKay, Doverspike, Bowen - 

Hilton, & McKay (2003) 

Black 

Students 
Race 

Raven's Advanced 

Progressive 

Matrices 

Oswald & Harvey (2000), Study 1 
Female 

Students 
Gender GRE Math 

Oswald & Harvey (2000), Study 2 
Female 

Students 
Gender GRE Math 

Quinn & Spencer (2001) 
Female 

Students 
Gender SAT Math 

Rosenthal & Crisp (2006), Study 1 
Female 

Students 
Gender Math Test 

Rosenthal & Crisp (2006), Study 2 
Female 

Students 
Gender Math Test 

Rosenthal & Crisp (2006), Study 3 
Female 

Students 
Gender Math Test 

Schimel, Arndt, Banko, & Cook 

(2004), Study 1 

Female 

Students 
Gender GRE Math 

Schimel, Arndt, Banko, & Cook 

(2004), Study 2 

Female 

Students 
Gender GRE Math 

Seibt & Forster (2004) 
Female 

Students 
Gender 

Word Selection 

Test 

Sekaquaptewa & Thompson 

(2003) 

Female 

Students 
Gender GRE Math 

Shih, Ambady, Richeson, Fujita, 

& Gray (2002) 

White 

Students 
Race SAT Math 

Wicherts, Dolan, & David (2005), 

Study 1 

Black 

Students 
Race 

Differential 

Aptitude Test 

Wicherts, Dolan, & David (2005), 

Study 2 

Female 

Students 
Gender 

SAT Math 

(Difficult Items) 

Wicherts, Dolan, & David (2005), 

Study 2 

Female 

Students 
Gender 

SAT Math (Easy 

Items) 

Wicherts, Dolan, & David (2005), 

Study 3 

Female 

Students 
Gender 

Arithmetic Ability 

Test 

Wicherts, Dolan, & David (2005), 

Study 3 

Female 

Students 
Gender 

Number Series 

Task 

Wicherts, Dolan, & David (2005), 

Study 3 

Female 

Students 
Gender 

Mathematics Word 

Problems 

Wicherts, Dolan, & David (2005), 

Study 3 

Female 

Students 
Gender 

Primary Mental 

Abilities Test 

Wout, Danso, Jackson, Spencer, & 

Leland (2008), Study 1 

Female 

Students 
Gender SAT Math 
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Table 4 

 

Summary Statistics and Coding for Targeted Group Members 
 

Study 
Study 

Type 
Stereotype 

Race 

Code 

Stereotype 

Manipulation 

Threat/Target 

Mean 

Threat/ 
Target 

SD 

Threat/ 
Target 

N 

Control/ 
Target 

Mean 

Control/ 
Target 

SD 

Control/ 

Target N 

Reduction/ 
Target 

Mean 

Reduction/ 

Target SD 

Reduction/ 

Target N 

Ambady, Paik, 

Steele, Owen-
Smith, & Mitchell 

(2003), Study 1 

6 race 1 stereotype 0.16 0.11 12 0.3 0.21 12 . . . 

Ambady, Paik, 
Steele, Owen-

Smith, & Mitchell 

(2003), Study 2 

1 gender . stereotype 40.8 9.17 20 . . . 45 15.3 20 

Aronson & 

Inzlicht (2004) 
1 gender . stereotype 44.5 20.3 20    51.6 28 19 

Brown & Day 
(2007) 

6 gender . test 8.9 3.62 16 10.3 3.26 21 . . . 

Cadinu, Maass, 

Lombardo, & 
Frigerio (2006) 

4 gender . other 12.67 8.9 15 18.56 11.8 16 23.28 11.8 18 

Cadinu, Maass, 

Rosabianca, & 
Kiesner (2005) 

1 gender . stereotype 6.15 2.6 13 . . . 9.75 3.4 12 

Candinu, Maass, 

Frigerio, 
Impagliazzo, & 

Latinotti (2002), 
Study 1 

4 gender . other 5.23 5.86 13 13.46 8.7 13 16.58 7.37 12 

Candinu, Maass, 

Frigerio, 
Impagliazzo, & 

Latinotti (2002), 

Study 2 

1 race 5 other 4.2 1.35 25 . . . 4.92 1.12 25 

Frantz, Cuddy, 

Burnet, Ray, & 

Hart (2004), Study 
1 

4 race 4 stereotype 81.24 154.14 33 119.16 176.3 31 174.62 221.35 34 

Frantz, Cuddy, 

Burnet, Ray, & 
Hart (2004), Study 

2 

1 race 4 

stereotype 

161.14 195 24 . . . 298.54 291 22 

 

5
2
 

 



53 

 

Frantz, Cuddy, 

Burnet, Ray, & 
Hart (2004), Study 

3 

1 gender . other 1.4 1.54 15 . . . 2.85 1.26 15 

Good, Aronson, & 
Inzlicht (2003) 

4 gender . other 4.8 1.55 12 5.43 1.95 12 6.83 1.8 12 

Inzlicht & Ben - 

Zeev (2000), Study 

1 

1 gender . stereotype 6.2 1.9 15 . . . 7.58 1.78 16 

Inzlicht & Ben - 

Zeev (2000), Study 
2 

6 gender . stereotype 5 1.37 16 5.57 1.63 15 . . . 

Inzlicht & Ben - 

Zeev (2003) 
5 race 2 stereotype 6.98 2.61 30 . . . 6.25 2.12 30 

Keller (2002) 5 gender . other 0.58 0.03 34 . . . 0.7 0.04 34 

Marx, Stapel, & 

Muller (2005), 

Study 1 

1 gender . other 0.55 0.05 34 . . . 0.7 0.05 34 

Marx, Stapel, & 

Muller (2005), 

Study 2 

9 race 1 other 15.09 6.98 45 . . . . . . 

Marx, Stapel, & 

Muller (2005), 

Study 3 

1 gender . stereotype 20.05 6.38 19 . . . 24.07 4.38 15 

McKay, 

Doverspike, 

Bowen - Hilton, & 
McKay (2003) 

1 gender . stereotype 19.45 4.56 20 . . . 22.06 5.05 18 

Oswald & Harvey 
(2000), Study 1 

1 gender . test 15.47 2.07 18 . . . 13.56 2.8 18 

Oswald & Harvey 

(2000), Study 2 
4 gender . test 11.3 2.42 16 11.93 2.87 15 13.75 2.41 15 

Quinn & Spencer 

(2001) 
1 gender . test 11.91 1.58 25 . . . 12.07 2.13 26 

Rosenthal & Crisp 
(2006), Study 1 

1 gender . test 10.67 2.9 38 . . . 13.83 1.79 39 

Rosenthal & Crisp 

(2006), Study 2 
1 gender . test 10.53 2.95 16 . . . 13.59 1.97 16 

Rosenthal & Crisp 

(2006), Study 3 
5 gender . stereotype 13.88 2.75 40 . . . 15.47 2.38 40 

Schimel, Arndt, 
Banko, & Cook 

(2004), Study 1 

8 gender . 
test 

2.61 1.05 26 2.69 1.13 26 3.67 1.13 18 

 

5
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Schimel, Arndt, 

Banko, & Cook 
(2004), Study 2 

7 gender . stereotype . . . 74 6.94 28 82.11 5.72 28 

Seibt & Forster 

(2004) 
8 race 1 stereotype 19.41 5.6 17 22.42 5.15 19 24.29 5.05 17 

Sekaquaptewa & 

Thompson (2003) 
1 gender . stereotype 8.21 2.23 25 . . . 9.56 2.25 25 

Shih, Ambady, 
Richeson, Fujita, 

& Gray (2002) 

1 gender . stereotype 3.93 1.83 30 . . . 4.87 1.56 30 

Wicherts, Dolan, 
& David (2005), 

Study 1 

5 gender . stereotype 4.64 1.94 16 . . . 7.05 1.42 17 

Wicherts, Dolan, 
& David (2005), 

Study 2 

5 race 1 test 4.67 2.52 73 . . . 4.88 2.47 65 

Wicherts, Dolan, 
& David (2005), 

Study 2 

5 gender . test 6.81 2.55 28 . . . 7.99 2.88 30 

Wicherts, Dolan, 
& David (2005), 

Study 3 

5 gender . test 8.18 3.98 28 . . . 6.37 3.91 30 

Wicherts, Dolan, 
& David (2005), 

Study 3 

8 gender . test 9.96 6.16 47 10.23 4.62 48 11.7 3.53 47 

Wicherts, Dolan, 
& David (2005), 

Study 3 

8 gender . test 5.62 2.35 47 7.6 2.86 48 7.11 2.66 47 

Wicherts, Dolan, 
& David (2005), 

Study 3 

8 gender . test 11.81 5.18 47 11.55 5.14 48 11.21 4.66 47 

Wout, Danso, 
Jackson, Spencer, 

& Leland (2008), 

Study 1 

8 gender . test 5.74 2.72 47 6.4 2.8 48 6.72 2.32 47 

 

 
  

 

 

5
4
 



55 

 

Table 5 

Summary Statistics and Coding for Non-Targeted Group Members 

Study 
Study 

Type 
Stereotype 

Race 

Code 

Stereotype 

Manipulation 

Threat/ 

Non-

Target 

Mean 

Threat/ 

Non-

Target 

SD 

Threat/ 

Non-

Target N 

Control/ 

Non-

Target 

Mean 

Control/ 

Non-

Target 

SD 

Control/ 

Non-

Target N 

Reduction/ 

Non-

Target 

Mean 

Reduction/ 

Non-

Target SD 

Reduction/ 

Non-

Target N 

Ambady, Paik, 
Steele, Owen-Smith, 

& Mitchell (2003), 

Study 1 

6 race 1 stereotype 0.37 0.23 22 0.37 0.23 22 . . . 

Ambady, Paik, 

Steele, Owen-Smith, 

& Mitchell (2003), 
Study 2 

1 gender . stereotype . . . . . . . . . 

Aronson & Inzlicht 

(2004) 
1 gender . stereotype . . .    . . . 

Brown & Day 

(2007) 
6 gender . test 12.4 2.63 16 11.6 3.58 22 . . . 

Cadinu, Maass, 
Lombardo, & 

Frigerio (2006) 

4 gender . other . . . . . . . . . 

Cadinu, Maass, 
Rosabianca, & 

Kiesner (2005) 

1 gender . stereotype . . . . . . . . . 

Candinu, Maass, 
Frigerio, 

Impagliazzo, & 

Latinotti (2002), 
Study 1 

4 gender . other . . . . . . . . . 

Candinu, Maass, 

Frigerio, 

Impagliazzo, & 

Latinotti (2002), 

Study 2 

1 race 5 other . . . . . . . . . 

Frantz, Cuddy, 

Burnet, Ray, & Hart 

(2004), Study 1 

4 race 4 stereotype . . . . . . . . . 

Frantz, Cuddy, 

Burnet, Ray, & Hart 

(2004), Study 2 

1 race 4 stereotype . 

. 

. . . . . . . 

5
5
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Frantz, Cuddy, 

Burnet, Ray, & Hart 
(2004), Study 3 

1 gender . 

other 

. . . . . . . . . 

Good, Aronson, & 

Inzlicht (2003) 
4 gender . other . . . . . . . . . 

Inzlicht & Ben - 

Zeev (2000), Study 

1 

1 gender . stereotype . . . . . . . . . 

Inzlicht & Ben - 

Zeev (2000), Study 

2 

6 gender . stereotype 5.13 1.73 15 4.07 1.07 14 . . . 

Inzlicht & Ben - 

Zeev (2003) 
5 race 2 stereotype 9.12 2.35 15 . . . 5.14 1.32 15 

Keller (2002) 5 gender . other 0.67 0.04 34 . . . 0.66 0.04 12 

Marx, Stapel, & 
Muller (2005), 

Study 1 

1 gender . other . . . . . . . . . 

Marx, Stapel, & 
Muller (2005), 

Study 2 

9 race 1 other 19.79 6.51 42 . . . . . . 

McKay, 

Doverspike, Bowen 

- Hilton, & McKay 

(2003) 

1 gender . stereotype . . . . . . . . . 

Oswald & Harvey 

(2000), Study 1 
1 gender . test . . . . . . . . . 

Oswald & Harvey 
(2000), Study 2 

4 gender . test . . . . . . . . . 

Quinn & Spencer 
(2001) 

1 gender . test . . . . . . . . . 

Rosenthal & Crisp 

(2006), Study 1 
1 gender . test . . . . . . . . . 

Rosenthal & Crisp 

(2006), Study 3 
5 gender . stereotype 14.54 3.24 38 . . . 14.54 3.18 39 

Schimel, Arndt, 
Banko, & Cook 

(2004), Study 1 

8 gender . test 3.64 1.51 22 4 1.26 24 2.83 1.26 12 

Schimel, Arndt, 
Banko, & Cook 

(2004), Study 2 

7 gender . stereotype . . . 81.9 5.95 42 81.55 6.03 42 

Seibt & Forster 
(2004) 

8 race 1 
stereotype 

24.67 3.89 27 24.28 4.08 29 22.44 4.56 27 

 

5
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Sekaquaptewa & 
Thompson (2003) 

1 gender . stereotype . . . . . . . . . 

Shih, Ambady, 
Richeson, Fujita, & 

Gray (2002) 

1 gender . stereotype . . . . . . . . . 

Wicherts, Dolan, & 

David (2005), Study 

1 

5 gender . stereotype 8.17 2.1 17 . . . 6.03 1.95 17 

Wicherts, Dolan, & 

David (2005), Study 

2 

5 race 1 test 5.49 2.31 78 . . . 5.35 2.54 79 

Wicherts, Dolan, & 

David (2005), Study 

2 

5 gender . test 9.19 2.51 51 . . . 9.13 2.36 50 

Wicherts, Dolan, & 

David (2005), Study 

3 

5 gender . test 7.8 3.93 51 . . . 7.5 4.34 50 

Wicherts, Dolan, & 

David (2005), Study 

3 

8 gender . test 12.2 5.33 45 13.28 7.46 46 14.18 7.78 50 

Wicherts, Dolan, & 

David (2005), Study 

3 

8 gender . test 9.22 3.33 45 8.52 3.74 46 8.56 4.36 50 

Wicherts, Dolan, & 

David (2005), Study 

3 

8 gender . test 12.97 5.11 45 12.9 5.92 46 13.14 5.86 50 

Wout, Danso, 

Jackson, Spencer, & 

Leland (2008), 
Study 1 

8 gender . test 7.44 2.88 45 8.39 3.43 46 7.6 3.09 50 

 

  

 

5
6
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Table 6 

 

Mean Effect Size, Standard Deviation and Sample Size for the Targeted Group 
  

 

 
 

 
 

* significant at the p < 0.05 level  

Condition Mean SD N 

T - C -0.32* 0.06 14 

C - R -0.24* 0.09 12 

T - R -0.56* 0.15 34 
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Table 7 

 

Mean Effect Size, Standard Deviation, and Sample Size for the Non-Targeted Group 
 

 
 
 

 

 

* significant at the p < 0.05 level  

 

Condition Mean SD N 

T - C 0.01 0.07 9 

C - R 0.12 0.09 7 

T - R 0.15 0.12 13 
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Table 8 

Target Group Effect Sizes by Participant Selection Criteria 

Selection Criteria Average Effect Size SD N 

No Selection -0.32 0.11 4 

College Students -0.52 0.08 28 

College Students  

SATM > 650 
-1.21 0.22 10 
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Table 9 

Target Group Effect Sizes by Test Difficulty 

Test Difficulty Average Effect Size SD N 

< 40% -1.16 0.2 12 

40% - 60%  -0.61 0.05 12 

> 60 % -0.22 0.09 18 
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Table 10 

 

Quartiles and Extreme Measures for the Raw Score Difference as Alpha Prime Varies 

Assuming Equal Groups 

 

 Alpha Prime 

Statistic 0.1 0.2 0.3 0.4 0.5 

median 0.03 0.06 0.09 0.11 0.12 

q1 0.01 0.03 0.03 0.04 0.05 

min -0.46 -0.95 -1.46 -2.00 -2.56 

max 0.19 0.35 0.51 0.64 0.77 

q3 0.06 0.12 0.16 0.20 0.23 
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Table 11 

 

Quartiles and Extreme Measures for the Raw Score Difference as Alpha Prime Varies 

Assuming Unequal Groups 

 

 Alpha Prime 

Statistic 0.1 0.2 0.3 0.4 0.5 

median -1.87 -1.87 -1.87 -1.87 -1.87 

q1 -2.65 -2.70 -2.70 -2.70 -2.70 

min -3.11 -3.55 -4.01 -4.50 -5.00 

max -0.17 -0.12 -0.08 -0.06 -0.04 

q3 -1.10 -1.08 -1.08 -1.06 -1.02 
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Table 12 

 

Quartiles and Extreme Measures for the Raw Score Difference as Omega Varies Assuming Equal Groups 

 

 Omega 

Statistic 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 

median 0.06 0.06 0.06 0.06 0.07 0.07 0.07 0.07 0.07 0.08 0.08 0.08 0.08 0.08 0.08 0.08 

q1 0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.04 0.04 0.04 0.04 0.04 

min -2.56 -2.30 -2.05 -1.82 -1.59 -1.37 -1.16 -0.97 -0.80 -0.64 -0.49 -0.37 -0.25 -0.16 -0.07 0.00 

max 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.77 0.76 0.75 0.74 

q3 0.13 0.14 0.14 0.14 0.14 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.16 0.16 0.16 0.15 

6
4
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Table 13 

 

Quartiles and Extreme Measures for the Raw Score Difference as Omega Varies Assuming Unequal Groups 

 

 Omega 

Statistic 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 

median -1.86 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.88 -1.89 -1.90 -1.92 

q1 -2.65 -2.65 -2.65 -2.65 -2.65 -2.65 -2.67 -2.70 -2.70 -2.70 -2.70 -2.70 -2.70 -2.70 -2.70 -2.70 

min -3.01 -3.01 -3.01 -3.01 -3.14 -3.30 -3.45 -3.61 -3.78 -3.95 -4.12 -4.29 -4.47 -4.64 -4.82 -5.01 

max -0.04 -0.04 -0.05 -0.05 -0.05 -0.05 -0.06 -0.06 -0.06 -0.06 -0.07 -0.07 -0.07 -0.07 -0.08 -0.08 

q3 -1.06 -1.07 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.09 -1.10 -1.10 

6
5
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Table 14 

 

Quartiles and Extreme Measures for the Raw Score Difference as Beta Prime Varies Assuming Equal Groups. 

 

 Beta Prime 

Statistic 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 

median 0.19 0.15 0.15 0.14 0.11 0.08 0.08 0.05 0.03 0.03 0.02 

q1 0.11 0.09 0.09 0.08 0.06 0.05 0.05 0.03 0.02 0.01 0.01 

min -2.56 -2.19 -2.19 -2.01 -1.66 -1.15 -1.15 -0.82 -0.51 -0.51 -0.37 

max 0.77 0.62 0.62 0.56 0.45 0.30 0.30 0.20 0.12 0.12 0.08 

q3 0.29 0.24 0.24 0.21 0.17 0.12 0.12 0.07 0.05 0.05 0.03 
 
 

6
6
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Table 15 

 

Quartiles and Extreme Measures for the Raw Score Difference as Beta Prime Varies Assuming Unequal Groups 

 

 Beta Prime 

Statistic 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 

median -1.87 -1.87 -1.90 -1.87 -1.87 -1.87 -1.87 -1.87 -1.88 -1.88 -1.88 

q1 -2.70 -2.70 -2.70 -2.70 -2.70 -2.69 -2.70 -2.67 -2.65 -2.65 -2.65 

min -5.01 -4.67 -4.67 -4.50 -4.18 -3.72 -3.72 -3.42 -3.15 -3.15 -3.02 

max -0.04 -0.08 -0.08 -0.10 -0.13 -0.15 -0.15 -0.20 -0.21 -0.21 -0.23 

q3 -1.02 -1.04 -1.04 -1.07 -1.08 -1.08 -1.08 -1.10 -1.12 -1.12 -1.14 
 

6
7
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Table 16 

 

Quartiles and Extreme Measures for the Raw Score Difference as Theta Prime Varies Assuming Equal Groups 

 

 Theta Prime  

Statistic 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 

median 0.12 0.11 0.11 0.10 0.09 0.09 0.08 0.08 0.07 0.06 0.06 0.05 0.05 0.04 0.04 0.03 

q1 0.06 0.05 0.05 0.05 0.04 0.04 0.04 0.03 0.03 0.03 0.02 0.02 0.02 0.01 0.01 0.01 

min 0.00 -0.15 -0.30 -0.46 -0.62 -0.78 -0.95 -1.12 -1.29 -1.46 -1.64 -1.82 -2.00 -2.19 -2.37 -2.56 

max 0.77 0.72 0.67 0.63 0.59 0.55 0.51 0.48 0.44 0.41 0.38 0.36 0.33 0.31 0.29 0.27 

q3 0.23 0.22 0.21 0.20 0.19 0.18 0.17 0.16 0.15 0.14 0.13 0.12 0.11 0.10 0.09 0.08 
 

6
8
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Table 17 

 

Quartiles and Extreme Measures for the Raw Score Difference as Theta Prime Varies Assuming Unequal Groups 

 

 Theta Prime  

Statistic 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 

median -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.87 -1.88 -1.88 -1.88 -1.88 

q1 -2.71 -2.71 -2.71 -2.70 -2.70 -2.66 -2.65 -2.65 -2.65 -2.65 -2.65 -2.65 -2.65 -2.65 -2.65 -2.65 

min -5.01 -4.68 -4.68 -4.35 -4.04 -3.73 -3.43 -3.15 -3.01 -3.01 -3.01 -3.01 -3.01 -3.01 -3.01 -3.01 

max -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 -0.04 

q3 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 -1.08 

6
9
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Table 18 

 

Simulated Study Design for Stereotype Threat Replication 
 

Group 

Identification 

Stereotype 

Threat 
Control 

Stereotype 

Reduction 

Targeted 
N = 25 

GAPS 

N = 25 

2 PL IRT 

N = 25 

2PL IRT 

Non-Targeted 
N = 25 

2PL IRT 

N = 25 

2PL IRT  

N = 25 

2PL IRT 
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Table 19 

 

Descriptive Statistics for Empirical, Adjusted, and Replicated Data 
 

Descriptive 

Statistics 
Empirical Data Adjusted Data Replicated Data 

Mean -0.49 -0.39 -0.39 

Median -0.36 -0.36 -0.39 

SD 0.12 0.08 0.1 

N 60 57 500 

Skewness -2.27 -0.13 0.08 

Kurtosis 8.19 -0.14 -0.27 
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Figure 1. Item level impact of stereotype threat. A visual representation of the use of item 

analysis in assessing the contribution of individual items to overall test performance.   
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Figure 2. Ability level impact of stereotype threat. A visual representation of the use of 

item analysis in assessing the contribution of individual ability on overall test 

performance.   
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Figure 3. Uniform differential item functioning. An example of uniform differential item 

functioning, in which the difference between the targeted and the non-targeted groups is 

consistent across all possible values of theta.   

Targeted Group 

Non-targeted Group 
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Figure 4. Non-uniform differential item functioning. An example of non-uniform 

differential item functioning, in which the difference between the targeted and the non-

targeted groups is not consistent across all possible values of theta.   

Targeted Group 

Non-targeted Group 
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Figure 5. Distribution of effect sizes. The two distinctive distributions that arise from 

reviewing the meta-analytic effect sizes: one that represents stereotype threat and one that 

represents stereotype lift. 
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Figure 6. Average effect size by participant selection. The impact of participant selection 

on the effect size estimate of stereotype threat. 

  

N = 28  

N = 4 

N = 10 
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Figure 7.  Average effect size by test difficulty. The impact of test difficulty on the effect 

size estimate of stereotype threat. 

N = 18 

N = 12  

N = 12  
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Figure 8. Equal target and non-target group theoretical distributions. Distribution of 

targeted and non-targeted participants created for the sensitivity analysis under the 

assumption that there is no true difference in latent proficiency in the target domain 

between the two groups. 
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Figure 9. Unequal target and non-target group theoretical distributions. Distribution of 

targeted and non-targeted participants created for the sensitivity analysis under the 

assumption that there is a difference in latent proficiency in the target domain between 

the two groups. 
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Figure 10. True score difference assuming equal groups. Difference in raw score across 

theta cut assuming equal groups while varying all four GAPS parameters. 
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Figure 11. True score difference assuming unequal groups. Difference in raw score 

across theta cut assuming unequal groups while varying all four GAPS parameters. 
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Figure 12. Boxplot of replicated and empirical effect sizes. Comparison of distributions 

of simulated stereotype threat studies and empirical distribution obtained from meta-

analytic data. 
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