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Abstract

Fully digital arrays offer significant advantages in terms of flexibility and perfor-

mance, however they suffer from dynamic range issues when used in the presence

of in-band interferers. Higher dynamic range components may be used, but are

more costly and power-hungry, making the implementation of such technology im-

practical for large arrays. This paper presents a way to mitigate those interferers

by creating a spatial notch at the RF front-end with an antenna agnostic circuit

placed at the feeding network of the antenna. This circuit creates a steerable null

in the embedded element pattern that mitigates interferers at a specified incoming

angle. A full mathematical model and closed-form expressions of the behavior of

the circuit are obtained and compared to simulated and measured results. Up to 20

dB null in the embedded element pattern of a 1x8 array is achieved with less than

1.5 dB of insertion loss. A steerable null using phase shifters is shown to prove

real-time changes in the null placement. Phase shifters are substituted by tunable

filters and enable a significant boost in the overall performance. To further validate

the concept, a real case scenario is set up with a desired signal and an interferer

that is initially saturating the receiver. The receiver successfully demodulates the

signal after the null is placed in the direction of the interferer. The circuitry is then

expanded to a planar array to fully optimize the interferer-free scanning volume.

xi



1 Introduction

Phased arrays were first investigated in 1950 and through continuous improvement

have come to serve in areas such as electronic warfare and wireless communications

[1],[2]. In recent years, there has been an increased interest in fully digital arrays

that are low-cost, reconfigurable and allow multifunction capabilities. This type of

array has been explored for decades and has been advanced by improvements in

silicon-based technology [3]. In phased arrays each element radiates a wide-beam

of electromagnetic waves that has a phase distinct from its neighboring elements

(progressive phase shift). For a sufficient electric distance (far field), the electro-

magnetic waves add up constructively in a certain direction, called the main beam.

Simultaneously, the electromagnetic waves combine destructively in a different di-

rection, resulting in sidelobes and nulls. When the progressive phase shift changes,

the electromagnetic waves will then add up constructively in a different direction,

effectively changing the angle of the main beam. The action of changing the direc-

tion of the main beam is known as beamsteering. Traditional analog phased arrays

perform beamforming at the RF front-end and usually use a component called a

phase shifter. The purpose of the phase shifter is to add a group delay to the signal

at the RF stage and change the phase of the RF signal. Next generation arrays will

be fully digital, meaning each element is digitized, and the array will thus be capa-

ble of digital beamforming (DBF) [4]. Digital beamforming opens the door for a

new level of precision, reconfigurability, and expanded functionality that cannot be

achieved with analog beamforming. These advantages permit levels of flexibility in

radar such as adaptive digital beamforming for jammer suppression and space-time

adaptive processing (STAP) for ground moving target indicating radar [1]. These

advantages also apply to the wireless communication industry in which spatial mul-

tiplexing allows for more efficient spectral/spatial management and results in higher
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data-rate.

In addition to precise beamforming, digital arrays offer other advantages, such

as “in-situ” calibration, higher dynamic range, and an improvement of phase noise

[4], [5]. Experimental setups of digital arrays were first investigated in [6] when

digital beamforming was done for a linear array. Authors in [7] explored using a

2x4 array built with commercial off-the-shelf (COTS) components. Two dimen-

sional beamforming was demonstrated in an experimental 8x8 setup in [8]. Fully

digital arrays have been developed in recent years with the purpose of further ex-

ploring their advantages. A CEAFAR S-band radar in Australia [9] is claimed to

have extremely low weight and low cooling power and an EL/M-2248 MF-STAR

in Israel [10] is used for multiple target detection and radar missile guidance. Both

the Australian and Israeli radars were developed for their naval forces. Currently

the U.S. Office of Naval Research (ONR) is also developing a fully digital array,

the FlexDar testbed.

More recently, the FAA and NOAA developed a multifunction phased array

radar (MPAR) program that combines weather surveillance and air traffic control, as

well as other missions [11]. Another recent project has been developed by DARPA

Arrays at Commercial Timescales (ACT) where they are working on scalability and

cost reduction of digital arrays by using modular common tiles [12]. The academic

world has made progress with digital arrays. For example, two achievements ac-

complished at Purdue University, the developer of the Army Digital Array Radar

(DAR), a 16 element S-Band radar made with COTS components, were cost re-

duction and self-calibration [1]. The University of Oklahoma is working on Horus,

which is an 8x8 fully digital dual polarized array using COTS transceiver AD9731

chip [13]. Dual-polarization improves measurements and weather characterization

but high isolation is required between polarizations [14], [15].
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Some serious challenges to successful implementation of digital arrays will be

achieving low energy consumption and low-cost per antenna element [16], [17].

Independently controlling and digitizing each individual antenna element allows

maximum flexibility, but it is achieved at the cost of an increased need for digital

processing power and therefore, electric power consumption. Compared to ana-

log arrays that have only one transceiver, and thus one data stream, digital arrays

need larger processing power because of the increase in the number of transceivers

and the necessity of handling the high data rates produced [3]. Traditional ana-

log phased arrays beamform N antenna elements in the analog domain, and the

result of the “summed” signal is then digitized in one single receiver. A fully dig-

ital array has one transceiver per antenna element, therefore it requires the same

amount of receivers as the number of array elements, which increases its cost and

energy consumption by a factor of N compared to the analog phased array. Recent

developments in silicon-based integrated circuits have allowed for great technical

improvements that lower power requirements and the price of components, thus re-

ducing the overall costs of digital arrays [17],[18]. Despite these improvements, the

power requirements and costs of fully digital arrays are still a limitation for general

implementation, especially when compared to traditional phased arrays. These lim-

itations are present despite the fact that digital arrays do not need phase shifters, an

expensive component of traditional phased arrays.

In addition to DBF and “in-situ” calibration, an improvement of up to 10log(N)

dB in the phase noise and dynamic range is expected when combining N receivers

[5]. Combining receivers relaxes the dynamic range requirements for the analog-

to-digital converter (ADC). Relaxing the dynamic range translates into a reduction

of bits needed, and therefore reduces the cost and power consumption [6],[19].

Problems, in terms of dynamic range, arise for fully digital array receivers when
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strong interferers are present in the environment, whereas traditional phased arrays

do not have this limitation, as shown in Figure 1.1. The reason such problems do not

arise in traditional phased arrays is because they beamform in the analog domain

where out-of-beam interferers are mitigated through destructive interference before

digitization. In digital arrays, beamforming is done in the digital domain, thus, the

receiver array will not benefit from the array factor in the analog domain in the

way that traditional analog phased arrays do. As a result of this, higher dynamic

range ADCs are needed to resolve a weak signal in presence of a strong interferer

[20]. Strong interferers can drive the active components into the non-linear region

of operation, or even saturation, consequently significantly degrading the quality of

the desired signal.

When the strength of the signal drives the active devices into compression, the

main signal and its spurious products also get digitzed. The compressed signal and

the resulting spurious products are beamformed in the digital domain as illustrated

in Figure 1.2. Spurious products can add up coherently within a certain scan angle

and create a false positive target during digital beamforming [18],[21].

Since dynamic range and non-linearities are the main limitations in the imple-

mentation of large fully digital arrays, the author would like to emphasize the previ-

ously discussed importance of dynamic range and summarize it. The lack of spatial

filtering allows for interferers to enter unmitigated into the receiver, necessitating

more linear components in the receiver chain, which are more expensive. Most

importantly, transceivers need a higher dynamic range ADC per channel, which

translates into a drastic increase in price and power consumption.

A recent survey of spatio-spectral interferers and non-linearities focused on 5G

MIMO wireless systems was done tangentially to the work presented here [21].

The survey provides an in-depth examination of modelling and correction of non-
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Figure 1.1: An illustration of how a signal goes through the receiver chain for
a traditional phased array and fully digital arrays. The goal is to show how the
interferer goes unmitigated into the digitization block.

Figure 1.2: A block diagram illustrating a strong signal that compresses the LNA
and gets digitized and beamformed.

linearities for an improved dynamic range. For example, research in digital post

distortion has been done to improve the dynamic range of a receiver in the presence

of RF interferers that produce higher order intermodulation products in the receiver

chain that corrupt the desired signal [22]. This technique linearizes the signal and

conditions it for further processing. Usually non-linear equalization (NLEQ) tech-

niques are applied to the first and most critical component of the receiver chain

to mitigate its distortion. Usually that critical component is a low-noise amplifier
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(LNA), although recently, correction has also been expanded to other non-linear

components, such as a tunable filter [23]. NLEQ techniques have been proven to be

effective only under weak non-linearities, but better solutions are needed to solve

this issue for strong interferers.

There is a clear need to provide robust interference mitigation when consider-

ing the requirements of fully digital arrays which, over time, are subject to an in-

crease of interference due to spectrum cluttering and the need for optimized spatial-

spectral efficiency. Since the advantage of digital arrays is to be able to capture the

whole scanning volume at once, it would be ideal to be able to remove the inter-

ferer while preserving as much of the whole scan volume as possible (interferer-

free scanning volume). Figure. 1.3 is an illustration of the spatial response to an

interference, where the direction of the interferer is mitigated (and can possibly

be characterized) and all other angles remain unmitigated, allowing for the desired

signal to enter into the receiver unmodified. An intuitive way to solve the problem

of interference is to place a narrow null in the spatial response. Ideally, this spa-

tial and spectral interference mitigation would occur at the antenna element itself,

before any active electronics are involved. Mitigation at the antenna level would

relax the dynamic range requirement for ADCs and allow the use of devices with a

lower P1dB compression point that are usually more cost effective. Reducing the

cost of active components would not only benefit fully digital arrays, but also the

components that are located between the antenna and the beamformer in traditional

phased arrays,

This work introduces a novel antenna agnostic circuitry that provides spatial

interference mitigation before the RF front-end by placing a steerable null in the

embedded element pattern. Despite the impact that spatial interferers have on digi-

tal arrays, there has yet to be a solution that provides spatial interference mitigation
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Figure 1.3: An illustration of an embedded element pattern where there is a null
placed at the incoming angle of the jammer while letting through the signal of
interest from the other angles.

at RF while simultaneously being antenna/receiver agnostic. The current work pro-

poses a circuit designed to solve interference problems. This circuit is composed of

well-known, simple RF components in a design that is easy to implement. As shown

in the next section, there have been many attempts to mitigate spatial interferers in

various ways, but none of them provided a solid, general solution applicable to any

array architecture.

1.1 Antenna Patterns and Beamforming

Previous sections explain the importance of being able to reduce interference before

it reaches the receiver front end, necessitating mitigation at the radiating layer itself

or within the feeding network, both of which can have an impact on the antenna

pattern. Knowledge of the basic concepts of beamforming is needed to further un-

derstand the advantages of nulling in the antenna pattern. To increase the radiation

of an antenna in a certain direction (gain), the dimensions of the antenna itself need

to expand, thereby increasing its equivalent electrical length. A simple way to in-
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Figure 1.4: Illustration of a planewave illuminating an 8 element linear array and
inducing currents that have an equivalent magnitude of I , but due to the incoming
angle θ have a different phase defined by the progressive phase shift.

crease the electrical dimensions of an antenna is by distributing smaller antennas

over a surface, creating an array. When the antenna array receives a planar electro-

magnetic wave, it creates excitations for each radiating element. Those electrical

excitations are added together, emulating an electrically large antenna. When a

planewave comes in off-broadside excited antenna elements will each have a dif-

ferent phase. In Figure. 1.4, a 8 element linear array is shown with a planewave

illuminating the array at an angle θ away from broadside. In that same figure, el-

ement 8 receives the signal first and has a different phase with respect to the other

elements. These signals need to be corrected in phase in order to be able to add

them coherently. This phase correction is what is known as applying a progressive

phase shift α(n− 1).

One easy way to understand how antenna arrays work is to visualize the array

operating in transmit mode, because antennas are passive and reciprocal. When

all elements are excited, the antenna pattern is the result of the contribution of the

electrical field of each individual element.
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~E(r, θ, φ) =
N∑
n=1

~En(r, θ, φ) (1)

where each ~En(r, θ, φ) is the electric field of each antenna element and can be ex-

pressed as

~En(r, θ, φ) = |In|e−jα(n−1) ~en(r, θ, φ)ejk(n−1)dcos(θ) (2)

The first term, |In|e−jα(n−1) in (2), represents the excitation of each element and

its progressive phase shift, as defined by α(n − 1). The term ejk(n−1)dcos(θ) in (2)

represents a contribution to the delay in phase due to its position in the array. The

term ~en(r, θ, φ) in (2) represents the embedded element pattern of the array and

contributes to defining the magnitude of the signal as a function of the incident

angle (θ, φ). In this case, mutual coupling and edge effects are all embedded in this

term. The goal is to manipulate ~en in such way that its magnitude is very small

for a certain (θnull, φnull), resulting in a total electric field that tends to 0 V when

beamforming in that direction using (1). Beamforming for different angles when

there is a null in the embedded pattern is illustrated in Figure. 1.5, where an 8 dB

null was created in the embedded element pattern for θ = 0 (stop-angle). When

beamforming at broadside, there is more than 8 dB of gain difference between the

array that has no null (solid lines) versus the array that has the null in the embedded

element pattern placed at broadside (dashed lines). When beamforming away from

broadside, the solid lines and dashed lines closely match, implying that there is no

mitigation for those angles (pass-angles).
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Figure 1.5: Illustration of beamforming for a regular “naked” 8 element linear array
(solid line) and beamforming when there is a 8 dB null in the embedded pattern at
broadside (dashed line).

1.2 Noise Figure, Dynamic Range and Spurious Free Dynamic

Range

Noise figure is critical to the performance of any RF system. It determines the min-

imum amount of power an incoming signal needs to have in order to be detected by

the receiver. Noise can be either captured by the environment or it can be internally

generated by the RF components in the receiver chain. Noise power is produced

by random thermal vibrations generated in any component operating at a temper-

ature above absolute zero [24]. These random processes significantly contaminate

the signal if the signal strength is low enough. The point of contamination is deter-

mined by the noise floor of the RF system. It is highly desirable to reduce the noise

floor as much as possible to maximize the receiver sensitivity. The noise induced

by components is commonly represented as
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N0 = TeGkB (3)

where Te is the equivalent noise temperature of a component. A higher temperature

creates the conditions for more powerful random processes resulting in a higher

noise floor. k = 1.38 × 10−23 is the Boltzmann’s constant in (J/◦K). G is the gain

of the component and B is the bandwidth. The noise figure is a relative measure-

ment of the signal-to-noise ratio (SNR) increase when the signal passes through a

component that has a certain noise temperature

F =
Si/Ni

S0/N0

(4)

When a signal goes through a cascade of components, the total noise figure is ex-

pressed as

F = F1 +
F2 − 1

G1

+
F3 − 1

G1G2

+ ... (5)

Therefore, the dynamic range can be expressed as the ratio of the maximum power

that the receiver can handle and the noise floor. The maximum allowed power of an

incoming signal is determined by the gain compression of the most sensitive com-

ponent. Gain compression is caused when the device enters the non-linear zone

due to a high input signal. Harmonics called intermodulation products start to ap-

pear when driving active devices into the non-linear zone. When the signal has a

certain bandwidth, or is composed of multiple tones, the intermodulation products

can fall within the bandwidth of the system. The harmonics grow more rapidly in

power than the linear tone. The higher the order of the intermodulation products,

the quicker they grow. If the signal drives the component into compression, inter-

modulation products can appear above the noise floor. This can contaminate the
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signal of interest and can create false targets during digital beamforming [23]. The

spurious-free dynamic range is the ratio of maximum power that the system can

handle before spurious products appear above the noise floor, and the noise floor

itself. Usually signals of interest do not cause the system to go into compression,

but strong interferers can. This is one of the reasons that being able to prevent the

interferer from entering the receiver chain is so important.

1.3 Current Technology and Research

As previously mentioned, it is most desirable to have spatial interference mitigation

at the antenna elements themselves. In recent years, many advances have been

made at the element and array levels in the field of pattern reconfigurable antennas

(PRAs), but all research has been focused on trying to create a way to steer a beam

at element level [25]-[28]. Investigation of PRAs at the array level has been done

in [29]. A non-planar structure that is able to scan more than 180◦ was described in

[30]. A full cylindrical array providing the ability to scan a complete 360◦ has been

proposed in [31]. PRA research has been more focused on beamsteering rather than

trying to null specific angles where signal interferers are located. One drawback of

PRAs is that their electrical size is larger than half-wave length (λ/2). This means

that unwanted grating lobes occur in the visible region. An interesting focus for

future research might be investigating types of PRA structures that allow nulling

while maintaining a traditional λ/2 element size in order to avoid the difficulties

that would arise at the array level.

Another way to handle spatial interference is by using the Butler matrix. It was

first introduced in 1961 [32], but has recently awakened interest in the MIMO com-

munity because it has the ability to simultaneously generate fixed beams in different

directions to cover the whole scanning range. The architecture combines lossless
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passive devices, mostly quadrature hybrids and fixed phase shifts. The Butler ma-

trix provides a cost-effective solution to beamforming, but the main tradeoff is its

lack off flexibility when beamforming. Side lobe level suppression is compromised

because there is equal power for each element and no tapering can be done effec-

tively. Research mitigating sidelobe levels has been investigated in [33] but the

results obtained are orders of magnitude worse than digital tapering, and the solu-

tions proposed add extra complexity to the system. Despite the lack of flexibility

and high sidelobe levels, the main concern of the Butler matrix technology is its

scalability since all components are interconnected at some point throughout differ-

ent stages. The lack of scalability makes the complexity increase exponentially for

large arrays. Efforts in reducing the complexity have been tackled by miniaturizing

the Butler matrix with complex 3D waveguides [34], lumped components [35] or

an RFIC for an 8x8 array [34].

Research in the integrated circuits (IC) domain has investigated using active

electronics in the RF front-end and baseband sections. For example, a full four-

element integrated MIMO receiver array with 8 dB spatial interference mitigation

at the RF front-end, and another 24 dB of cancellation at baseband before digitiza-

tion was developed in [17]. A total of 51 dB mitigation with moderate impact in the

noise figure of 3.4−5.8 dB and the ability to create multiple notches is demonstrated

in [36]. This approach implies designing a fully integrated receiver resulting in lack

of flexibility because the RF system must use only that specific receiver architec-

ture in order to have a front-end spatial filter. Other approaches, such as having a

beamformer integrated in the LNA were presented in [37]. The beamformer selects

the interferer and feeds it deconstructively into the amplifying stage of the LNA

to cancel out the interfering signal. Mitigation of up to 20 dB of attenuation was

achieved with a noise figure of 12 dB, thereby impacting the sensitivity of the re-
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ceiver. Both approaches use complementary metal-oxide-semiconductor (CMOS)

technology that compromises the power handling limitation when strong interferers

are present. These CMOS RF front-end architectures suffer from a trade-off be-

tween noise figure and power handling. This trade-off is caused because high gain

is needed at the RF front-end to reduce the noise figure, but due to low supply volt-

ages used in current CMOS processes, even a 0 dBm interferer will can cause the

amplification stage to clip and will result in a dynamic range limitation [38]. Adap-

tive digital beamforming (ADBF) digitally cancels the interferers that are present

in the signal, but under the assumption that the individual receivers have not been

compressed; otherwise, spatial correlation can create distortion products that are in

the direction of the signal of interest, even if the interference sources are far away

[5]. ADBF needs extra processing, and it can be slow to adapt to changes, making

it less effective for dynamic clutter or interference. It is especially computationally

intensive when performed at the element level [18].

Destructive interference was used to cancel out mutual coupling effects for si-

multaneous transmit and receive applications in [39]. Interconnected transmit and

receive antennas with directional couplers achieved an isolation of almost 10 dB.

Interconnecting antenna elements to improve scanning range in arrays was accom-

plished using direct connections [40], and directional couplers [41] in which the

active impedance matching versus scan angle is improved by cancelling the mutual

coupling effects of their adjacent elements. Destructive interference at the radiating

layer using mutual coupling mechanisms has not yet been used to mitigate spatial

interferers. These concepts are relevant because the circuitry presented in this work

is based upon interconnecting adjacent elements.
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1.4 The Spatial Interference Mitigation Circuitry (SIMC)

This work introduces an RF circuit that is able to mitigate interferers at the RF

front-end before they enter the receiver by creating a steerable null in the antenna’s

embedded element pattern. This circuitry is made out of well-defined and non-

complex components including a quadrature hybrid and transmission lines. Tunable

circuitry is needed to steer the null in different directions. The most common place-

ment of the proposed circuitry is to locate it at the antenna feeding network. This is

highly convenient because it means that the spatial interference mitigation circuitry

(SIMC) is able to place the null before the interferer enters the receiver chain. An-

other benefit is that it does not affect the design of the antenna array or any of the

receiver’s hardware. This circuitry directly impacts the dynamic range proportional

to the depth of the null, allowing the use of ADCs and other components that have

a lower dynamic range, thus reducing costs and power consumption.

This work mathematically proves that this technique is antenna agnostic for

large arrays and can be implemented with practically any array. It also means that

it can be placed at any stage of the RF layer. This flexibility would be useful,

for example, in cases where high sensitivity is needed and an LNA could be placed

before the circuitry, reducing the system’s noise floor. Since the theoretical circuitry

is made of passive components (it needs active components for a steerable null) it

implies that the circuit is reciprocal and therefore it can work on either transmit

or receive. The theoretical analysis is discussed in chapter 1, where the SIMC is

explained and applied to a linear array and the mathematical model for an infinite

array is derived. The mathematical results will allow defining the parameters for the

SIMC such that it places the null at the desired scan angle. Simulation results using

a full-wave finite-element method simulator, provided by ANSYS HFSS, are then

used to verify the validity of the mathematical model for the unit cell conditions.

15



Chapter 2 introduces the fundamental theory of the SIMC and derives a closed-

form expression that accurately predicts the null placement and the physical prop-

erties needed to achieve that placement. The need for linearity and dynamic range

improvement in digital arrays is especially present in large arrays because of the

scaling of costs. As the circuitry is intended for large arrays, the infinite array ap-

proach is used to describe the system because it has the advantage of simplifying the

mathematical modelling while simultaneously maintaining accurate results. The re-

sulting closed-form expression is then further analyzed with the goal of improving

system level performance.

A finite array is needed in order to fabricate and obtain measured results. Chap-

ter 3 covers the design, prototyping, and measurements of the SIMC when applied

to a 1x8 array. As mentioned previously, an active component is needed for the

null to be steerable. Initially, a phase shifter was used to steer the null. Embedded

element patterns were extracted, and nulls of more than 20 dB were achieved. Af-

ter measuring successful nulls, the whole array was tested in a controlled real case

scenario composed of a strong interferer and a signal of interest (SoI). The strong

interferer prevented the receiver from correctly demodulating the QPSK format of

the SoI. When the null was placed in the direction of the interferer, the receiver

could then successfully demodulate the signal. The phase shifters used had more

than 7 dB of insertion loss (IL) degrading the noise-figure significantly from less

than 1 dB (ideal case) to more than 5 dB for the phase shifter case. Because the

SIMC was designed and tested for a linear array, the null is one dimensional and

cuts a whole angular plane. For example, if the null was set for 20◦, it would mit-

igate the whole plane regardless of the elevation angle, resulting in an important

information loss.

A null that cuts a whole plane is far from ideal. Chapter 4 aims to fix this
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problem by redesigning the circuitry that enables the placement of a ”pinpoint”

null. This new circuitry is an evolution of the one proposed in chapter 2 and is able

to generate a null at any specified (φ, θ). This nulling improvement is an important

advancement because it maximizes the interferer-free scanning volume. A 2D array

needs to be designed in order to achieve both of these improvements. Therefore,

a 7x7 array is designed and prototyped, and pinpoint nulls of more than 20 dB

rejection at the stop-angle are measured. Despite using infinite array analysis, the

mathematical model that is derived is far more complex than the model derived

for a linear array. The expression accurately predicts the null placement when the

physical properties are set. An iterative method is needed for a reversed scenario

in which the user defines the null placement and the derived formula transforms it

into physical properties of the planar SIMC (2DSIMC).

Chapter 5 focuses on the tremendous advantages to the SIMC when the ’tunable

component’ has a reduced IL. As seen in chapter 2, a reduced IL improves the

overall IL of the system and provides a more selective null. The tunable component

developed in chapter 5 is a second order tunable filter. Filters are usually measured

by IL, out-of-band slope, and rejection, but rarely for the phase response. This

work presents a SIMC with a tunable pass-band filter. The phase of the filter at the

operating frequency of the system will vary when changing the center frequency of

the tunable filter. The filter acts as a low-loss phase shifter. It was mathematically

proven and later confirmed with simulations that a low-loss filter decreases the noise

figure to less than 0.4 dB.
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2 Spatial Interference Nulling Technique

The final goal of this research is to apply spatial interference mitigation to large

arrays. Therefore, an infinite array approach was chosen to derive the mathematical

model to describe a front-end spatial interference mitigation circuit (SIMC) and

predict where the nulls are placed in the spatial domain. The performance of a

large finite array can be precisely modeled using infinite array theory because it

assumes that all antennas have equal embedded element patterns, the edge effects

are negligible, and mutual coupling is embedded in one variable called the active

reflection coefficient. The mutual coupling is treated through the use of floquet

ports and master/slave boundary conditions [42]. The traditional way to describe

an infinite array environment is by using the definition of a unit cell [42]. A unit

cell defines the electromagnetic properties of a single radiating element when it is

placed equidistant from copies of itself that form an infinite array. The unit cell

equivalent schematic is shown in Figure 2.1a, in which the only difference between

adjacent unit cells is the progressive phase shift φ. The antenna feeds the received

signal directly into the mitigation circuit. This circuit is composed of an undefined

two-port network for which properties need to be designed in order to generate a

null for a certain angle of incidence connected with a quadrature hybrid. This SIMC

is placed in a layer that goes between the radiating element and the transceiver’s

front-end. In Figure 2.1a the quadrature hybrid interconnects the antenna’s port

(Port 2) with the transceiver’s front-end (Port 1). Since one of the properties of the

quadrature hybrid is to split its power, the resulting wave at Port 3 is used to feed

the cancelling signal into its adjacent element through the two-port network. This

two-port network modifies the cancelling wave in gain and phase in such a way that

it adds destructively into its adjacent element through Port 4 in order to achieve a

null for a desired scan angle. The SoI coming from different angles will go into
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(a) Equivalent Schematic
(b) Top View (c) Bottom View

Figure 2.1: An illustration showing (a) unit cell schematic, (b) equivalent 3D model
for top layer, (c) 3D model for bottom layer.

the adjacent element through the two-port network and will feed constructively. Its

equivalent physical structure is shown in Figure 2.1b where it is connected directly

to the via-fed patch antenna shown in Figure 2.1c. The two layers are separated by

a ground plane.

2.1 SIMC Mathematical Modelling for a Unit Cell

Scattering Matrix analysis is used to describe the mathematical model, where a

quadrature hybrid S-parameter matrix is nominally given as

∣∣∣Squadrature hybrid∣∣∣ =
1√
2

∣∣∣∣∣∣∣∣∣∣∣∣∣

0 −j −1 0

−j 0 0 −1

−1 0 0 −j

0 −1 −j 0

∣∣∣∣∣∣∣∣∣∣∣∣∣
(6)

The two-port network from the right side of Figure 2.1a in its general form can be

defined as

∣∣∣Sa∣∣∣ =

∣∣∣∣∣∣S11a S12a

S21a S22a

∣∣∣∣∣∣ (7)
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where S11a = S22a = 0 because perfect matching is assumed. For simplicity,

the initial assumption is that the two-port network is symmetric, therefore S12a =

S21a = G · e−jθ2 . The gain and phase of this two-port network is what needs to

be designed in order to produce a null for a certain scan angle. Under these as-

sumptions, and denoting the incident and reflected voltages with + and - subscripts,

respectively, expressions like the following can be obtained for when operating in

receive mode

V −
1 = V +

2 S12 + V +
3 S13 (8)

V +
3 = V −

1a (9)

V −
4 = V +

2 S42 + V +
3 S43 (10)

V −
1a = S11aV 1a+ + S12aV

+
2a (11)

V +
2a = V −

4 e
−jφ (12)

φ is the progressive phase shift produced at each antenna element for an incoming

wave at an angle θ away from broadside. The relationship between these two values

for a linear array can be expressed as

φ = kd sin(θ) (13)

Where k is the wave number and d is the distance between elements. Since this

SIMC is antenna agnostic, the performance of this circuitry can be better extracted

when the antenna and its mutual coupling effects are not taken into consideration,
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therefore V +
2 = 1 V. Note that the same equations can be used for transmit with the

assumption that

V +
1 = 1V (14)

V −
1 is the voltage going into the transceiver, as shown in Figure 2.1a, and a

closed-form expression for V −
1 can be calculated for an incoming wave, resulting

in

V −
1 =

[
S12 + S13

S12aS42e
−jφ

1− S12aS43e−jφ

]
(15)

From the above expression it is clear that the voltage going into the receiver is

dependent on the properties of the quadrature hybrid, the S-parameters of the two-

port network, and the progressive phase shift φ through out the array due to a plane-

wave arriving at an incoming angle. The goal is for that voltage to be zero for a

certain scan angle and S12a can be extracted by solving V −
1 = 0 in (15). A closed-

form expression is obtained for S12a

S12a =
S12

S12S43 − S13S42

e−jφ (16)

In order to create the null for a certain scan angle θ, φ needs to be set using

(13) and the gain and phase can be obtained from (16). The magnitude of S12a will

remain constant for different null placements along θ and it is only dependent on

the S-parameters of the quadrature hybrid. The gain will be |S12a| = 1/
√

2 (or a 3

dB attenuator) for an ideal equal split quadrature hybrid.

Once the S12a is calculated from (16), the response of the signal going into

the receiver versus the incident angle can be calculated by using the expression

derived in (15). The response of the SIMC for three different nulling angles (−43◦,
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Figure 2.2: Comparison between the mathematical model (red) and HFSS simula-
tions (black) of the signal going into the receiver versus scan angle.

−20◦ and 5◦) is shown in Figure 2.2 where the red traces are the predicted spatial

responses produced when plotting (15) for −90◦ < θ < 90◦. At the stop-angle,

the signal gets successfully deconstructed for the incident angle where the null is

needed. At the pass-angle, the signal from its adjacent element adds constructively

with the signal produced by the excitation decreasing the IL to 0.5 dB.

2.2 Performance Optimization and System Level Analysis

The mathematical model proves that it is theoretically possible to place a null in

the spatial domain and mitigate the interferer before it reaches the RF front-end. It

would be highly beneficial if the SIMC could provide a higher level of flexibility,

such as being able to change the null width and manipulate the overall IL. In the

previous section, a regular equal power split quadrature hybrid was assumed. This

quadrature hybrid equally divides the power passing through port 1 between ports
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(a) Equal Split (b) Unequal split

Figure 2.3: Illustration of a schematic of (a) an equal split quadrature hybrid and
(b) an unequal split quadrature hybrid.

2 and 3. The response from (15) is a function of the S-parameters of the quadrature

hybrid, and V −
1 can be modified when using unequal split quadrature hybrids.

It is necessary to verify that unequal power splitting is theoretically possible

by satisfying the conditions defined by the unitary matrix. The reason for this is

that quadrature hybrids are reciprocal (symmetric) and lossless. In terms of S-

parameters, in order for a component to be unitary, it needs to follow that

N∑
k=1

SkiS
∗
ki = 1 (17)

N∑
k=1

Ski ∗ S∗
kj = 0 (18)

for i 6= j. The quadrature hybrid can be expressed in its general form as

∣∣∣Squadrature hybrid∣∣∣ =
1√
2

∣∣∣∣∣∣∣∣∣∣∣∣∣

0 S12 S13 0

S21 0 0 S24

S31 0 0 S34

0 S42 S43 0

∣∣∣∣∣∣∣∣∣∣∣∣∣
(19)
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Knowing that a quadrature hybrid is a symmetrical passive device, the S-parameter

matrix can be rewritten as

∣∣∣Squadrature hybrid∣∣∣ =
1√
2

∣∣∣∣∣∣∣∣∣∣∣∣∣

0 S12 S13 0

S12 0 0 S24

S13 0 0 S34

0 S24 S34 0

∣∣∣∣∣∣∣∣∣∣∣∣∣
(20)

It is important to note that S-parameters are defined as normalized voltages and can

be converted into normalized power as shown in

Pij = |Sij|2 (21)

The goal is to see how the performance of the SIMC varies when different power

distributions flow through the quadrature hybrid. S12 is the voltage going from port

1 to 2 and is going to be defined as the dependent variable set by the user. Assuming

that the quadrature hybrid is lossless, then from (21) and (20)

|S13|2 = 1− |S12|2 (22)

when substituting the previous equation in the second and third row of (20) it results

in

|S24|2 = 1− |S12|2 = |S13|2 (23)

|S34|2 = |S12|2 (24)

The new S-parameters are only modified in magnitude. The electrical length be-

tween ports remain unchanged at λ/4 and maintain the same phase difference be-

24



Figure 2.4: Performance of the SIMC when using different unequal split quadrature
hybrids.

tween ports as occurs in the equal split design. The new S-parameter values defining

the unequal split quadrature hybrid are a function of S12 and are theoretically real-

izable because these new expressions for S13, S24 and S34 comply with the unitary

matrix. Simulations were run when substituting the new S-parameters in the closed-

form expression from (15). The results are shown in Figure 2.4. A more selective

null and less overall IL is achieved when increasing the ratio of S12/S13.

The results shown in Figure 2.4 are very beneficial because the improvement of

the IL of the SIMC is related to the width of the null. Ideally however, they would be

independent from each other. Figure 2.5 shows the analysis of the power that flows

through the whole system when the null is placed at 45◦. Figure 2.5a shows the

power in relation to the angle of incidence when the quadrature hybrid has an equal

split (S12 = 3 dB). A more optimized case is shown in Figure 2.5b for an unequal

split quadrature hybrid with S12 = 1 dB. When the system is in receive mode,

a plane wave will excite port 2 (P2) of the quadrature hybrid with a normalized
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(a) Power Flow Equal Split (P12 = 3) dB (b) Power Flow Unequal Split (P12 = 1) dB

Figure 2.5: An illustration of the power flow of the SIMC through each port of the
quadrature hybrid related to its angle, where P3 is the power going into the general
two-port network.

power of 0 dB after de-embedding the active reflection coefficient. As expected for

the pass-angle at 45◦, most of the power will flow directly into port 1 (P1) which is

the node connected to the RF front end. The power going into the cancelling feeding

path, represented as port 3 (P3) and port 4 (P4), will be minimal for the pass angles.

When the incident wave is at the incoming angle of the null placement, the power

going into P1 tends to approximate to 0 (−∞ in dB). Since the system is lossless

all the power is redirected into the cancelling feeding path, P3 and P4. That means

that there is a negative impact when decreasing the IL of the SIMC. That trade-off

is shown in Figure 2.5b when the cancelling signal flows with higher power through

the general two-port network after increasing |S12|. That increase goes from 3 dB

for an equal case to 6.8 dB for the P12 = 1 dB case, as shown in Figure 2.5. This

might be a concern because in order to get real-time null-steerability, the general

two-port network will most likely be an active or semi-active component. A higher

power flowing through an active component can compromise its linearity, creating

harmonics and decreasing the system’s dynamic range.

It is mathematically proven that the IL loss can be decreased and the null can be
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narrowed, allowing for a lower noise figure and a more efficient scanning volume.

When changing the power distribution of the quadrature hybrid, the properties of

the general two-port network also need to be changed. From (16) it can be seen

that the IL of that two-port network is only a function of the S-parameters of the

quadrature hybrid. When (23) and (24) are substituted in (16) and the magnitude is

taken, the whole expression can be rewritten as

|S12a| =
∣∣∣∣ S12

S2
12 − S2

13

∣∣∣∣ =

∣∣∣∣ |S12|j
(|S12|j)2 − (−|S13|)2

∣∣∣∣ = |S12| (25)

This result shows that the IL of the two-port network needs to be the same as the

S12 of the quadrature hybrid. The result obtained in (25) will be used to calculate

the IL of the two-port network for the following sections. It is also shown that there

is a relationship between the IL of the two-port network (or quadrature hybrid) and

the spatial response. This type of work has never been done before and there are not

any metrics that characterize the performance of spatial nulling. Figure. 2.6 aims to

identify overall system performance with respect to the IL of the two-port network

S12a. It shows the IL of the SIMC for its optimum angle (left Y-axis, blue line)

versus the IL of the two-port network, demonstrating how the SIMC IL improves

when reducing S12a. The right Y axis shows the percentage of pass angles that are

−3 dB or less with respect to the best angle (the higher the better).

For example, an equal split quadrature hybrid needs to have a two-port network

that has an IL of 3 dB. In this case, the best performing scan angle will have an IL

of 0.5 dB. The quantity of angles that have a 3 dB IL or less with respect to the IL

of the optimum angle amounts to 84.62%.

The impedances of the lines (Z1 and Z2) defining the quadrature hybrid shown

in Figure. 2.7 can be found using even and odd mode analysis. It is beneficial

to calculate the impedances as a function of gain defined as VP2/VP3 because the
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Figure 2.6: Illustration of the SIMC performance versus S12a, comparing the overall
IL and the percentage of angles that have less than 3 dB IL with respect to the best
performing angle.

Figure 2.7: Illustration showing the two impedances defining the power distribution
of the quadrature hybrid.
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result can then be related directly to S12 of the quadrature hybrid. Then Z1 can be

expressed as

Z1 =

√
Z2

0Z
2
2

Z2
2 − Z2

0

(26)

Z1 ensures that the quadrature is matched to the characteristic impedance (Z0)

of the system. Z2 defines the power split between P2 and P3 and it equates to

Z2 = Z0

√
G2

1−G2
(27)

where G = VP2/VP3. These line impedances can then be converted into equiv-

alent line widths using “ADS line calc”. These derivations are going to be of great

importance when the SIMC is calculated and implemented because quadrature hy-

brids need to be adapted to the IL provided by the general two-port network, as

shown in the next sections/chapters. For simplicity, the next section uses equal split

quadrature hybrids to verify the mathematical model and its closed-form expression

found in (15). A full-wave simulator is used to simulate the SIMC in an infinite ar-

ray environment and the results are then compared to the mathematical model.

2.3 SIMC Unit Cell Simulated Results

The easiest way to verify that a null was accurately positioned for a certain incom-

ing wave is by using a full-wave electromagnetic simulator (HFSS). An infinite

array approach was used in HFSS to verify the results obtained with the mathemat-

ical model, because they both use the unit cell representation. A λ/2 size unit cell

was designed, emulating a planar infinite array approach using Floquet ports and

master/slave boundaries. The SIMC is designed on a 3D structure with a Rogers

4350B dielectric, chosen because of its low cost and low loss. The thickness of
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(a) Unit Cell With Patch (b) Unit Cell With Port

Figure 2.8: The microstrip patch antenna of the bottom layer of the unit cell (a) is
replaced by a port (b).

the Rogers 4350B dielectric is 30 mils and it operates at 2.75 GHz. The full struc-

ture (Figure 2.8) uses three layers; the top layer has the SIMC, the middle layer

is composed of a ground plane, and the bottom layer is composed of the radiating

element, initially a patch antenna. However, as explained in a previous section,

the patch antenna is replaced with a port to simulate the performance of the spatial

interference mitigation network independently of the performance of the antenna.

These changes are shown in Figure 2.8. The mathematical and simulated results can

now be compared, as shown in Figure 2.2, where a close agreement is seen between

both models (black trace). This figure shows an achievement of nulls that provide

up to 25 dB of mitigation for the simulated results. The mathematical model allows

the extraction of optimal attenuation values because it takes into account the loss of

the traces, as well as slight imbalances in a real quadrature hybrid. Optimal attenu-

ation values translate into a deeper null. Due to these imperfections, the attenuation

that gave the best performance was found to be S12a = 2.81 dB instead of the 3 dB

of that derived in the ideal case.

The mathematical model accurately predicts the deepness of the null and its

placement in the spatial domain, especially when real values of loss and quadrature

hybrid imbalances are taken into account. Despite the fact that the mathematical

30



Figure 2.9: Comparison between a patch antenna without the SIMC for the math-
ematical model of the unit cell, HFSS unit cell and HFSS results for a linear array
showing the worst, average, and best performing element of an array with the null
scanned to broadside.

model is accurate in a infinite array environment, it is inaccurate predicting the

performance of the first elements of the array as seen in Figure 2.9. This reflects the

performance of the worst, average, and best finite array responses of a simulated 1x8

array in comparison to the spatial response of the infinite array. The first element of

the array will have the worst performance because it does not have the cancelling

signal provided by the adjacent element.

The worst performing element will always be the first element of the array be-

cause it has no signal from the adjacent element to provide destructive interference

for the null or constructive interference for the desired scan angles. After the first el-

ement, the cancelling signal starts to increase in amplitude as it progresses through

the elements of the array until it approximates the amplitude of the infinite array

response. After taking multiple measurements, the 4th or 5th element will show a
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spatial response that approximates to the infinite array response. To see the true per-

formance of the SIMC, a more detailed analysis is needed that requires analyzing

the embedded element patterns for different angles and comparing the simulated

results with measured results in order to determine how much mitigation can be

achieved before the interferer enters the receiver chain.

This chapter shows a full theoretical analysis for the SIMC when placed in an

infinite array and proves that a steerable null can be placed before the RF front-

end. This analysis includes predicting the null depth and placement as well as the

IL for the pass angle. This chapter also focuses on optimizing the spatial response

by changing the power split of the quadrature hybrid. The next chapter focuses

on designing and prototyping a finite linear array of 8 elements for measuring the

performance of the SIMC on a real array.
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3 SIMC Applied to a 1x8 array

The mathematical model is derived for a unit cell representing an infinite array ap-

proach, and when compared to simulated results, close agreement is shown. How-

ever, a finite array is needed to prove that this structure works in a real environment

where measurements are taken and compared to simulated results. Since the math-

ematical model and the simulated model closely agree for the infinite array case,

a close agreement between measurements and simulated results, for a finite array

case, would further validate the mathematical model. With the use of HFSS, the

authors concluded that a 1x8 array would be an excellent size array to show the ef-

fects of the SIMC, due to low computational resources, while still being big enough

for the spatial response to converge towards the results found for the infinite array.

Such results enable the comparison between mathematical and simulated results

with measurements. The infinite array response is of interest because it serves as

the reference of the null’s magnitude. The 1x8 array was designed using a full wave

electromagnetic solver (HFSS) where the SIMC is on one layer, the antenna at an-

other layer and a ground plane separating those two layers. The dielectric used for

the radiating layer is a 125−mil thick Duroid 5880.

Two types of SIMC structures were simulated, fabricated and measured. The

first type of SIMC being the ideal case where an equal split quadrature hybrid is

used. In that case, the resulting IL needed of the S12a is 3 dB. Coaxial cables and

female-to-male connectors were used to provide null steering. The coaxial cable

interconnecting the elements had a measured IL of about 0.8 dB, therefore, a 2 dB

attenuator was used (adding to a total value of 2.8 dB, approximately the same as

the optimized solution shown in Figure. 2.2). The phase shifting for θ2 was created

by using a coaxial cable and a female-to-male adapter, which add an extra 70◦ of

delay each at 2.75 GHz, replicating a tunable electrical length. Those extra delays
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(a) SIMC layer

(b) Radiating Layer
(c) Unequal Split Quadra-
ture Hybrid

Figure 3.1: An illustration of a 1x8 array of patch antennas with (a) SIMC layer
interconnecting elements and also probe feeds directly into (b) each patch antenna.
(c) unequal quadrature hybrid design.

will change the phase of the cancelling signal feeding into the adjacent element and

changes the location of the nulls. Two different null placements where obtained

using: none and 1 female-to-male connectors. Knowing the total delay of the line

θ2, the nulls were predicted to occur at 0◦ and −20◦ according to the mathematical

model (15).

The second SIMC was designed to accommodate an electronically steerable

null was implemented with phase shifters. Those phase shifters boards were pre-

programmed and readily available to the authors of this research. The drawback

was that the IL of those phase shifters oscillated between 7.2 and 7.7 dB as a func-

tion of angle. That meant that an unequal split quadrature hybrid was designed and

fabricated as shown in Figure. 3.1. The unequal power split was designed con-
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(a) null placed at 0◦ (b) null placed at −20◦

Figure 3.2: Measured vs simulated embedded element pattern for the equal split
quadrature hybrid case two different null placements.

sequently with the results obtained from (15) to compensate for the high IL. The

consequence was an increase of the overall IL of the system; however, it served as a

proof of concept for electronic null steering. In order to achieve the unequal power

split, the impedances of the line had to change to Z1 = 18.79Ω and Z2 = 20.28Ω

(Figure. 3.1c).

3.1 1x8 Embedded Element Pattern Measurements

The SIMC spatial performance using the equal split quadrature hybrid is shown in

Figure. 3.2 and illustrates measured vs simulated embedded element patterns for

the 1,3,5 and 7th element of the 1x8 array with nulls at 0◦ and −20◦. As previously

discussed, the first element has bad performance, but the other elements have an IL

of less than 2 dB (considering that the roll-off of the antenna pattern is embedded

in the result too). Nulls of 15 dB are usually achieved after the 4th element.

Similar results are shown in Figure. 3.6 where, as expected, a higher IL due to

the unequal power splits is reflected on the embedded element patterns. At best, an

IL of 5 dB is achieved; however, deep nulls of more than 15 dB were measured. In

this particular case, the 7th element was performing better than the 8th, possibly do
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(a) null placed at 0◦ (b) null placed at 20◦

Figure 3.3: Measured vs simulated embedded element pattern for the unequal split
quadrature hybrid case (with phase shifters) two different null placements.

to the errors provided by the discrete values of the digital phase shifter. For both

cases, the equal split and phase shifter case, the performance of the SIMC decayes

as the nulling is placed away from broadside.

To fully measure the IL and spatial mitigation provided by SIMC, analog beam-

forming (ABF) was done for both cases again, with the nulls placed at broadside and

away from broadside to calculate the IL and the effective spatial mitigation. These

measurements were compared to measurements done with just the array, without

the structure. The measured IL of the equal split power divider was 1.16 dB, and

a spatial mitigation of 13.88 dB, therefore having an effective mitigation of 12.72

dB at the array level, that is including the first element. For the case where phase

shifters were used, an IL of 5.34 dB was measured with a spatial mitigation at

broadside of 20.64 dB resulting in an effective mitigation of 15.3 dB.

After the nulls in the embedded element pattern were well determined, allowing

to spatially mitigate an interferer by providing a notch in the desired direction a new

case ’real scenario’ demonstration is explained in the next section where an inter-

ferer is mitigated before it enters the receiver and preventing it from compressing

the first component of the receiver.
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Figure 3.4: Measured ABF at broadside to determine IL and SIMC performance at
array level.

3.2 1x8 Array System Level Demonstration

The goal is to reduce the necessary dynamic range of the components in the receiver

chain by mitigating potential strong interferers at the RF frontend. After verifying,

using an anechoic chamber, that each embedded element pattern is able to steer a

null towards the interferer with depths of more than 15 dB for different angles, a

real case scenario was presented. An interferer blinds with an incoming angle of

−20◦ blinds the desired signal at broadside by driving the LNA into compression.

The array was situated as shown in Figure. 3.5, where there was a desired

5MSPS QPSK signal at broadside in the presence of a stronger CW interferer. The

interfering signal was strong enough to compress an off-the-shelf LNA connected

to the final element as shown in the top left plot. This resulted in an intermodulation
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Figure 3.5: (Left) Setup for system-level demonstration of array-level interference
rejection; (top right pair) resulting spectra and constellation diagram for a single
element, as would be relevant for a digital array, clearly showing effects of IMD and
compression; (bottom right pair) corresponding results for an ABF array steered to
broadside, with an interferer on top of the signal, showing depth of array-level notch
just prior to compression.

distorsion (IMD) and loss in SNR. After steering the null, the interferer was miti-

gated more than 10 dB. The real mitigation is higher because the IL of the SIMC at

20◦ and going from compression to the LNA’s linear region is included in those 10

dB. Therefore, it can be concluded that the total mitigation is similar to the values

obtained when measuring the embedded element patterns.

To investigate the null depth at the array level, the same experiment was repeated

but now all elements were power combined, effectively beamforming at broadside

towards the signal of interest. The interferer is now leaking through the first side-

lobe (at −20◦) and clearly preventing the receiver to demodulate. After steering

the null towards the interferer, more than 20 dB of mitigation was achieved and the
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(a) null cuts the whole plane (b) null

Figure 3.6: An illustration (a) on how the current circuitry performs for all θ, φ
angles and (b) an illustration of the desired spatial response for the same angles.

signal was successfully demodulated.

These results prove that the SIMC works in a real case scenario when the in-

terferer is successfully mitigated. However, there are two basic things that need to

be addressed here. One is that the analysis up until this point is done in just one

plane where the incoming angle was a function of θ. Figure. 3.6a shows the mea-

sured nulled embedded element pattern in φ, θ, and as shown in the picture, a null

is created for φ = 10◦. With the current circuitry, all angles for θ are nulled when

φ = 10◦, depending on how the array is positioned. The power of the signal for

all angles on the nulled plane is reduced, mitigating the interferer, but also other

possible targets, therefore reducing the sensitivity of the receiver for that angle.

Since interferers are usually a point in space, a pinpoint null is the most desirable

spatial response to maximize the interferer-free scanning volume. An example of a

pin-point null is illustrated in Figure. 3.6b where it is placed for (θ, φ) = (10, 10).

Chapter 4 solves this problem by creating a cancelling signal that is a function of

two-dimensions and thus requires a planar array.

Another way to improve the interferer-free scanning volume is to decrease the

size of the null. As shown in this chapter, the IL is less than 1 dB for the equal
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Figure 3.7: An illustration of SIMC’s efficiency when changing the power flow of
the quadrature hybrid, where the solid line shows the spatial response for an equal
power distribution and the dashed lines it for an unequal split where more power in
the same branch.

split quadrature hybrid case for most angles outside of the null. However, in order

to reduce the noise floor and increase receiver sensitivity, it would be desirable to

reduce the IL even further. In this chapter it is shown that phase shifters with 7

dB of IL are not a good option to create steerable nulls. In general, phase shifters

have high IL and are costly. The goal in Chapter 5 is to show ways to address

all negative factors that arise when the phase shifter is substituted with a tunable

filter. To show the resulting improvements, the optimized SIMC is implemented in

a linear 10 element array.
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4 Two Dimensional SIMC for Planar Arrays

In previous chapters a circuitry capable of creating a null in one dimension is

demonstrated (defined as θ), but when the embedded element pattern is viewed

in 3D (θ, φ), the null cuts the entire plane. The technique of placing a null to pro-

vide a cut in the entire angular plane (θ or φ) before the RF front-end is usually not

desired, because in the same plane, all information in addition to the interferer, is

mitigated. In such a case, if there is an SoI in the plane, it will be mitigated and can

possibly fall under the noise floor if the signal is weak enough. In order to maxi-

mize the effective scanning volume, a pinpoint null, also called a two-dimensional

null, is desired. The goal is to locate a two-dimensional null in the spatial response

before the signal enters the receiver. For illustration purposes, a null is placed at

approximately (θ, φ) = (45, 30) in Figure 4.1.

(a) 2D view of the nulled embedded element
pattern

(b) 3D view of the nulled embedded ele-
ment pattern

Figure 4.1: Illustration of the spatial response of the normalized gain of the embed-
ded element pattern when viewed in (a) 2D and (b) when viewed in 3D.

The author would like to clarify that in previous chapters, θ was defined as the

angle of incidence of the plane wave and φ was defined as the progressive phase

shift, a notation commonly used for linear arrays. However, in this chapter, θ and

φ are defined as elevation and azimuth angle respectively. The progressive phase
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shift in the X dimension is defined as α and as β for the Y dimension, as shown in

Figure 4.2.

The theory in previous chapters was based upon using one adjacent element to

feed the cancelling signal into the next cell, thus providing a null in one direction.

For pinpoint nulling the destructive interference introduced needs to have the phase

information for the vertical and horizontal phase shifts. To obtain the required

phase shift, a cancelling signal that is a combination of the elements from the same

row and same column as the element that has a null in the embedded element pat-

tern. must be fed to the 2D spatial interference mitigation circuitry (2DSIMC). This

schematic is shown in Figure 4.3

Figure 4.2: An illustration of an equivalent unit cell on the right that was extracted
from the ’large’ array on the left.

As shown in Figure 4.3, the new circuitry combines the progressive phase shifts

coming from adjacent elements in both the vertical and horizontal directions. These

signals with the progressive phase shifts added are fed into a power combiner that

results in a summed signal possessing two phase shifts, one for each dimension.

This signal is then fed into the quadrature hybrid to provide the destructive inter-

ference needed to create a null in the desired direction. This technique is aimed to
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Figure 4.3: A circuit schematic of the 2DSIMC layer.

be used in large arrays, therefore the infinite array approach is used to model this

circuitry and Floquet theory and its boundary conditions are applied in the same

way as in previous chapters. Floquet theory assumes that there are infinite radiating

elements that each have the same properties, therefore the modelling can be sim-

plified by analyzing a single element placed in an infinite array called a unit cell.

This theory assumes that all embedded element patterns are the same and the edge

effects are neglected, thus allowing a simplified mathematical model. The mutual

coupling for infinite arrays is embedded as the active reflection coefficient and is

equal for each element. Each boundary is defined with a progressive phase shift.

The progressive phase shifts are defined in two dimensions, α for the vertical di-

mension or Y axis, and β for the horizontal dimension. It might seem obvious, but

it is still worth mentioning that the β from Figure 4.2 and Figure 4.3 are mirrored.

This mirroring occurs because the 2DSIMC is placed in the back of the array, but

when both sides are visualized from the top, one appears flipped from the other in

the Y axis.
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Figure 4.4: The equivalent layout of the circuit schematic unit cell represented in
Figure 4.3.

4.1 2DSIMC Mathematical Modelling for a Unit Cell

The goal for obtaining a 2D null is to derive an expression that quantifies the volt-

age going into the receiver for a certain scan angle V −
1 (θ, φ), and to explore the

possibility for V −
1 to be a function of other tunable components. S-parameters are

used for the analytical modelling. The scattering matrix for the quadrature hybrid

is the same as the one used in chapter 2 where
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∣∣∣Squadrature hybrid∣∣∣ =
1√
2

∣∣∣∣∣∣∣∣∣∣∣∣∣

0 −j −1 0

−j 0 0 −1

−1 0 0 −j

0 −1 −j 0

∣∣∣∣∣∣∣∣∣∣∣∣∣
(28)

The two Wilkinson power dividers shown in Figure 4.3 are identical and defined as

∣∣∣Squadrature hybrid∣∣∣ =
1√
(2)

∣∣∣∣∣∣∣∣∣
0 −j −j

−j 0 0

−j 0 0

∣∣∣∣∣∣∣∣∣ (29)

Since there are two signals that must be combined two-port networks are needed,

one between nodes 11 and 12, and the other between nodes 13 and 14. The two-port

networks will manipulate the cancelling signal in amplitude and phase to provide

the null for the desired angle. Their expression is

∣∣∣P1112

∣∣∣ =

∣∣∣∣∣∣S1111 S1112

S1211 S1212

∣∣∣∣∣∣ (30)

∣∣∣P1314

∣∣∣ =

∣∣∣∣∣∣S1313 S1314

S1413 S1414

∣∣∣∣∣∣ (31)

It is assumed that the two-port networks are perfectly matched and there will not be

any reflections, thus: S1111 = S1212 = S1313 = S1414 = 0. The voltage going into

the receiver (V −
1 ) is found in one of the equations defining the quadrature hybrid

(28):

V −
1 = V +

2 S12 + V +
3 S13 (32)

Where V +
3 equals to the voltage going out of the Wilkinson power divider V −

8 with
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a delay due to L4

V +
3 = V −

8 e
−jL4 (33)

From (29)

V −
8 = V +

9 S89 + V +
10S810 (34)

When combining (34) with (33), and the result of that combination is put in (32),

the following expression is obtained

V −
1 = v+2 S12 + (s89 + V +

9 S810V
+
10)e−jL4S13 (35)

That leaves the expression as a function of V +
9 and V10+, which are the inputs from

the adjacent elements that combine inside the power divider. The signal that goes

into the power divider is the same one that leaves port 14, therefore:

V +
9 = v−14e

−jL5 = S1413V
+
13e

−jL5 (36)

V +
13 contains the signal fed from the output of the power divider of the adjacent top

element. Since the unit cell is analyzed and all the infinite elements are supposed to

have the same properties, Floquet theory determines that the signal is the same as it

would be from its own cell except for an added progressive phase shift. In addition

to the phase shift, there is a delay created due to L3, resulting in

V +
9 = S1413V

−
7 e

−jαe−jL3e−jL5 (37)

From the S-parameter matrix off the Wilkinson power divider (29) it is known that
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V −
7 = S75V

+
5 (38)

where V +
5 is fed by the output of port 4 of the quadrature hybrid V −

4 and has an

extra added delay due to L1, resulting in

V −
4 = V +

2 S42 + v+3 S43 (39)

When combining (38) with (33) in (39) and the delay L1, the following expression

is obtained

V +
9 = S1413(V

+
2 S42 + V −

8 e
−jL4S43)e

−jL1S75e
−jαe−jL3e−jL5 (40)

where V −
8 is the output voltage of the power divider combining signals from port 9

and port 10 as shown in (34). This leads to:

V +
9 = S1413(V

+
2 S42 + (S89V

+
9 S810V

+
10)e−jL4S43)e

−jL1S75e
−jαe−jL3e−jL5 (41)

where V +
2 = 1. This assumption can be made because in a large array, each cell has

the same excitation in magnitude for each angle, and for simplicity it is normalized

to 1. Equation (41) can be reorganized as:

V +
9 =

A+ CV +
10

1−B
(42)

where

A = S1413S42S75e
−j(L1+L3+L5)e−jα (43)
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B = S1413S89S43S75e
−j(L1+L3+L5)e−jL4e−jα (44)

C = S1413S810S43S75e
−j(L1+L3+L5)e−jL4e−jα (45)

From (42) it can be seen that V +
9 , is dependent on V +

10 , and models the signal

that links the vertical dimensions. V +
10 will provide the solution to the modelling of

the signal for its horizontal dimensions. The derivation of V +
10 is similar to the one

followed to obtain V +
9 , so the derivation here is going to be covered with less detail.

V +
10 can be defined as

V +
10 = V −

12e
−jL6 (46)

It is known from (7) that

V −
12 = S1211V

+
11 (47)

when using the Floquet boundary V +
11 equals to

V +
11 = V −

6 e
−jL2e−jβ (48)

From the S-parameter matrix of the Wilkison power divider (29) it is found that

V −
6 = v+5 S75 (49)

Assuming that V +
2 = 1 V (for the same reason as previously explained) when

combining (49), (48), (47) and (46) the resulting expression can be extracted

V +
10 =

X + Y V +
9

1− Z
(50)
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where

X = S1211S42S65e
−j(L1+L2+L6e−jβ (51)

Y = S1211S89S43S65e
−j(L1+L2+L6e−jβe−jL4 (52)

Z = S1211S810S43S65e
−j(L1+L2+L6e−jβe−jL4 (53)

V +
9 from (42) and V +

10 from (50) are a function of each other and can be solved as

two equations and two unknowns resulting in

V +
9 =

A− AZ + CX

1− Z −B + ZB − CY
(54)

V +
10 =

X −BX + Y A

1− Z −B + ZB − CY
(55)

Referring back to (35), which is the formula describing the voltage going into the

receiver, the variables V +
9 and V +

10 initially were defined as two unknowns. Those

unknowns are now substituted with (54) and (55) resulting in the following rather

complex expression

V −
1 = S12 +

[
S89

A− AZ + CX

1− Z −B + ZB − CY
+

+S810
X −BX + Y A

1− Z −B + ZB − CY

]
e−jL4S13

(56)

This mathematical expression is derived to maintain its general form so that it al-

lows for the use of any type of quadrature hybrid and power dividers. Finding a
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closed-form expression for S1312 and S1413 is cumbersome. Instead, the procedure

that this work uses is based on a numerical approach to find the parameters needed

to obtain the null at a specified scan angle. Everything except S1211 and S1413 must

be defined, including parameters such as the lengths of lines, the S-parameters of

the quadrature hybrid and power dividers, and the location of the null defined by

(θ,φ). The angles (θ,φ) can be translated into progressive phase shifts as shown in

β = kd cos(φ)sin(θ) (57)

α = kd sin(φ)sin(θ) (58)

When the distance between elements is λ/2, as it is in this research, the preceding

expressions can be reduced to

β = π cos(φ)sin(θ) (59)

and

α = π sin(φ)sin(θ) (60)

Once the correct progressive phase shift between elements is set, the only vari-

ables left to determine are S1211 and S1413. In this research the correct gains and

phase shifts are determined numerically by trying all possible combinations of S1211

and S1413 to obtain the pair that makes V +
1 = 0 for a specific scan angle. The equa-

tion used for the IL of the two-port network is the same as the one found in chapter

2. For an equal split power divider, the IL of S1211 and S1413 needs to be 3 dB. Once

the magnitude is set, the phase needs to be determined. The added phase delay to

provide cancellation has to be in the range of 0 and 2π. S1211 and S1413 can be
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visually determined by looking where the V −
1 approximates to zero. The best way

to show this concept is to illustrate it with an example. Assuming that some random

lengths have been used for (L1, ..., L6) and ideal S-parameters of a power divider

and quadrature hybrid are used, (28), (29) the following 3D plot can be obtained

when a null is needed at a random angle, for example, (θ, φ) = (23, 32).

Figure 4.5: Illustration of an example of how the phase of S1211 and S1413 is found
numerically.

From Figure 4.5 it can be seen that the phase that makes the V −
1 approximate to

zero occurs when S1211 has a phase delay of 4.1 rad and S1413 of 5.75 rad.

Figure 4.6 shows the spatial response of the signal going into the RF front end

(V −
1 ) after finding the lengths of line that define the phase shift from both two-port

networks in Figure 4.5. Since it is an ideal mathematical model, the null would be

“infinitely” deep in the dB scale and finite when real components are used.

The mathematical model of the signal going into the receiver is now defined.

It is demonstrated that the 2D null can be steered by simply changing two phases.

Comparing the results of this section to HFSS would further validate the spatial

response obtained with the mathematical model.
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Figure 4.6: Illustration of the spatial response of the 2DSIMC when the null is
placed at (θ, φ) = (23, 32).

4.2 Unit Cell Design and Layout

The preceding analytical model derived for the 2DSIMC delivers promising results

that demonstrate, in theory, that it is possible to have a pinpoint null for a certain

angle that can be introduced before the RF front-end that results in maximizing the

interferer-free scanning volume. In order to confirm the results of the analytical

model, simulations are needed to make sure the 2DSIMC structure behaves the

same way as the mathematical model predicts.

Figure 4.7: Illustration of all layers of the 3D structure: the 2DSIMC, the ground
plane with the slot, and the patch antenna.
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The radiating element used is an aperture coupled antenna that is re-optimized

for a center frequency of 5.5 GHz and built on a 50 mil thick Rogers 5880 LZ

substrate. The reason for using this type of patch antenna is because it is easier to

fabricate and integrate into the proposed structure, and can be built in-house with-

out having to use multi-layer technology. Figure 4.8 shows how the 2DSIMC and

the antenna layer are connected with a slot in the ground-plane that enables trans-

mission between the the top layer and the patch antenna. As previously mentioned,

Rogers 5880 LZ is the dielectric used for the radiating layer because it offers a low

dielectric constant and increases the bandwidth of the system. The importance of

increasing the bandwidth is to eliminate possible errors translated into the spatial

response due to a narrow-band frequency response. The ground plane with the slot

is on the bottom layer of the 2DSIMC, but that same ground-plane is shared with

the antenna layer. The ground plane is sandwiched between the 2DSIMC and the

antenna, and nylon screws are used to provide the structural support. The dielectric

substrate used for the 2DSIMC is a Rogers 4350B with a 10 mil thickness. This

substrate was chosen because it has low loss and high commercial availability. The

10 mil thickness was used to optimize space and allow for thinner transmission lines

while still being structurally durable.

The equivalent layout of the circuit schematic from Figure 4.3 is shown in Fig-

ure 4.4. Fitting all the components needed on the 2DSIMC layer can be a challenge

because the unit cell needs the input to the receiver (an SMA connector for this

case), the antenna feed, a quadrature hybrid, and two Wilkinson power dividers.

All the RF components need to fit into a λ/2 sized square. As mentioned before,

to steer the null in the desired direction, S1112 and S1314 need to be specifically

set. In previous chapters it was proven that a tunable circuit such as a phase shifter

is able to successfully manipulate the null placement. Based on the knowledge
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that the null can be electronically steered while simultaneously increasing the cir-

cuit complexity in the 2DSIMC, the authors use variable length transmission lines

to change S1211 and S1413. |S1211| and |S1413| are fixed using a 3 dB attenuator

(YAT-3+).

The design also needs to take into account that S1112 and S1314 need to be able

to sweep for the full 360◦ of phase shift and locate the null at any desired angle. The

equivalent |S1112| and |S1314| are defined by an attenuation of 3 dB and a phase of

the delay provided by the equivalent length of the lines. When designing the final

layout of the board it was observed that instead of two attenuators, only one was

needed if it was strategically placed as shown in Figure 4.8. This improvement

supposes a reduction in cost and soldering time.

Figure 4.8: The unit cell final layout.

The L1, ..., L6 that form expression (56) are shown in Figure 4.8 and they in-

clude all the lengths of lines with exception of those used in the passive components
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themselves: the two power dividers, the folded quadrature hybrid, and the attenu-

ator (in the black circle). The length of lines in Figure 4.8, those that are marked

inside of the red rectangle, are not included since those must be variable to facilitate

the null placement and provide the phase shift calculated for S1112 and S1314. The

equivalent lengths are converted into electrical lengths by using

Ln(rad) = 2πLn/λeff (61)

where

λeff =
c

fop
√
εr

(62)

The next objective was to find an attenuator that was as close as possible to 3

dB IL at the operating frequency and possessed a small footprint. The attenuator

chosen was a Minicircuits YAT-3+ which has 3.2 dB IL at 5.5 GHz and a total

surface area of just 2 x 2 mm (Figure 4.9a).

Figure 4.9: An illustration of (a) the attenuator used for 2DSIMC (b) HFSS equiva-
lent lumped element T-network and (c) the S-parameters of the data sheet compared
to the simulated lumped element T-network designed for this research.
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The S-parameters provided in the data sheet of the YAT are shown with solid

lines in Figure 4.9c. Since HFSS is a numerical 3D solver, it does not allow for in-

cluding objects that are defined with S-parameters. HFSS can interconnect objects

using Ansoft Designer that is provided in the ANSYS software package. However,

instead of complicating the 3D computer simulation model, it was decided that it

was better to use an equivalent lumped network that would provide the same IL

and phase shift in the transmission line as is used in YAT-3+. A T-network was

designed and simulated in HFSS as illustrated in Figure 4.9b. The S-parameters of

the T-network and the YAT-3+ are compared in Figure 4.9. The results show that

the T-network IL matches very closely, but the phase difference is 1.1◦ at 5.5 GHz.

Finally the values used are L11 = L12 = 0.2743 nH, R11 = R12 = 8.893Ω. The

RC has a resistance of 152.66Ω and a capacitance of 0.23 pF in parallel.

For the power combiner, an “almost” equal split Wilkinson power divider was

designed, with a reasonable > 20 dB isolation between ports 2 and 3, as shown

in Figure 4.11b. The slight imbalance of the power split perfectly accommodates

the higher IL of the YAT-3+. All ports have good impedance matching with 20 dB

reflections or better.

(a) S-parameters of the power divider
(b) S-parameters of the quadrature hybrid

Figure 4.10: HFSS results of the designs of (a) power divider and (b) quadrature
hybrid that are later used for the mathematical model and final fabrication layout.
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(a) S-parameters of the power divider

(b) S-parameters of the Quadrature Hybrid

Figure 4.11: HFSS results of the designs of (a) Power divider and (b) Quadrature
Hybrid that are later used for the mathematical model and final fabrication layout.

From chapter 2 it is known that the power split of the quadrature hybrid has to

be equal to the IL. The same condition applies to the 2DSIMC, therefore the split

of the quadrature hybrid was optimized to be 3.2 dB for ports 1 to 2 which slightly

increased the overall IL, as shown in Figure 4.10b. This phenomenon was already

studied in chapter 2.

4.3 Mathematical Modelling vs Simulated Results

The ability to create pinpoint nulls in the embedded element pattern was proven

theoretically in the previous section. The closed-form expression describing the

behaviour of the circuitry was derived and a random null was placed to prove the

concept. The next step was to model the circuit in HFSS using Floquet ports to

create a unit cell environment and validate it with simulations of the 2D nulling for

three scan angles.

Components like the quadrature hybrid, described by (28), and the Wilkinson

power divider, described by (29), are modelled using ideal S-parameters but do not

reflect the behavior of real components. In order to get a more accurate prediction

of the null placement in the mathematical model, simulated non-ideal components,
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shown in Figure 4.10a and Figure 4.11a are imported directly from HFSS using S-

parameters. Those S-parameters are then incorporated directly into the mathemati-

cal model. Since it was proven that a null can be steered using conventional phase

shifters, varying lengths of line were used in the 2DSIMC to steer the null. This

means that in order to demonstrate each null, an entire board containing the SIMC

layer needs to be fabricated and tested. Therefore, three angles of null placements

are selected strategically to prove the 2DSIMC concept and show the ability to steer

the null in any direction. The first null is going to be placed directly at broadside

(θ1, φ1) = (0, 0). Another null is located at (θ2, φ2) = (30, 0) to show that a 2D null

can be steered in only one dimension. The third null is located away from broad-

side in both θ and φ angles for (θ3, φ3) = (−45, 45). The spatial responses of the

mathematical model for those angles are shown in Figure 4.12, where the antenna

is substituted by a port to de-embed the 2DSIMC from the antenna and obtain iso-

lated performance. The left column of Figure 4.12 represents the spatial response

of the math model for previously mentioned null placements. The right column is

the spatial response of the HFSS model of the same null placements as are shown

in the left column. It can be observed that, in general, the IL is very similar in both

columns, but the depth of the null is less in the HFSS simulated model.

Nulls of more than 25 dB are achieved when the S-parameters of the simulated

passive components are fed into the mathematical model. The nulls are 5 dB deeper

than the ones obtained with HFSS. The IL is 0.8 dB for the most optimal angle in

HFSS and closely matches the mathematical model. A better comparison can be

made when the mathematical and simulated results are plotted in the same figure.

Cuts of the main angles of interest were extracted with the goal of showing the null

for both dimensions. If the previous cuts do not show the minimum IL, another

trace is added for it (Figure 4.13).
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(a) MATH, null: (θ1, φ1) = (0, 0) (b) HFSS, null: (θ1, φ1) = (0, 0)

(c) MATH, null:(θ2, φ2) = (30, 0) (d) HFSS, null:(θ1, φ1) = (30, 0)

(e) MATH, null:(θ3, φ3) = (−45, 45) (f) HFSS, null:(θ1, φ1) = (−45, 45)

Figure 4.12: Results showing the spatial response of the signal going into the re-
ceiver (V −

1 ) when using the 2DSIMC analytically (left column) and the simulated
cases (right column).

It is important to note that the results plotted in Figure 4.12 show the perfor-

mance of the 2DSIMC without the antenna. The IL for a certain angle varies de-

pending on the null placement, and sometimes the angle of the least amount of IL
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(a) Null at (θ1, φ1) = (0, 0) (b) Null at (θ1, φ1) = (0, 0)

(c) Null at (θ2, φ2) = (30, 0)

Figure 4.13: Results showing the spatial response of the signal going into the re-
ceiver (V −

1 ) when using the 2DSIMC when port 2 in (a) is excited. Three different
null placements are shown, one for (b) the null at (θ1, φ1) = (0, 0), (c) the null at
(θ2, φ2) = (30, 0), (d) and the null at (θ3, φ3) = (−45, 45).

is “far” away from broadside. An example that illustrates this case is when the null

is placed at (θ2, φ2) = (30, 0) in Figure 4.13b, where the least amount of IL is at

60◦ away from broadside. That will not be the case when the 2DSIMC is connected

to the antenna array because the gain of the antenna itself and the active reflection

coefficient diminishes when scanning away from broadside. In the next section the

overall performance of the 2DSIMC plus the antenna will be measured and com-

pared to the simulated results of HFSS. The simulated results obtained with the

2DSIMC will be concatenated with the simulations of a naked patch antenna when

placed in a unit cell.
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4.4 7x7 Finite Array: Measured Results versus Simulated

An infinite array environment is convenient to calculate, simulate, and obtain close

approximations of the antenna behavior when it is placed in a finite large array. In

order to obtain measured results, a finite array needs to be fabricated. The con-

straints of the design were limited to allow for in-house fabrication that used stan-

dard sample board sizes of 12”x9” manufactured by Rogers. Simultaneously, the

unit-cell needs to be big enough to hand-solder the components while still popu-

lated with enough elements so that the center one behaves similarly to an element

placed in an infinite array. After combining previous constraints, it was determined

that the array dimensions had to be 7x7 and operate at 5.5 GHz with a λ/2 element

spacing (∼ 27mm). The center element of the array is located at (4,4) in Figure

4.2. That element is far away enough from the edges to avoid edge-effects of the

array while at the same time being surrounded with the same amount of elements

in all directions.

In the previous section it was shown that simulated results match closely with

the analytical model. The unit cell was then duplicated 7 times in both dimensions

in order to populate a full 7x7 array. The edge elements, the ones that do not

adjacent elements, are terminated with 50 loads to absorb all the possible reflections

from the signals that flow through the 2DSIMC circuitry.

In order to measure and compare the results with the those obtained in the pre-

vious section, 3 boards were fabricated, each containing one null. Those nulls are

placed at (θ1, φ1) = (0, 0), (θ2, φ2) = (30, 0) and at (θ3, φ3) = (−45, 45) degrees

as shown in Figure 4.14, which contain the same null placements as the ones sim-

ulated in the previous section. The board that contains the null placed at (0, 0) is

fabricated in-house. A photolithography process was used to edge several redun-

dant boards, but resulted in uneven edging for some elements. After measuring the
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in-house board with the least fabrication errors for the null placed at (0, 0), results

were promising, so two additional boards designed for different null-placements

were outsourced to improve fabrication consistency.

Figure 4.14: Depiction of three boards and how they are mounted on the antenna
array.

A fourth board with only the feeding network and antenna was fabricated. This

board acts as a reference to measure the IL of the 2DSIMC. The next figures will

show the measured results of the system by displaying the critical embedded ele-

ment patterns. All of the element patterns were measured in the anechoic chamber,

as shown in Fig 4.15. The results show the embedded pattern of the center element

of the array.

Both Figure 4.16a and Figure 4.16b show a very deep, sharp measured null with

respect to the simulated one. In general, the board was slightly over-edged causing

a reduction in the width of the lines. The slight reduction in width will not have

much of an impact on the 50Ω transmission lines that interconnect components,
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Figure 4.15: An illustration of the antenna array in the anechoic chamber.

but it will change the power splitting of the carefully fine-tuned unequal quadrature

hybrid. For this board the line reduction worked to its advantage by creating finer

and deeper nulls than were obtained using the other two boards.

When comparing the other HFSS results (right column) and measured results

(left column) from the center element in Figure 4.16, it can be seen that the shape

of the patterns do match in magnitude but the angles are off by ±5◦. In theory

the center element is the one that most closely approximates the large array envi-

ronment. However, the elements that provide the cancelling signal are not in the

center element, and therefore provide this unit-cell versus finite array measurement

miss-match. Thus, there is a chance that other array elements may perform more

similarly to the infinite array environment when situated a little deeper into the ar-

ray (positions > 4). There might also be a chance that fabrication imperfections

can have an influence on the null placement. An example of this is that when there

is a difference of 0.15 mm in transmission line length, the null will be off by 1◦.

Extra soldering, blind ground soldering, and hand-precision placements might all

contribute to errors, especially when all elements are interconnected and there is no
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easy way to see which one is failing.

It is observed from Figure 4.13 that the overall loss of the 2DSIMC is greater

than that of the SIMC for linear arrays, making reduction of the IL of S12a even

more necessary. Figure 4.17 shows the great improvement of performance when

the IL of the two-port network is reduced from 3 dB to 1 dB.

The next chapter will focus on a practical implementation of the SIMC that

reduces the overall IL of the S12a and improves the noise figure for the pass angles,

as well as reducing the width of the nulls. The general two-port network is replaced

by a tunable filter. When changing the center frequency of a filter, the phase changes

for a particular frequency. This means that a tunable filter can act as a phase shifter.

Filters can have low IL, especially when high Q resonators are used. The next

chapter focuses on introducing a two-pole microstrip filter that is swapped for the

phase shifter. The resulting improvement is shown in simulations.
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(a) HFSS, null: (θ1, φ1) = (0, 0) (b) measured, null: (θ1, φ1) = (0, 0)

(c) HFSS, null:(θ2, φ2) = (30, 0) (d) measured, null:(θ1, φ1) = (30, 0)

(e) HFSS, null:(θ3, φ3) = (−45, 45) (f) measured, null:(θ1, φ1) = (−45, 45)

Figure 4.16: The spatial response of the 2DSIMC for the measured results (left
column) and simulated results (right column).
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(a) Performance of 2DSIMC for S12a = 3
dB

(b) Performance of 2DSIMC for S12a = 1
dB

Figure 4.17: Illustration of the spatial response of the 2DSIMC for (a) S12a = 3
dB and (b) S12a = 1 dB. A clear improvement can be seen when using a lower IL
two-port network.
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5 SIMC with Tunable Filters

After successfully placing spatial nulls for linear arrays and planar arrays in order to

mitigate spatial interferers, it was obvious that there was a need to increase the per-

formance of the SIMC. This proved especially true for the 2DSIMC when an equal

power split was used, as it produced multiple angles of (θ, φ) that were above 3 dB

of IL (Figure 4.17). A negative impact on the receiver system occurs when many

angles outside of the null have a high IL because they increase the overall noise

figure and decrease the sensitivity. As mentioned in previous chapters, a decrease

in the width of the null results in improved interferer-free scanning volume.

The closed-form expression derived for the SIMC and 2DSIMC states that the

phase of the two-port network has to change in order to steer the null. In chapter 2 a

phase shifter was used to change the phase and steer the null. The problem was that

the phase shifter had more than 7 dB of IL and increased the overall noise figure. It

proved to be very difficult to find a phase shifter with less than 3 dB of IL.

Chapter 1 mentioned that an advantage of fully digital arrays is that there is no

need for costly phase shifters. Therefore, using phase shifters for null steering is

generally in opposition to the trend of removing them from future digital arrays.

Optional structures that could overcome the drawbacks of phase shifters are tun-

able filters. Tunable filters with a high Q provide a very low IL. When the center

frequency of a tunable filter changes, the phase for a specific frequency at the pass

band changes as well, therefore resulting in a phase shift.

5.1 The Analysis of Ideal Filters and Their Effects on the SIMC

Besides IL, another parameter that defines the tunable filter is the total range in

terms of phase. Different ideal filter responses were analyzed. Microwave Office

(AWR) was used to generate filter configurations and determine the phase differ-
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ences for their tunable ranges. Each filter configuration was investigated by varying

the BW, IL, order, and the type of response (Chebyshev or Butterworth). The only

parameter that mattered for phase shifting purposes was the order of the filter. The

higher the order of the filter, the higher the group delay (because each pole adds

90◦ of delay). Figure 5.1a and Figure 5.1b show the typical magnitude response of

the filter for a 3rd and 5th order filter. A higher group delay translated into an in-

creased phase slope in the frequency response, as shown in Figure 5.1c and Figure

5.1d. That delay is directly related to a phase shift. Therefore, for an equal tuning

range in frequency, a higher order filter equates to a higher phase shifting range.

For example, if the system operates at 2.75 GHz, from Figure 5.1c and 5.1d it can

be seen that at 2.75 GHz, a higher variation in phase shift was achieved for the 5th

order filter. For a λ/2 element spacing the ∆phase only needs to range between

[0, 2π] to allow a full 180◦ null steering.

Figure 5.1e and Figure 5.1f illustrate the spatial response of the voltage going

into the receiver when the two-port network is a 3rd or 5th order filter. Since the

schematic is the same as the one in chapter 2, the same closed-form expression

derived in (15) is used to plot the spatial response of the different filter configura-

tions. As expected, the 5th order filter offers 180◦ null placement which is higher

than the 60◦ range offered by the 3rd order. The spatial response is obtained after

adding a 3 dB attenuator to the ideal filter and preserving the equal split quadrature

hybrid. This procedure was done because it was of interest only to observe the an-

gular range of the null placement and the frequency response for the ideal case. A

higher slope of the phase versus frequency implies that the change of phase shift

of the filter is more sensitive to frequency. Since there is an exact value needed for

locating a null in a certain angle, any change in phase will change the null place-

ment. This directly impacts the bandwidth of the null as shown in Figure 5.2 where
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(a) magnitude response 3rd order (b) magnitude response 5rd order

(c) phase response 3rd order (d) phase response 5th order

(e) SIMC spatial response 3rd order (f) SIMC spatial response 5th order

Figure 5.1: Results showing the magnitude, phase, and the SIMC response for the
3rd order filter (right column) and 5th order filter (left column).

the 5th order has a narrower null in the frequency domain than the 3rd order filter.

This means that there is a compromise between the range of the null placement and

the bandwidth of the filter. Another aspect that needs to be taken into account is
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that in a real situation, a 5th order filter will have a higher IL than a 3rd order filter.

Therefore, the order of the filter needs to be carefully selected when designing the

SIMC for a real system. The IL analysis is discussed in the next subsections.

(a) frequency response 3rd order

(b) frequency response 5rd order

Figure 5.2: The frequency response of the SIMC for the pass angle and stop angle
of (a) a 3rd order filter and (b) a 5th order filter.

The effective tuning range that can be used in the SIMC is limited by the band-

width of the passband of the filter. The cancelling signal needs to flow through
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the passband of the filter, otherwise all the power will be reflected back into the

receiver.

Thus far, this subsection has proven that an ideal filter can change the null place-

ment. The phase-slope determines the angular null placement range and the band-

width of the null. In order to prove the concept of using a tunable filter as a phase

shifter, the next subsection will discuss using a two-pole microstrip filter that was

designed and simulated in HFSS. Successful results in terms of IL and of null steer-

ing are shown when the filter is integrated in the SIMC.

5.2 Null Steering with Tunable Microstrip Filter

In the previous section it has been proven that a filter can theoretically replace

the phase shifter and change the null placement of the SIMC. A two-pole tunable

filter implementation would be enough to prove the concept of null steering while

simultaneously reducing the overall IL. The 3D model of the two-pole varactor

diode filter is shown below in Figure 5.3a. The filter is designed on a 30 mil Rogers

4350B substrate. A varactor diode is a component that changes its capacitance

when biased with different DC voltages. From transmission line theory, a change

of capacitance before a short circuit may be used to change the equivalent electric

length. By manipulating the electric length of a resonator, the resonant frequency

varies and so does the center frequency of the filter, resulting in a phase shift.

Figure 5.3b shows the resulting frequency response of the filter using three dif-

ferent varactor capacitance configurations (C). The filter response for a C = 0.975

pF (blue line) shows how the lower end of the pass band is at the operating fre-

quency of the SIMC, 2.75 GHz. The red line (C = 0.825 pF) shows how the higher

end of the pass band is at the SIMC’s operating frequency. These two responses

represent the tunable range of this particular filter when integrated into the SIMC.
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(a) 3D model (b) frequency response

Figure 5.3: A depiction of (a) the 3D model of the two-pole varactor tuned mi-
crostrip filter and (b) the frequency response of the filter from port 1 to 2. Solid
lines represent the magnitude and dashed lines represent the phase delay.

The black line is the filter’s frequency response when the varactor is tuned at 0.9

pF. At that configuration, the center of the pass band of the filter is at the center

of the SIMC’s operating frequency. The simulated IL of the pass band is 1.5 dB.

As derived from (25) in chapter 2), S12, the quadrature hybrid power split can be

increased from 3 dB to 1.5 dB and the overall IL can be dramatically improved. The

total range in phase of the 2nd order filter is 60◦ at 2.75 GHz and is illustrated in

Figure 5.3b with dashed lines. The analytical model predicts a null placement range

from ±13◦. This nulling range might not be enough for a general practical appli-

cation; however, it does show that null steering can be accomplished. In practical

real-world applications, a more complex filter design that provides a wider range in

phase shifting should be implemented.

5.3 Unit Cell of the SIMC Using a Tunable Microstrip Filter

It was demonstrated in the previous section that by using analytical models, a 2nd

order tunable filter can steer the null. In order to validate those results, a unit cell

will be designed in which the filter replaces the general two-port network (Figure
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Figure 5.4: Illustration of the 3D model of the SIMC with a tunable filter placed in
a unit cell.

5.4). The SIMC layer is designed for a 30 mil Rogers 4350B, the quadrature hybrid

is folded to optimize the layout, and the operating frequency is set at 2.75 GHz with

the spacing between elements at λ/2.

To match the IL of the filter with the losses produced by the transmission lines

and soldering, the quadrature hybrid is redesigned such that S12 = −1.8 dB. In

order to center the null at θ = 0 for the spatial response at C = 0.9 pF, extra

transmission line length is added as shown in Figure 5.4. This allows for the SIMC

to place a null symmetrically in θ. To evaluate the performance of the SIMC, it

is best to de-embed the antenna. The antenna and its aperture coupled feeding

structure is replaced by a port. The simulated results of the spatial response of

the SIMC with the filter are shown in Figure 5.5a and are compared to the spatial

response provided by the mathematical model for a two-port network.

The difference in IL is only 0.15 dB between the mathematical model and sim-

ulated results, a close match. As predicted in chapter 2, the IL is reduced from 0.8

dB for an equal split to 0.4 dB, and a significantly narrower null is observed. Figure
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(a) Spatial response (b) frequency response for C = 0.9 pF

Figure 5.5: An illustration of the SIMC with the filter where (a) the spatial response
is shown and (b) the frequency response for C = 0.9 pF.

5.5b shows the frequency response of the SIMC with the filter for the pass angle and

stop angle. The measured result and mathematical model seem to mirror each other.

Future work will try to solve this divergence. The null has a 3 dB fractional band-

width of 1.6%, currently making the SIMC suitable for narrowband interference.

Simulated results confirm that the tunable filter can steer the null and the spatial re-

sponse can be accurately predicted with the analytical model. The next step will be

to fabricate a linear 10 element array and measure the embedded element patterns.
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6 Conclusions and Future Work

6.1 Conclusions

This work presents an antenna agnostic spatial interference mitigation circuit (SIMC).

This circuit interconnects antenna elements and creates an artificial steerable null

in the embedded element pattern, significantly mitigating the interference at the RF

front-end before it enters the receiver. This technique prevents jammers or other

strong interferers from corrupting the sensitive components in the receiver chain. A

complete mathematical model of this circuitry is presented and is proven to accu-

rately predict the behavior of the SIMC in a large array environment. A closed-form

expression to steer the null at a specified incoming angle is derived. In order to val-

idate the mathematical model, simulated and experimental results are obtained for

a 1x8 array. As a proof of concept, measurements were taken in an anechoic cham-

ber and embedded element patterns with nulls of more than 20 dB were measured.

When the array pattern is measured and calculated for a 1x8 array, the performance

is decreased because the first element, the one that has no cancellation signal, does

not have any spatial mitigation and decreases the performance of the small array.

Large arrays, especially the ones that are populated with dummy elements, should

not be affected by the performance of the first element. Finally, a discussion of

a system-level demonstration with fully tunable nulling circuitry is provided. The

procedure included an interferer that initially prevented the demodulation of the

SoI. The interferer was successfully mitigated allowing the receiver to demodulate

the SoI.

The linear array was able to place a null, but only in one dimension. The null

cuts a whole angular plane that mitigates the interferer, but also other possible im-

portant information that is contained within the plane. In order to address this
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possible loss of information, the circuitry is expanded and adapted to a planar array

2DSIMC which allows for providing a 2D null. 2D nulling allows maximizing the

interferer-free scanning volume. The spatial response of the 2D nulling accentuated

the need to optimize the overall IL over the pass angle.

This work shows how the overall IL of the SIMC can be decreased substantially

by using a low-loss tunable two-port network. The traditional phase shifter was sub-

stituted with a tunable microstrip filter. It was shown that in addition to improving

the overall IL of the SIMC, the spatial null gets narrower, resulting in improvement

of the spatial selectivity and increasing the interferer-free scanning volume.
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6.2 Future Work

Future research should include the fabrication and measurements of a linear SIMC

filter array. Another relevant problem to solve is determining a method to place

a null in the embedded pattern of the first element, the one that does not have a

cancelling signal because there is no adjacent element. The solution could be as

simple as feeding the cancelling signal of the last element into the first one instead

of terminating them. This would mean that all elements should perform exactly the

same and approximate the unit-cell response. Interconnection of just two elements

could achieve an infinite array response. Having just two elements that provide

an infinite array response would make modular design easier and provide better

results. This structure needs to be carefully analyzed for grating lobes, because

with the proposed changes, the unit cell dimension increases to λ.

A more difficult challenge to solve is how to mitigate multiple interferers. The

author of this work believes there will be an amplification stage needed in the SIMC

in order to provide the cancelling signal for multiple interferers. The advantages of

amplification could include a reduction in overall IL. At the same time, adding

amplifiers introduces complexity and a possibility that they will operate into the

non-linear region and decrease the overall dynamic range. This trade-off needs to

be carefully analyzed.

Also of value for future investigation would be increasing the bandwidth of

the null so that the circuitry functions for wide-band interferers. A different two-

port network/coupling structure might prove of value for the purpose of solving the

bandwidth limitations.
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