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Abstract

Using the Piatetski-Shapiro theory of zeta integrals via Bessel models in [9], we ex-

plicitly calculate L-factors of irreducible admissible representations of GSp(4, F ),

where F is a non-archimedean local field of characteristic zero.
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Chapter 1

Introduction

An irreducible, admissible representation of an algebraic reductive group over

a local field is called generic if it has a Whittaker model. Whittaker models

are one of the main tools to define local and global L-functions and ε-factors of

representations. The theory was developed by Jacquet and Langlands for GL(2)

following ideas of Tate’s thesis for GL(1). The general case of GL(n) was developed

in a series of works by Jacquet, Piatetski-Shapiro and Shalika. It is well-known

that any infinite dimensional irreducible, admissible representation of GL(2) is

generic.

Let F be a non-archimedean local field of characteristic zero. In [14], Takloo-

Bighash computed L-functions for all generic representations of the group GSp(4, F ).

It is similar to the theory of GL(n) in that the approach is based on the existence

of Whittaker models and zeta integrals. The method was first introduced by

Novodvorsky in the Corvallis conference [8]. However, it turns out that there are

many irreducible, admissible representations of GSp(4, F ) which are not generic.

In the 1970’s, Novodvorsky and Piatetski-Shapiro introduced the concept of
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Bessel models. In contrast to Whittaker models, every irreducible, admissible,

infinite-dimensional representation of GSp(4, F ) admits a Bessel model of some

kind; see Theorem 6.1.4 of [11]. Piatetski-Shapiro in [9] defined a new type of

zeta integral with respect to Bessel models which led to a parallel method to the

GL(2) case of defining local factors. However, some of the results of [9] were only

sketched, and not many factors were calculated explicitly.

Danisman calculated many Piatetski-Shapiro L-factors explicitly in the case

of non-split Bessel models. In [5], representations were treated whose Jacquet

module with respect to the Siegel parabolic has at most length 2. In [7], this was

extended to length at most 3. Non-generic supercuspidals were the topic of [6].

In this work we revisit both Piatetski-Shapiro’s original theory and Danisman’s

explicit calculations. We generalize the theory of [9] in that we do not restrict

ourselves to unitary representations. We also fill in some of the missing proofs

of [9], for example in the argument that generic representations do not admit

“exceptional poles”.

Generalizing Danisman’s approach, we give a unified treatment of the asymp-

totics of Bessel functions in the non-split case which works for all representations.

The key here is to consider a new type of finite-dimensional module VN,T,Λ as-

sociated to an irreducible, admissible representation (π, V ) of GSp(4, F ). These

Jacquet-Waldspurger modules control the asymptotics of Bessel functions. Table

3.3 contains the semisimplifications of all Jacquet-Waldspurger modules, and Ta-

ble 4.1 contains their precise algebraic structure as F×-modules. A key lemma in

the non-split case is due to Danisman; see Proposition 4.1.6.

Regarding the split Bessel models, our first step is to determine the algebraic

structure of the Jacquet-Waldspurger modules. In contrast to the non-split case,
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the Waldspurger functor, in general, is not exact in the split case. We introduce

the category C, see (3.2.32), which is a subcategory of smooth representations of

GL(2, F ). The category C is the key tool to calculate the Jacquet-Waldspurger

modules of generic representations. We also make use of our calculations of Wald-

spurger modules of reducible principal series and Lemma 3.2.4 to obtain the

Jacquet-Waldspurger modules of non-generic representaions. To determine the

asymptotic behavior of Bessel functions, we separate our method into two differ-

ent cases which are non-generic and generic representations. More specifically,

we consider the dimension of twisted Jacquet module VN,ψ, that is, dimVN,ψ is

either 0,1, 2, or +∞. If dimVN,ψ = 0, Bessel models do not exist. We are in

the non-generic case if dimVN,ψ ∈ {1, 2}. Otherwise, (π, V ) is generic. In the

non-generic case, we prove the similar result to Proposition 4.1.6 of the non-split

case which characterizes the connection between the Jacquet Waldspurger mod-

ules and the asymptotic behavior of Bessel functions. On the other hand, the

generic representations require our deep understanding of the algebraic structure

of the HN ′-module VN0,T,Λ. More explicitly, VN0,T,Λ can be written as a sum of an

irreducible HN ′-module V0 and ⊕[ν3/2χi](ni) of the Jacquet Waldspurger module.

It turns out that V0 + [ν3/2χi](ni) is not a direct sum if and only if L(s, π)ni is a

factor of LPS
reg(s, π, µ). However, our method in the split case needs the restriction

to the condition of the character Λ = (Λ1,Λ2) in such a way that Λ1 is not special

as described in Table 4.3.

Once the asymptotics are known, it is easy to calculate the regular part

LPS
reg(s, π, µ) of the Piatetski-Shapiro L-factor; see Table 4.5 and 4.6. Our re-

sults show that in all generic cases LPS
reg(s, π, µ) coincides with the usual spin Euler

factor defined via the local Langlands correspondence, but for non-generic rep-
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resentations these factors generally disagree. The results of Table 4.5 also imply

that LPS
reg(s, π, µ) is independent of the choice of Bessel model in the non-split case.
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Chapter 2

Bessel models

2.1 Notations

Let F be a non-archimedean local field of characteristic zero. Let o be its ring of

integers, p the maximal ideal of o, and $ a generator of p. Let q be the cardinality

of o/p. We fix a non-trivial character ψ of F . Let v be the normalized valuation

on F , and let ν or | · | be the normalized absolute value on F . Hence ν(x) = q−v(x)

for x ∈ F×.

Let GSp(4, F ) := {g ∈ GL(4, F ) : tgJg = λJ, for some λ = λ(g) ∈ F×} be

defined with respect to the symplectic form

J =
[

12
−12

]
. (2.1.1)

Let P = MN be the Levi decomposition of the Siegel parabolic subgroup P ,
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where

P = GSp(4, F ) ∩
[ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗
∗ ∗

]
, N = {

[
1 x y

1 y z
1

1

]
: x, y, z ∈ F} (2.1.2)

and M = {
[
xA

tA−1

]
: A ∈ GL(2, F ), x ∈ F×}. We let

H := {
[
xI2

I2

]
: x ∈ F×} ∼= F×. (2.1.3)

Let

β =
[

a b/2
b/2 c

]
, a, b, c ∈ F (2.1.4)

be a symmetric matrix. Then β determines a character ψβ of N by

ψβ([ 1 X
1 ]) = ψ(tr(βX)), X = [ x yy z ]. (2.1.5)

Every character of N is of this form for a uniquely determined β. We say that ψβ

is non-degenerate if β ∈ GL(2, F ).

Attached to a non-degenerate ψβ is a quadratic extension L/F . If − det(β) /∈

F×2, we set L = F (
√
− det(β)); this is the non-split case. If − det(β) ∈ F×2, we

set L = F ⊕ F ; this is the split case. Let

Aβ = {g ∈M2(F ) : tgβg = det(g)β}

= {
[
x+yb/2 yc
−ya x−yb/2

]
: x, y ∈ F}. (2.1.6)

Then Aβ is an F -algebra isomorphic to L via the map

[
x+yb/2 yc
−ya x−yb/2

]
7−→ x+ y∆, (2.1.7)
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where ∆ =
√
− det(β) in the non-split case, and ∆ = (−δ, δ) if − det(β) = δ2 in

the split case.

Let T be the connected component of the stabilizer of ψβ in M . It is easy to

check that T ∼= A×β
∼= L×. We always consider T a subgroup of GSp(4, F ) via

T 3 g 7−→
[ g

det(g) tg−1

]
. (2.1.8)

Explicitly, T consists of all elements

 x+y b
2

yc

−ya x−y b
2

x−y b
2

ya

−yc x+y b
2

 , x, y ∈ F, x2 − y2∆2 6= 0. (2.1.9)

Let R := TN be the Bessel subgroup of GSp(4, F ). If Λ is a character of T ,

then we can define a character Λ ⊗ ψβ of R by tn 7→ Λ(t)ψβ(n) for t ∈ T and

n ∈ N .

2.2 Bessel models

Let (π, V ) be an irreducible, admissible representation of GSp(4, F ). Non-zero

elements of HomR(V,CΛ⊗ψβ) are called (Λ, β)-Bessel functionals. It is known

that if such a Bessel functional ` exists, then HomR(V,CΛ⊗ψβ) is one-dimensional.

In this case the space of functions

B(π,Λ, β) := {Bv : g 7→ `(π(v)g) : v ∈ V }, (2.2.1)

endowed with the action of GSp(4, F ) given by right translations, is called the

(Λ, β)-Bessel model of π.

7



Chapter 3

Jacquet-Waldspurger modules

3.1 Jacquet modules

Let (π, V ) be an irreducible, admissible representation of GSp(4, F ),

V (N) = 〈π(n)v − v | v ∈ V, n ∈ N〉 and VN = V/V (N)

be the usual Jacquet module with respect to the Siegel parabolic subgroup. We

identify M with GL(2, F )×GL(1, F ) via the map

(A, x) 7−→
[
xA

det(A) tA−1

]
, A ∈ GL(2, F ), x ∈ F×. (3.1.1)

so VN carries an action of M , and thus an action of GL(2, F )×GL(1, F ) via this

isomorphism. We have tabulated the semisimplifications of these Jacquet modules

in Table 3.1. Note that this table differs from Table A.3 of [10] in three ways:

• In [10] a different version of GSp(4, F ) was used. Switching the last two

rows and columns provides an isomorphism.
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• The Jacquet modules listed in Table A.3 of [10] are normalized, while the

Jacquet modules listed in Table 3.1 are not. The normalized Jacquet module

is obtained from the unnormalized one by twisting by δ
−1/2
P , where

δP (
[
A
x tA−1

]
) = |x−1 det(A)|3.

Hence, we replace each component τ ⊗ σ in Table A.3 of [10] by (ν3/2τ) ⊗

(ν−3/2σ) in order to obtain the unnormalized Jacquet modules.

• In [10] the isomorphism

(A, x) 7−→
[
A
x tA−1

]
, A ∈ GL(2, F ), x ∈ F×, (3.1.2)

was used. Calculations show that we have to replace each component

(ν3/2τ)⊗ (ν−3/2σ) of the unnormalized Jacquet module by (στ)⊗ (ν3/2ωτσ).

3.2 Waldspurger functionals for GL(2)

Recall the algebra Aβ ⊂ M2(F ) defined in (2.1.6), and its unit group T ⊂

GL(2, F ). Let Λ be a character of T . Let (τ, V ) be a smooth representation

of GL(2, F ) admitting a central character ωτ . A Λ-Waldspurger functional on τ

is a non-zero linear map δ : V → C such that

δ(τ(t)v) = Λ(t)δ(v) for all v ∈ V and t ∈ T.

Since T contains the center Z of GL(2, F ), a necessary condition for such a δ to

exist is that Λ|F× = ωτ . As in the case of Bessel functionals, we call a Waldspurger
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Table 3.1: Jacquet modules with respect to P , using the isomorphism (3.1.1).

representation semisimplification

I χ1 × χ2 o σ (irreducible) σ(χ1 × χ2)⊗ ν3/2χ1χ2σ

+σ(χ2 × χ1)⊗ ν3/2σ

+σ(χ1χ2 × 1F×)⊗ ν3/2χ1σ

+σ(χ1χ2 × 1F×)⊗ ν3/2χ2σ

II a χStGL(2) o σ σχStGL(2) ⊗ ν3/2χ2σ

+σχStGL(2) ⊗ ν3/2σ

+(χ2σ × σ)⊗ ν2χσ

b χ1GL(2) o σ σχ1GL(2) ⊗ ν3/2χ2σ

+σχ1GL(2) ⊗ ν3/2σ

+(χ2σ × σ)⊗ νχσ

III a χo σStGSp(2) σ(χν−1/2 × ν1/2)⊗ χν2σ

+σ(χν1/2 × ν−1/2)⊗ ν2σ

b χo σ1GSp(2) σ(χν1/2 × ν−1/2)⊗ χνσ
+σ(χν−1/2 × ν1/2)⊗ νσ

IV a σStGSp(4) σStGL(2) ⊗ ν3σ

b L(ν2, ν−1σStGSp(2)) σ1GL(2) ⊗ ν3σ

+σ(ν3/2 × ν−3/2)⊗ νσ

c L(ν3/2StGL(2), ν
−3/2σ) σStGL(2) ⊗ σ

+σ(ν3/2 × ν−3/2)⊗ ν2σ

d σ1GSp(4) σ1GL(2) ⊗ σ

V a δ([ξ, νξ], ν−1/2σ) σξStGL(2) ⊗ ν2σ + σStGL(2) ⊗ ξν2σ

b L(ν1/2ξStGL(2), ν
−1/2σ) σξStGL(2) ⊗ νσ + σ1GL(2) ⊗ ξν2σ

c L(ν1/2ξStGL(2), ξν
−1/2σ) σStGL(2) ⊗ ξνσ + σξ1GL(2) ⊗ ν2σ

d L(νξ, ξ o ν−1/2σ) σ1GL(2) ⊗ ξνσ + σξ1GL(2) ⊗ νσ
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representation semisimplification

VI a τ(S, ν−1/2σ) 2 · (σStGL(2) ⊗ ν2σ) + σ1GL(2) ⊗ ν2σ

b τ(T, ν−1/2σ) σ1GL(2) ⊗ ν2σ

c L(ν1/2StGL(2), ν
−1/2σ) σStGL(2) ⊗ νσ

d L(ν, 1F× o ν−1/2σ) 2 · (σ1GL(2) ⊗ νσ) + σStGL(2) ⊗ νσ
VII χo π 0

VIII a τ(S, π) 0

b τ(T, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

b L(νξ, ν−1/2π(µ)) 0

X π o σ σπ ⊗ ν3/2ωπσ + σπ ⊗ ν3/2σ

XI a δ(ν1/2π, ν−1/2σ) σπ ⊗ ν2σ

b L(ν1/2π, ν−1/2σ) σπ ⊗ νσ
supercuspidal 0

functional split if − det(β) ∈ F×2, otherwise non-split.

The (Λ, β)-Waldspurger functionals are the non-zero elements of the space

HomT (τ,CΛ). If we put

V (T,Λ) = 〈τ(t)v−Λ(t)v : v ∈ V, t ∈ T 〉 and VT,Λ = V/V (T,Λ), (3.2.1)

then HomT (τ,CΛ) ∼= Hom(VT,Λ,C). Note that if L is a field, so that T/Z is

compact, then the space V (T,Λ) can also be characterized as follows,

V (T,Λ) =
{
v ∈ V :

∫
T/Z

Λ(t)−1τ(t)v dt = 0
}
. (3.2.2)

The map V 7→ VT,Λ defines a functor, called the Waldspurger functor, from the
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category of smooth representations of GL(2, F ) to the category of F×-modules.

This can be seen just as the analogous statement in the case of Jacquet modules.

In particular, if L is a field, then the Waldspurger functor is exact; this follows

from (3.2.2) with similar arguments as in Proposition 2.35 of [2].

Now assume that (τ, V ) is irreducible and admissible. Then it is known by [16],

[12] and Lemma 8 of [17] that the space HomT (τ,CΛ) is at most one-dimensional.

It follows that

dimVT,Λ ≤ 1. (3.2.3)

The following facts are known for any character Λ of T such that Λ|F× = ωτ :

• For principal series representations, we have

dim(HomT (χ1 × χ2,CΛ)) = 1 for all Λ; (3.2.4)

see Proposition 1.6 and Theorem 2.3 of [16].

• For twists of the Steinberg representation, we have

dim(HomT (σStGL(2),CΛ)) =

 0 if L is a field and Λ = σ ◦ NL/F ,

1 otherwise;

(3.2.5)

see Proposition 1.7 and Theorem 2.4 of [16].

• If τ is infinite-dimensional and L = F × F , then

dim(HomT (π,CΛ)) = 1 for all Λ; (3.2.6)

see Lemme 8 of [17].
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• For one-dimensional representations, we have

dim(HomT (σ1GL(2),CΛ)) =

 1 if Λ = σ ◦ NL/F ,

0 otherwise;
(3.2.7)

this is obvious.

3.2.1 Finite-dimensional F×-modules

Recall that F× = 〈$〉 × o×. We consider representations of F× on finite-

dimensional complex vector spaces. All such are assumed to be continuous.

Let n be a positive integer and U be an n-dimensional complex vector space

with basis e1, . . . , en. We define an action of F× on U as follows:

• o× acts trivially on all of U .

• $ acts by sending ej to ej +ej−1 for all j ∈ {1, . . . , n}, where we understand

e0 = 0. In other words, the matrix of $ with respect to the basis e1, . . . , en

is a Jordan block [
1 1

... ...
1 1

1

]
. (3.2.8)

We denote the equivalence class of the F×-module thus defined by [n]. Note that

[n] is canonically defined, even though $ is not. Clearly, [n] is an indecomposable

F×-module. If σ is a character of F×, then σ[n] := σ⊗ [n] is also indecomposable.

Lemma 3.2.1. Every finite-dimensional indecomposable F×-module is of the

form σ[n] for some character σ of F× and positive integer n.

Proof. Let (ϕ,U) be an indecomposable F×-module. We may decompose U over

13



o×, i.e.,

U =
r⊕
i=1

U(σi), (3.2.9)

where σi are pairwise distinct characters of F×, and

U(σi) = {u ∈ U : ϕ(x)u = σi(x)u for all x ∈ o×}. (3.2.10)

Let f = ϕ($). Since each U(σi) is f -invariant and U is indecomposable, it follows

that r = 1, i.e., U = U(σ) for some character σ of o×. Indecomposability implies

that the Jordan normal form of f consists of only one Jordan block

[
λ 1

... ...
λ 1

λ

]
, λ ∈ C×, (3.2.11)

of size n. Extend σ to a character of F× by setting σ($) = λ. Then it is easy to

see that ϕ ∼= σ[n].

Lemma 3.2.2. Let U be a finite-dimensional F×-module. Then

U ∼=
r⊕
i=1

σi[ni] (3.2.12)

with characters σi of F× and positive integers ni. A decomposition as in (3.2.12)

is unique up to permutation of the summands.

Proof. A decomposition as in (3.2.12) exists by Lemma 3.2.1. To prove unique-

ness, assume that
r⊕
i=1

σi[ni] ∼=
s⊕
j=1

τj[nj]. (3.2.13)

By considering isotypical components with respect to characters of o×, we may
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assume that all σi and τj agree when restricted to o×. After appropriate tensoring

we may assume this restriction is trivial. The uniqueness statement then follows

from the uniqueness of Jordan normal forms.

Lemma 3.2.3. Let σ be a character of F×, and n a positive integer. Let m ∈

{0, . . . , n}.

i) There exists exactly one F×-invariant submodule Um of σ[n] of dimension

m. We have Uk ⊂ Um for k ≤ m.

ii) The representation of F× on Um is isomorphic to σ[m].

iii) The representation of F× on σ[n]/Um is isomorphic to σ[n−m].

Proof. i) Since the invariant subspaces of [n] and σ[n] coincide, we may assume

that σ = 1, so that σ[n] = [n]. Let e1, . . . , en be a basis of [n] with respect to

which $ acts via the matrix (3.2.8). Let Um = 〈e1, . . . , em〉. Then Um is invariant

and isomorphic to [m] as an F×-module.

Conversely, let U ⊂ [n] be any non-zero invariant subspace. Then U is also

invariant under the endomorphism f with matrix

[
0 1

... ...
0 1

0

]
. (3.2.14)

The effect of f on a column vector u is to shift its entries “up” and fill in a 0 at

the bottom. Let m be maximal with the property that there exists a u ∈ U of

the form

u = t[u1, . . . , um, 0, . . . , 0] with um 6= 0.

The vector fm−1u is a non-zero multiple of e1, showing that e1 ∈ U . Considering
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fm−2u, we see that e2 ∈ U as well. Continuing, we see that e1, . . . , em ∈ U . The

maximality of m implies that U = Um.

ii) We already saw that the subspace Um of [n] is isomorphic to [m]. Hence

the subspace σ ⊗ Um of σ[n] is isomorphic to σ[m].

iii) Clearly [n]/Um is isomorphic to [n−m]. Hence σ[n]/(σ⊗Um) is isomorphic

to σ[n−m].

Let U be a finite-dimensional F×-module. For a character σ of F×, let Uσ

be the sum of all submodules of U isomorphic to σ[n] for some n. We call Uσ

the σ-component of U . By (3.2.12), U is the direct sum of its σ-components. A

homomorphism U → V of finite-dimensional F×-modules induces a map Uσ → Vσ

for all σ; this follows from Lemma 3.2.3.

3.2.2 Split Waldspurger functors

In this section, we consider the case of split Waldspurger models with β =
[

1/2
1/2

]
and of split Waldspurger functionals as

T = [ ∗ ∗ ] ∩GL(2, F ) ∼= F× × F×. (3.2.15)

Let Λ be a character of T . In fact, Λ can be written as a product of characters

Λ1 and Λ2 of F× as follows:

Λ([ a b ]) = Λ1(a)Λ2(b). (3.2.16)
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We denote Λ = (Λ1,Λ2). It is straightforward to show that

V (T,Λ) = 〈π([ a 1 ])v − Λ1(a)v | v ∈ V, a ∈ F×〉. (3.2.17)

We will give an alternative description of this space. Write a ∈ F× as a = $nu

with n ∈ Z and u ∈ o×. Then

π([ a 1 ])v − Λ1(a)v = π([$
n

1 ])v1 − Λ1($n)v1 + π([ u 1 ])v2 − Λ1(u)v2, (3.2.18)

where

v1 = π([ u 1 ])v, v2 = Λ1($)nv.

This shows that V (T,Λ) = V (T,Λ)′ + V (T,Λ)′′, where

V (T,Λ)′ = 〈π([$
n

1 ])v − Λ1($n)v : v ∈ V, n ∈ Z〉 (3.2.19)

and

V (T,Λ)′′ = 〈π([ u 1 ])v − Λ1(u)v | v ∈ V, u ∈ o×〉. (3.2.20)

Since o× is compact, the space V (T,Λ)′′ can be characterized as

V (T,Λ)′′ =
{
v ∈ V

∣∣∣ ∫
o×

Λ1(u)−1π([ u 1 ])v du = 0
}
. (3.2.21)

Since

π([$
n

1 ])v−Λ1($n)v =
n−1∑
i=0

(
π([$ 1 ])vi−Λ1($)vi

)
, vi = Λ1($i)π(

[
$n−1−i

1

]
)v,

(3.2.22)
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we have

V (T,Λ)′ = 〈π([$ 1 ])v − Λ1($)v | v ∈ V 〉

=
(
π([$ 1 ])− Λ1($)idV

)
V. (3.2.23)

We summarize the discussion: If v ∈ V (T,Λ), then there exist v1, v2 ∈ V such

that

v = π([$ 1 ])v1 − Λ1($)v1 + v2, where

∫
o×

Λ1(u)−1π([ u 1 ])v2 du = 0. (3.2.24)

Recall that every irreducible, admissible, infinite-dimensional representation (π, V )

of GL(2, F ) admits a split (T,Λ)-Waldspurger functional, unique up to scalars,

for any Λ. Such a functional can be constructed by means of zeta integrals, as

follows. First, choose any unitary character σ of F× such that σ|o× = Λ−1
1 |o× . For

W in a ψ-Whittaker model of π, let

Zσ(s,W ) =

∫
F×

W ([ a 1 ])|a|s−1/2σ(a) d×a. (3.2.25)

These integrals are convergent for Re(s) � 0 and have meromorphic continua-

tion to all of C. In fact, these are the standard zeta integrals for the twisted

representation σπ. Clearly, they satisfy

Zσ(s, π([ a 1 ])W ) = |a|−s+1/2σ(a)−1Zσ(s,W ) for a ∈ F× (3.2.26)
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for all s where Zσ(s,W ) does not have a pole (for any W ). Choose s0 such that

| · |−s0+1/2σ−1 = Λ1 and assume that s0 is not a pole of Zσ(s,W ). Then

Zσ(s0, π([ a 1 ])W ) = Λ1(a)Zσ(s0,W ) for a ∈ F×, (3.2.27)

and hence the map W 7→ Zσ(s0,W ) is a (T,Λ)-Waldspurger functional.

Assume however that s0 is a pole of Zσ(s,W ) (for some W). This is equivalent

to saying that s0 is a pole of L(s, σπ). By definition of the L-factor, the quotient

Zσ(s,W )

L(s, σπ)

has analytic continuation to an entire function. In fact, this quotient lies in

C[qs, q−s]. We can therefore consider the functional

W 7−→ Lσ(s0,W )

L(s0, σπ)
. (3.2.28)

This functional again is a (T,Λ)-Waldspurger functional.

Now assume that π = χ1×χ2 is an irreducible principal series representation.

Recall from above that the Jacquet module is VN = χ1| · |1/2 + χ2| · |1/2 as a

representation of [ ∗ 1 ] ∼= F×. As above, choose s0 such that | · |−s0+1/2σ−1 = Λ1.

It is easy to see that the following are equivalent:

i) Zσ(s,W ) has no pole at s = s0, for any W .

ii) L(s, σπ) has no pole at s = s0.

iii) Λ1 6= χ1| · |1/2 and Λ1 6= χ2| · |1/2.

iv) Λ1 is not a subquotient of VN .
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If these conditions are satisfied, then the map W 7→ Zσ(s0,W ) is a (T,Λ)-

Waldspurger functional. In any case, the map (3.2.28) is a (T,Λ)-Waldspurger

functional.

Assume that Λ1 = χ1|·|1/2, so that the above conditions are not satisfied. Then

we can alternatively construct a (T,Λ)-Waldspurger functional in the following

ways:

• As the composition

V −→ VN −→ VN

/〈
[ a 1 ]v − χ1(a)|a|1/2v

〉
∼−→ C. (3.2.29)

(This works analogously for Λ1 = χ2| · |1/2.)

• As the map f 7→ f(1) in the standard induced model. (For Λ1 = χ2| · |1/2

and χ2 6= χ1, we can take the map f 7→ (Mf)(1), where M is the standard

intertwining operator.)

Exactness properties of the functor V 7→ VT,Λ

The functor V 7→ VT,Λ from smooth GL(2, F )-modules to vector spaces is not

exact, but still has the following exactness properties:

• If 0→ V ′ → V → V ′′ → 0 is exact, then

V ′T,Λ −→ VT,Λ −→ V ′′T,Λ −→ 0 (3.2.30)

is exact; see Proposition 2.35 of [2].

20



• If V = V ′ ⊕ V ′′ is a direct sum, then

VT,Λ = V ′T,Λ ⊕ V ′′T,Λ; (3.2.31)

this is easy to see.

In this subsection we will prove additional exactness properties on a subcategory

of the category of all smooth GL(2, F )-modules. This subcategory, which we call

C, consists of all smooth GL(2, F )-modules V that admit a filtration

0 = V0 ⊂ V1 ⊂ . . . ⊂ Vn = V (3.2.32)

such that each Vi/Vi−1 is irreducible, admissible and infinite-dimensional. We will

use the fact that the objects (τ, V ) in C have the following property:

If v ∈ V satisfies τ([ a 1 ])v = λ(a)v for all a ∈ F×, then v = 0. (3.2.33)

Here, λ is any character of F×. To see why (3.2.33) is true, note that v induces a

vector ϕ with the analogous property in some irreducible subquotient of V . Con-

sidering ϕ in the Kirillov model of this irreducible subquotient, we can evaluate

at x ∈ F× to obtain ϕ(ax) = λ(a)ϕ(x) for all a, x ∈ F×. Since ϕ(x) = 0 for

v(x) � 0 (which is a property shared by all functions in the Kirillov model), it

follows that ϕ(x) = 0 for all x ∈ F×.

Lemma 3.2.4. Let (π, V ) be a smooth representation of GL(2, F ). Let 0 ⊂ V1 ⊂

V be a filtration of GL(2, F )-modules such that the representation τ on V/V1 has
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the following property:

If W ∈ V/V1 satisfies τ([ a 1 ])W = Λ1(a)W for all a ∈ F×, then W = 0.

(3.2.34)

(In particular, this is satisfied if V/V1 is in C.) Let U be the subspace of V1 of

vectors v1 satisfying

π([ u 1 ])v1 = Λ1(u)v1 for all u ∈ o×. (3.2.35)

Then U ∩ V (T,Λ) = U ∩ V1(T,Λ).

Proof. Assume that v1 ∈ U ∩ V (T,Λ). By (3.2.24), we can write

v1 = π([$ 1 ])v2 − Λ1($)v2 + v3, where

∫
o×

Λ1(u)−1π([ u 1 ])v3 du = 0.

Applying

1

vol(o×)

∫
o×

Λ1(u)−1π([ u 1 ])(. . .) du

to both sides and observing (3.2.35), we get

v1 = π([$ 1 ])v′2 − Λ1($)v′2, where v′2 =

∫
o×

Λ1(u)−1π([ u 1 ])v2 du. (3.2.36)

Clearly, the vector v′2 satisfies

π([ u 1 ])v′2 = Λ1(u)v′2 for all u ∈ o×. (3.2.37)

Let τ be the representation of GL(2, F ) on V/V1. Applying the projection V →
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V/V1 to both sides of the equation (3.2.36), we obtain

τ([$ 1 ])W = Λ1($)W, (3.2.38)

where W is the image of v′2 in V/V1. By (3.2.37),

τ([ u 1 ])W = Λ1(u)W for all u ∈ o×. (3.2.39)

Combining (3.2.38) and (3.2.39), we see that

τ([ a 1 ])W = Λ1(a)W for all a ∈ F×. (3.2.40)

By hypothesis (3.2.34), it follows that W = 0. Hence v′2 ∈ V1. Then v1 ∈ V1(T,Λ)

by (3.2.36), concluding the proof.

Lemma 3.2.5. Let (π, V ) be an irreducible, admissible, infinite-dimensional rep-

resentation of GL(2, F ). Let U be the subspace of vectors v ∈ V satisfying

π([ u 1 ])v = Λ1(u)v for all u ∈ o×. (3.2.41)

Then U/(U ∩ V (T,Λ) is one-dimensional.

Proof. Since U/(U ∩ V (T,Λ) injects into V/V (T,Λ), and since V/V (T,Λ) is one-

dimensional by the existence and uniqueness of split Waldspurger functionals, we

only need to show that U is not contained in V (T,Λ).

We may assume that V is the Kirillov model of π. Recall that the action of T
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on V is determined by

(π([ a 1 ])ϕ)(y) = ϕ(ay), a, y ∈ F×.

Recall also that V contains S(F×) as a subspace of codimension 0, 1 or 2. We

have S(F×) = V if and only if π is supercuspidal. We are in the codimension

1 case if and only if π = χStGL(2); in this case the asymptotic behavior of the

functions ϕ ∈ V is given by

ϕ(a) = C|a|χ(a) for |a| < ε. (3.2.42)

We are in the codimension 2 case if and only if π = χ1 × χ2 is a principal series

representation; in this case the asymptotic behavior of the functions ϕ ∈ V is

given by

ϕ(a) = C1|a|1/2χ1(a) + C2|a|1/2χ2(a) for |a| < ε (3.2.43)

if χ1 6= χ2, and by

ϕ(a) = (C1 + C2v(a))|a|1/2χ1(a) for |a| < ε (3.2.44)

if χ1 = χ2.

We now distinguish two cases. Assume first that Λ1 is not equal to | · |χ in

case (3.2.42), not equal to | · |1/2χ1 or | · |1/2χ2 in case (3.2.43), and not equal to

| · |1/2χ1 in case (3.2.44) (in other words, Λ1 is not one of the characters occurring
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in the Jacquet module VN). Consider the function ϕ0 ∈ V given by

ϕ0(u) =


Λ1(u) if u ∈ o×,

0 if u /∈ o×.

(3.2.45)

Clearly, ϕ0 ∈ U . Assume that ϕ0 ∈ V (T,Λ); we will obtain a contradiction. By

(3.2.24), we can write

ϕ0 = π([$ 1 ])ϕ1 − Λ1($)ϕ1 + ϕ2, where

∫
o×

Λ1(u)−1π([ u 1 ])ϕ2 du = 0.

(3.2.46)

Applying

1

vol(o×)

∫
o×

Λ1(u)−1π([ u 1 ])(. . .) du

to both sides, we get

ϕ0 = π([$ 1 ])ϕ′1 − Λ1($)ϕ′1, where ϕ′1 =

∫
o×

Λ1(u)−1π([ u 1 ])ϕ1 du. (3.2.47)

Evaluating at u$−n with u ∈ o× and n > 0, we get

ϕ′1($−n+1u) = Λ1($)ϕ′1($−nu) for n > 0. (3.2.48)

Since ϕ′1(a) = 0 for v(a) � 0, it follows that ϕ′1(u) = 0 for u ∈ o×. Further

evaluating (3.2.47) at u$n with u ∈ o× and n ≥ 0, we conclude

ϕ′1(a) = Λ1($)−1Λ1(a) for v(a) ≥ 1. (3.2.49)

25



Hence ϕ1 has an asymptotic behavior which is not permitted by our assumption

on Λ1. This contradiction proves U 6⊂ V (T,Λ) under our ssumption.

Now assume that Λ1 is one of the characters appearing in (3.2.42), (3.2.43) or

(3.2.44). Assume first that we are in case (3.2.43) and that Λ1 = | · |1/2χ1. Define

ϕ0 ∈ V by

ϕ0(a) =


Λ1(a) if v(a) ≥ 0,

0 if v(a) < 0.

(3.2.50)

Clearly, ϕ0 ∈ U . Assume that ϕ0 ∈ V (T,Λ); we will obtain a contradiction. As

above we see that

ϕ0 = π([$ 1 ])ϕ1 − Λ1($)ϕ1 (3.2.51)

for some ϕ1 ∈ V . Let C1, C2 be such that

ϕ1(a) = C1|a|1/2χ1(a) + C2|a|1/2χ2(a) for |a| < ε. (3.2.52)

Evaluating (3.2.51) at a ∈ F× with |a| < ε, we see that

Λ1(a) = C2(|$|1/2χ2($)− Λ1($))|a|1/2χ2(a) for |a| < ε. (3.2.53)

Since Λ1 = | · |1/2χ1 and χ1 6= χ2, this is a contradiction.

Assume next that we are in case (3.2.44) and that Λ1 = | · |1/2χ1. In this case

we define ϕ0 ∈ V by

ϕ0(a) =


v(a)Λ1(a) if v(a) ≥ 0,

0 if v(a) < 0.

(3.2.54)
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Then again ϕ0 ∈ U , and as above we see that ϕ0 /∈ V (T,Λ).

The remaining cases are treated similarly, concluding the proof.

Lemma 3.2.6. Let

0 −→ V1 −→ V −→ V2 −→ 0 (3.2.55)

be an exact sequence such that V1 is simple (i.e., V1 is an irreducible, admissible,

infinite-dimensional representation of GL(2, F )), and 0 ⊂ V1 ⊂ V satisfies the

condition (3.2.34). Then the sequence

0 −→ (V1)T,Λ −→ VT,Λ −→ (V2)T,Λ −→ 0 (3.2.56)

is exact.

Proof. We only have to show that (V1)T,Λ → VT,Λ is injective. Let U be the

subspace of V1 of vectors v1 satisfying (3.2.35). By Lemma 3.2.5, we have U ∩

V1(T,Λ) = U ∩ V (T,Λ). Hence the composition

U/(U ∩ V1(T,Λ)) −→ V1/V1(T,Λ) −→ V/V (T,Λ) (3.2.57)

is injective. By Lemma 3.2.5, the space U/(U ∩ V1(T,Λ)) is one-dimensional.

The space V1/V1(T,Λ) is also one-dimensional by the existence and uniqueness

of split Waldspurger functionals. It follows that the first map in (3.2.57) is an

isomorphism, and that the second map is injective.

Proposition 3.2.7. The functor V 7→ VT,Λ from C to the category of C-vector

spaces is exact.
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Proof. Let

0 −→ V1 −→ V −→ V2 −→ 0 (3.2.58)

be an exact sequence in C. We will prove by induction on the length of V1 that

0 −→ (V1)T,Λ −→ VT,Λ −→ (V2)T,Λ −→ 0 (3.2.59)

is also exact. By (3.2.33) and Lemma 3.2.6, the statement is true if V1 has length

1. Assume that the length of V1 is greater than 1. Let V0 be a simple submodule

of V1. Then we have an exact sequence

0 −→ V1/V0 −→ V/V0 −→ V/V1 −→ 0. (3.2.60)

Since the length of V1/V0 is less than the length of V1, we may assume by induction

that the sequence

0 −→ (V1/V0)T,Λ −→ (V/V0)T,Λ −→ (V/V1)T,Λ −→ 0 (3.2.61)

is exact. Furthermore, by Lemma 3.2.6, we have a commutative diagram with

exact rows

0 −−−→ (V0)T,Λ −−−→ (V1)T,Λ −−−→ (V1/V0)T,Λ −−−→ 0

α

y β

y γ

y
0 −−−→ (V0)T,Λ −−−→ VT,Λ −−−→ (V/V0)T,Λ −−−→ 0

(3.2.62)

The exact sequence ker(α) → ker(β) → ker(γ) reads 0 → ker(β) → 0 by the

exactness of (3.2.61). It follows that the map (V1)T,Λ → VT,Λ in (3.2.59) is injec-

tive. The other parts of the sequence are exact by (3.2.30). This concludes the
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proof.

3.2.3 Split Waldspurger modules of reducible principal se-

ries

Reducible principal series of GL(2, F ) do not belong to the category C. These

cases require some special arguments. Let us choose β =
[

1/2
1/2

]
. It follows that

∆ = (−1/2, 1/2) and L = F ⊕ F .

Lemma 3.2.8.

dim(σν−1/2 × σν1/2)T,Λ =

 2 if Λ = σ ◦ NL/F ,

1 otherwise.
(3.2.63)

Proof. Let us consider the short sequence

0 −→ σ1F× −→ σν−1/2 × σν1/2 −→ σStGL(2) −→ 0

But 0 ⊂ σ1F× ⊂ σν−1/2× σν1/2 satisfies the condition (3.2.34). Let U ⊂ σ1F× be

as in Lemma 3.2.4. By Lemma 3.2.4,

U ∩ (σ1F×)(T,Λ) = U ∩ (σν−1/2 × σν1/2)(T,Λ).

If σ = Λ◦NL/F , then U = σ1F× and (σ1F×)(T,Λ) = 0. Otherwise, if σ 6= Λ◦NL/F ,

then (σ1F×)(T,Λ) = σ1F× is one dimensional. In either case, we have

0 −→ (σ1F×)T,Λ −→ (σν−1/2 × σν1/2)T,Λ,
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so

0 −→ (σ1F×)T,Λ −→ (σν−1/2 × σν1/2)T,Λ −→ (σStGL(2))T,Λ −→ 0.

Hence, dim(σν−1/2 × σν1/2)T,Λ = dim(σ1F×)T,Λ + dim(σStGL(2))T,Λ. But

dim(σ1F×)T,Λ =

 1 if Λ = σ ◦ NL/F ,

0 otherwise.
(3.2.64)

This proves the lemma.

Lemma 3.2.9. dim(σν1/2 × σν−1/2)T,Λ = 1, for every character Λ.

Proof. We choose a character ψ of F , which has conductor o. Let us consider the

short exact sequence

0 −→ σStGL(2) −→ σν1/2 × σν−1/2 −→ σ1F× −→ 0.

We have two cases:

Case 1: Λ 6= σ ◦ NL/F . Similarly, 0 ⊂ σStGL(2) ⊂ σν1/2 × σν−1/2 satisfies the

condition (3.2.34). By Lemma 3.2.6, we have the short exact sequence

0 −→ (σStGL(2))T,Λ −→ (σν1/2 × σν−1/2)T,Λ −→ (σ1F×)T,Λ −→ 0.

But (1F×)T,Λ = 0, so (σν1/2 × σν−1/2)T,Λ ∼= (σStGL(2))T,Λ is one dimensional.

Since σStGL(2) is infinitely dimensional, irreducible, admissible representation of

GL(2, F ), U ⊂ σStGL(2) is not zero by Lemma 3.2.5.

Case 2: Λ = σ ◦ NL/F . Our first step is to calculate (ν1/2 × ν−1/2)T,1F×◦N. By
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Proposition 2.1.2 of [13], ν1/2 × ν−1/2 has a spherical vector

f0(g) = |ad−1|, if g ∈ [ a ∗d ]GL(2, o). (3.2.65)

Since StGL(2) has no spherical vectors, f0 6∈ StGL(2).

Let us define a Whittaker functional l : StGL(2) → C by

f 7→ lim
N→+∞

∫
p−N

f([ −1
1 ][ 1 a

1 ])ψ(−a)da, (3.2.66)

for any f ∈ StGL(2). We define Wf : GL(2, F ) → C such that g 7→ l(π(g)f),

f ∈ StGL(2). Let us define an explicit Waldspurger functional of StGL(2) as follows

L(f) :=

∫
F×

Wf ([
x

1 ])d×x, (3.2.67)

for any f ∈ StGL(2). It is known that for any f ∈ StGL(2), Wf ([
x

1 ]) has a bounded

support and Wf ([
x

1 ]) = C|x|, for |x| < ε(f) and some constant C = C(f) ∈ C.

It follows L(f) < +∞, i.e, L is well-defined.

We claim that L(f1) 6= 0, where f1 := π([$ 1 ])f0 − f0 ∈ StGL(2).

L(f1) =

∫
F×

Wf1([ x 1 ])d×x =
∑
m∈Z

∫
$moF×

Wf1([ x 1 ])d×x =
∑
m∈Z

Im,

where

Im =

∫
$moF×

Wf1([ x 1 ])d×x

=

∫
$moF×

(
lim

N→+∞

∫
p−N

f1([ −1
1 ][ 1 a

1 ][ x 1 ])ψ(−a)da
)
d×x.
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Let us consider N � 0 such that −N < v(x) = m, then

∫
p−N

f1([ −1
1 ][ 1 a

1 ][ x 1 ])ψ(−a)da =

∫
p−N

f1([ −1
x a ])ψ(−a)da

=

∫
p−N

(π([$ 1 ])f0 − f0)([ −1
x a ])ψ(−a)da

=
+∞∑
n=−N

∫
$no×

(
f0([ −1

x$ a ])− f0([ −1
x a ])

)
ψ(−a)da

=
+∞∑
n=−N

∫
$no×

(
f0(
[
x$a−1 −1

a

][
1

x$a−1 1

]
)− f0(

[
xa−1 −1

a

][
1

xa−1 1

]
)
)
ψ(−a)da.

Since

f0(
[

1
y 1

]
) =

 |y|
−2 if v(y) ≤ 0,

1 if v(y) > 0;
(3.2.68)

then

∫
p−N

f1([ −1
1 ][ 1 a

1 ][ x 1 ])ψ(−a)da

=
+∞∑
n=−N

∫
$no×

(
q2n−m−1f0(

[
1

x$a−1 1

]
)− q2n−mf0(

[
1

xa−1 1

]
)
)
ψ(−a)da

=
m∑

n=−N

∫
$no×

(
q2n−m−1f0(

[
1

x$a−1 1

]
)− q2n−mf0(

[
1

xa−1 1

]
)
)
ψ(−a)da+

+

∫
$m+1o×

(
qm+1f0(

[
1

x$a−1 1

]
)− qm+2f0(

[
1

xa−1 1

]
)
)
ψ(−a)da+

+
+∞∑

n=m+2

∫
$no×

(
q2n−m−1f0(

[
1

x$a−1 1

]
)− q2n−mf0(

[
1

xa−1 1

]
)
)
ψ(−a)da

=
m∑

n=−N

(q2n−m−1 − q2n−m)

∫
$no×

ψ(−a)da+ (qm+1 − qm)

∫
$m+1o×

ψ(−a)da

+
+∞∑

n=m+2

(qm+1 − qm)

∫
$no×

ψ(−a)da
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=
m∑

n=−N

(q2n−m−1 − q2n−m)

∫
$no×

ψ(−a)da+
+∞∑

n=m+1

(qm+1 − qm)

∫
$no×

ψ(−a)da.

On the other hand, one can show

∫
$no×

ψ(−a)da =


1
qn
− 1

qn+1 if n ≥ 0,

−1 if n = −1,

0 if n < −1.

(3.2.69)

Now we consider the following cases:

• m < −1. We have

m∑
n=−N

(q2n−m−1 − q2n−m)

∫
$no×

ψ(−a)da = 0,

and

+∞∑
n=m+1

(qm+1 − qm)

∫
$no×

ψ(−a)da = (qm+1 − qm)
( ∫

$−1o×
ψ(−a)da+

+
+∞∑
n=0

∫
$no×

ψ(−a)da
)

= (qm+1 − qm)
(
− 1 +

+∞∑
n=0

(
1

qn
− 1

qn+1
)
)

= 0.

Hence, Im = 0 if m < −1.
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• m = −1. In this case,

−1∑
n=−N

(q−2 − q−1)

∫
$−1o×

ψ(−a)da = q−2 − q−1,

and

+∞∑
n=0

(1− q−1)

∫
$no×

ψ(−a)da = (1− q−1)
+∞∑
n=0

(
1

qn
− 1

qn+1
) = 1− q−1.

Hence, Im = (1− q−1)(1 + q−2) if m = −1.

• m ≥ 0. We have

m∑
n=−N

(q2n−m−1 − q2n−m)

∫
$no×

ψ(−a)da =

=
−2∑

n=−N

(q2n−m−1 − q2n−m)

∫
$no×

ψ(−a)da+ (q−m−3 − q−m−2)×

×
∫
$−1o×

ψ(−a)da+
m∑
n=0

(q2n−m−1 − q2n−m)

∫
$no×

ψ(−a)da

= 0 + (−q−m−3 + q−m−2) +
m∑
n=0

(q2n−m−1 − q2n−m)(
1

qn
− 1

qn+1
)

= −1 + q−1 + q−m−1 − q−m−3,

and

+∞∑
n=m+1

(qm+1 − qm)

∫
$no×

ψ(−a)da =
+∞∑

n=m+1

(qm+1 − qm)(
1

qn
− 1

qn+1
)

= (qm+1 − qm)q−m−1 = 1− q−1.

Hence, Im = (q−m)[(−1+q−1+q−m−1−q−m−3)+(1−q−1)] = q−2m−1−q−2m−3
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if m ≥ 0.

It follows

L(f1) =
∑
m∈Z

Im = (1− q−1)(1 + q−2) +
+∞∑
m=0

(q−m−1 − q−m−3) = 1 +
1

q2
6= 0.

By the uniqueness of Waldspurger models, f1 6∈ StGL(2)(T, 1F× ◦ N). Hence,

(StGL(2))T,1F×◦N = C · f̄1. (3.2.70)

But f1 = π([$ 1 ])f0 − f0, then f1 ∈ (ν1/2 × ν−1/2)(T, 1F× ◦ N). Hence, the

embedding StGL(2) → ν1/2× ν−1/2 induces the zero map (StGL(2))T,1F×◦N → {0} ⊂

(ν1/2 × ν−1/2)T,1F×◦N. Now the exact sequence

(StGL(2))T,1F×◦N −→ (ν1/2 × ν−1/2)T,1F×◦N −→ (1F×)T,1F×◦N −→ 0

implies that (ν1/2 × ν−1/2)T,1F×◦N is a one dimensional vector space.

The next step is to show that (σν1/2 × σν−1/2)T,σ◦N is also one dimensional.

In order to see that, we need the following fact:

• Let (π, V ) be a representation of GL(2, F ), Λ be a character of T and σ be

a character of F×. Then (σV )T,Λσ
∼= VT,Λ as vector spaces, where (σπ, σV )

is a twisted representation of (π, V ) and Λσ is the twisted character of Λ by

σ.

The isomorphism is induced by the identical map V → σV such that v 7→ v. In
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fact, π(t)v − Λ(t)v = (σπ)(t)w − Λσ(t)w, where w = (σ ◦ det)−1(t)v. It follows

V (T,Λ) = (σV )(T,Λσ).

Applying to our case with V = ν1/2 × ν−1/2 and Λ = 1F× ◦ N, we see that

(σν1/2 × σν−1/2)T,σ◦N is one dimensional.

3.3 Jacquet-Waldspurger modules

Recall the groups N , T defined in (2.1.2) resp. (2.1.9), and the algebra Aβ ⊂

M2(F ) defined in (2.1.6). Let (π, V ) be an admissible representation of GSp(4, F ).

We now consider

V (N, T,Λ) = 〈π(tn)v−Λ(t)v : v ∈ V, t ∈ T, n ∈ N〉 and VN,T,Λ = V/V (N, T,Λ).

(3.3.1)

Evidently, there is a surjective map VN → VN,T,Λ which induces an isomorphism

(VN)T,Λ ∼= VN,T,Λ. (3.3.2)

Here, on the left we use the notation (3.2.1) for the GL(2, F )-module VN . Note

that, in view of (2.1.8), we have to embed GL(2, F ) into GSp(4, F ) via the map

GL(2, F ) 3 g 7−→
[ g

det(g) tg−1

]
, (3.3.3)

and consider VN a GL(2, F )-module via this embedding. We call VN,T,Λ the

Jacquet-Waldspurger module of π. This module retains an action of F×, com-
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ing from the action of the group {diag(x, x, 1, 1) : x ∈ F×} on V . The map

V 7→ VN,T,Λ defines a functor, called Jacquet-Waldspurger functor, from the cate-

gory of admissible GSp(4, F )-representations to the category of F×-modules.

Lemma 3.3.1. Let V, V ′, V ′′ be admissible representations of GSp(4, F ).

i) If V = V ′ ⊕ V ′′ is a direct sum, then

VN,T,Λ = V ′N,T,Λ ⊕ V ′′N,T,Λ. (3.3.4)

ii) The Jacquet-Waldspurger functor is right exact, i.e, if 0 → V ′ → V →

V ′′ → 0 is exact, then

V ′N,T,Λ −→ VN,T,Λ −→ V ′′N,T,Λ −→ 0 (3.3.5)

is exact. Moreover, if we are in the non-split case, then the Jacquet -

Waldspurger functor is exact.

Proof. These are general properties of Jacquet-type functors. See Proposition

2.35 of [2].

Lemma 3.3.2. Let (π, V ) be an admissible representation of GSp(4, F ) of finite

length. Then the F×-module VN,T,Λ is finite-dimensional. More precisely, if n is

the length of the GL(2, F )-module VN , then dimVN,T,Λ ≤ n.

Proof. The proof is by induction on n. If n = 1, then VN is an irreducible,

admissible representation of GL(2, F ). In this case the assertion follows from

(3.2.3).
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Assume that n > 1. Let V ′ be a submodule of VN of length n − 1. Then

V ′′ := VN/V
′ is irreducible. By (3.3.5), we have an exact sequence

V ′T,Λ
α−→ VN,T,Λ −→ V ′′T,Λ −→ 0. (3.3.6)

By induction and (3.2.3), it follows that

dimVN,T,Λ = dim im(α) + dimV ′′T,Λ ≤ n− 1 + 1 = n. (3.3.7)

This concludes the proof.

Theorem 3.3.3. Let (π, V ) be an admissible, irreducible representation of GSp(4, F ).

Assume that we are in the non-split case. Then the semisimplications of VN,T,Λ

are as given in Table 3.3.

Proof. Since we are in the non-split case, the quadratic extension L is a field.

Then the semisimplifications of the VN,T,Λ can easily be calculated from VN using

(3.3.2). By Lemma 3.3.1 (ii), in the non-split case the Waldspurger functor is

exact. Therefore, to calculate the VN,T,Λ, we can simply take (τ ⊗ σ)T,Λ for each

constituent τ ⊗ σ occurring in Table 3.1. If τT,Λ is one-dimensional, then (τ ⊗

σ)T,Λ = σ1F× as an F×-module, and if τT,Λ = 0, then (τ ⊗ σ)T,Λ = 0. We

have listed the semisimplifications of the VN,T,Λ for all irreducible, admissible

representations in Table 3.3.

We denote

S1 = {
[

1 x
1

1
−x 1

]
: x ∈ F}, S = {

[
1 x ∗ ∗

1 ∗ y
1
−x 1

]
: x, y ∈ F}.
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Hence, S = S1N is the unipotent radical of the Borel parabolic subgroup. We fix

a non-trivial character ψ0 of F . Let us define a character ψc1,c2 of S by

ψc1,c2(

[
1 x ∗ ∗

1 ∗ y
1
−x 1

]
) = ψ0(c1x+ c2y), (3.3.8)

where c1, c2 ∈ F . We let ψ1 = ψ1,0. Similarly, we define the twisted Jacquet

module of (π, V ) associated to ψ1 as follows

V (S, ψ1) = 〈π(s)v − ψ1(s)v : v ∈ V, s ∈ S〉 and VS,ψ1 = V/V (S, ψ1).

In fact, VS,ψ1 admits an action of H.

Lemma 3.3.4. Let (π, V ) be a generic representation of GSp(4, F ), S and ψ1 be

as above. Then the algebraic structure of VS,ψ1 can be obtained in the Table 3.2.

VS,ψ1 =



ν3/2χ1χ2σ ⊕ ν3/2χ1σ ⊕ ν3/2χ2σ ⊕ ν3/2σ if χ1χ2, χ1, χ2, 1 are

pairwise different,

ν3/2χ2σ ⊕ (ν3/2χσ)[2]⊕ ν3/2σ if χ := χ1 = χ2 6= 1, χ2 6= 1,

(ν3/2χσ)[2]⊕ (ν3/2σ)[2] if χ := χ1 = χ2 6= 1, χ2 = 1,

(ν3/2χσ)[2]⊕ (ν3/2σ)[2] if {χ1, χ2} = {χ 6= 1, 1}

(ν3/2σ)[4] if χ1 = χ2 = 1.

(3.3.9)

Proof. It is a consequence of Theorem 5.4 and Table 3 in [15].

We have the following easy-to-prove lemma to determine the algebraic struc-

ture of the split Jacquet-Waldspurger modules in Theorem 3.3.6.
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Table 3.2: The algebraic structure of VS,ψ1

representation VS,ψ1

I χ1 × χ2 o σ see (3.3.9)

II a χStGL(2) o σ χ2 6= 1 ν2χσ ⊕ ν3/2χ2σ ⊕ ν3/2σ
χ2 = 1 ν2χσ ⊕ (ν3/2σ)[2]

III a χo σStGSp(2) χν2σ ⊕ ν2σ

IV a σStGSp(4) ν3σ

V a δ([ξ, νξ], ν−1/2σ) ν2σ ⊕ ξν2σ

VI a τ(S, ν−1/2σ) (ν2σ)[2]

VII χo π 0

VIII a τ(S, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

X π o σ ωπ 6= 1 ν3/2ωπσ ⊕ ν3/2σ

ωπ = 1 (ν3/2σ)[2]

XI a δ(ν1/2π, ν−1/2σ) ν2σ

generic supercuspidal 0
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Lemma 3.3.5. Let τ =
∑n

i=1 τi⊗σi be a decomposition of GL(2, F )×H-modules,

where τi are irreducible, admissible representations of GL(2, F ), σi, and σ be

characters of H. Then τH,σ =
∑k

j=1 τij as GL(2, F )-modules, for some k ≤ n and

{i1, i2, ..., ik} ⊂ {1, 2, ..., n}.

Theorem 3.3.6. We have Table 3.4 of the algebraic decompositions of split

Jacquet-Waldspurger modules for all non-supercuspidal, irreducible, admissible

representations of GSp(4, F ). For type I, we have to distinguish various cases,

depending on the regularity of the inducing character:

VN,T,Λ =



ν3/2χ1χ2σ ⊕ ν3/2χ1σ ⊕ ν3/2χ2σ ⊕ ν3/2σ if χ1χ2, χ1, χ2, 1 are

pairwise different,

ν3/2χ2σ ⊕ (ν3/2χσ)[2]⊕ ν3/2σ if χ := χ1 = χ2 6= 1, χ2 6= 1,

(ν3/2χσ)[2]⊕ (ν3/2σ)[2] if χ := χ1 = χ2 6= 1, χ2 = 1,

(ν3/2χσ)[2]⊕ (ν3/2σ)[2] if {χ1, χ2} = {χ 6= 1, 1}

(ν3/2σ)[4] if χ1 = χ2 = 1.

(3.3.10)

Proof. Recall that we choose β =
[

1/2
1/2

]
in the split case. We will treat two

cases of the theorem, namely non-generic and generic representations, in different

ways. Notice that the Bessel models do not exist for types IVd, Vd, VIb and IXb.

i) Non-generic cases: In this case, we consider the Jacquet module of (π, V )

of types IIb, IIIb, IVb, IVc, Vb, Vc, VIc, VId, VIIIb and XIb as given in
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Table 3.3: The semisimplifications of Jacquet-Waldspurger modules. It is assumed
that L is a field, and that the representation of GSp(4, F ) admits a (Λ, β)-Bessel
functional. An entry “—” indicates that no such Bessel functional exists.

representation semisimplification of VN,T,Λ

I χ1 × χ2 o σ (irreducible) ν3/2χ1χ2σ1F× + ν3/2σ1F×

+ν3/2χ1σ1F× + ν3/2χ2σ1F×

II a χStGL(2) o σ ν3/2χ2σ1F× + ν3/2σ1F× + ν2χσ1F×

b χ1GL(2) o σ ν3/2χ2σ1F× + ν3/2σ1F× + νχσ1F×

III a χo σStGSp(2) χν2σ1F× + ν2σ1F×

b χo σ1GSp(2) —

IV a σStGSp(4) ν3σ1F×

b L(ν2, ν−1σStGSp(2)) ν3σ1F× + νσ1F×

c L(ν3/2StGL(2), ν
−3/2σ) —

d σ1GSp(4) —

V a δ([ξ, νξ], ν−1/2σ) ν2σ1F× + ξν2σ1F×

b L(ν1/2ξStGL(2), ν
−1/2σ) νσ1F× + ξν2σ1F×

c L(ν1/2ξStGL(2), ν
−1/2ξσ) ξνσ1F× + ν2σ1F×

d L(νξ, ξ o ν−1/2σ) ξνσ1F× + νσ1F×

VI a τ(S, ν−1/2σ) 2 · (ν2σ1F×)

b τ(T, ν−1/2σ) ν2σ1F×

c L(ν1/2StGL(2), ν
−1/2σ) —

d L(ν, 1F× o ν−1/2σ) —

VII χo π 0
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representation semisimplification of VN,T,Λ

VIII a τ(S, π) 0

b τ(T, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

b L(νξ, ν−1/2π(µ)) 0

X π o σ ν3/2ωπσ1F× + ν3/2σ1F×

XI a δ(ν1/2π, ν−1/2σ) ν2σ1F×

b L(ν1/2π, ν−1/2σ) νσ1F×

supercuspidal 0

Table 3.1, is
∑
τi ⊗ χi with the χi pairwise different. Then

VN =
n⊕
i=1

VN(χi), (3.3.11)

where

VN(χi) = {v ∈ VN | a.v = χi(a)v for all a ∈ F×}.

Since the action of F× commutes with the action of GL(2, F ), the VN(χi)

are GL(2, F )-invariant. Hence, (3.3.11) is a direct sum of GL(2, F ) × F×-

modules (not only of F×-modules). Since the only GL(2, F )×F×-subquotients

of VN are the τi ⊗ χi, it follows that VN(χi) ∼= τi ⊗ χi. Therefore VN =⊕
τi ⊗ χi is a direct sum. We can then use Lemma 3.3.1 ii) and obtain

VN,T,Λ = ⊕((τi)T,Λ ⊗ χi). (3.3.12)

Of course, dim(τi)T,Λ = 1 if τi is infinite-dimensional, and dim(τi)T,Λ ∈ {0, 1}

if τi is one-dimensional.
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Table 3.4: The algebraic structure of Jacquet-Waldspurger modules in the split
case. It is assumed that L = F × F , and that the representation of GSp(4, F )
admits a (Λ, β)-Bessel functional. An entry “—” indicates that no such Bessel
functional exists.

representation VN,T,Λ
I χ1 × χ2 o σ see (3.3.10)

II a χStGL(2) o σ χ2 6= 1 ν2χσ ⊕ ν3/2χ2σ ⊕ ν3/2σ

χ2 = 1 ν2χσ ⊕ (ν3/2σ)[2]

b χ1GL(2) o σ χ2 6= 1 νχσ ⊕ ν3/2χ2σ ⊕ ν3/2σ

χ2 = 1 νχσ ⊕ (ν3/2σ)[2]

III a χo σStGSp(2) χν2σ ⊕ ν2σ

b χo σ1GSp(2) χνσ ⊕ νσ
IV a σStGSp(4) ν3σ

b L(ν2, ν−1σStGSp(2)) ν3σ ⊕ νσ
c L(ν3/2StGL(2), ν

−3/2σ) σ ⊕ ν2σ

d σ1GSp(4) —

V a δ([ξ, νξ], ν−1/2σ) ν2σ ⊕ ξν2σ

b L(ν1/2ξStGL(2), ν
−1/2σ) νσ ⊕ ξν2σ

c L(ν1/2ξStGL(2), ν
−1/2ξσ) ξνσ ⊕ ν2σ

d L(νξ, ξ o ν−1/2σ) —

VI a τ(S, ν−1/2σ) (ν2σ)[2]

b τ(T, ν−1/2σ) —

c L(ν1/2StGL(2), ν
−1/2σ) νσ

d L(ν, 1F× o ν−1/2σ) (νσ)[2]

VII χo π 0

VIII a τ(S, π) 0

b τ(T, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

b L(νξ, ν−1/2π(µ)) —
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representation VN,T,Λ

X π o σ ωπ 6= 1 ν3/2ωπσ ⊕ ν3/2σ

ωπ = 1 (ν3/2σ)[2]

XI a δ(ν1/2π, ν−1/2σ) ν2σ

b L(ν1/2π, ν−1/2σ) νσ

supercuspidal 0

Using these facts, we can calculate, starting from the Table 3.1 of Jacquet

modules, the Jacquet-Waldspurger modules in the split case for most of

the irreducible, admissible, non-generic, non-supercuspidal representations

of GSp(4, F ). The results are listed in Table 3.4. In this table we assume

that the representation of GSp(4, F ) admits a split (Λ, β)-Bessel functional;

an entry “—” indicates that no such Bessel functional exists. The following

cases require special arguments:

Type IIb: Assume that (π, V ) is a representation of type IIb, i.e., π =

χ1GL(2) o σ with χ2 6= ν±1 and χ 6= ν±3/2. By Table 3.1,

VN = σχ1GL(2) ⊗ ν3/2χ2σ + σχ1GL(2) ⊗ ν3/2σ + (χ2σ × σ)⊗ νχσ.

Assume first that χ2 6= 1. In this case VN is a direct sum, and we can

calculate VN,T,Λ according to (3.3.12). Note that a split Bessel model exists

only for Λ = (σχ) ◦NL/F . Hence each of the three summands contributes a

one-dimensional component to VN,T,Λ.

Now assume that χ2 = 1, so that VN is given by

VN =
(
σχ1GL(2) ⊗ ν3/2σ + σχ1GL(2) ⊗ ν3/2σ

)
⊕ (χ2σ × σ)⊗ νχσ. (3.3.13)

45



We will show that the term in parantheses is a direct sum of GL(2, F )-

modules by contradiction. Assume that the term in parantheses in (3.3.13)

is not a direct sum as a GL(2, F )-module, then it is isomorphic to

A 7−→ (χσ)(det(A))
[

1 v(det(A))
1

]
. (3.3.14)

It follows there exists v̄1, v̄2 ∈ VN such that 2 · (σχ1GL(2) ⊗ ν3/2σ) = 〈v̄1, v̄2〉

such that

π(A)v̄2 =(σχ ◦ det)(A) · v̄2, and

π(A)v̄1 =(σχ ◦ det)(A) · v̄1 + v(det(A)) · (σχ ◦ det)(A) · v̄1.

For any x ∈ F×,

π([ x x ])v̄1 = σ2χ2(x)v̄1. (3.3.15)

The action (3.3.15) is a consequence of the fact [ x x ] ∈ GL(2, F ) embedded

in GSp(4) as a center element, so [ x x ] acts on v̄1 by the central character.

On the other hand,

π([ x x ])v̄1 = π([ x 1 ][ 1
x ])v̄1 = π([ x 1 ])((σχ)(x)v̄1 + v(x)(σχ)(x)v̄2)

= (σχ)(x)π([ x 1 ])v̄1 + v(x)(σχ)(x)π([ x 1 ])v̄2

= (σχ)(x)(σχ)(x)v̄1 + v(x)(σχ)(x)v̄2) + v(x)(σχ)2(x)v̄2

= (σχ)2(x)v̄1 + 2 · v(x)(σχ)2(x)v̄2,

for every x ∈ F×. Comparing with (3.3.15), 2 ·v(x)(σχ)2(x)v̄2 = 0, for every

x ∈ F× which is a contradiction. Hence, as a GL(2, F )-module, the term in
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parantheses in (3.3.13) is a direct sum.

Next, we need to prove the term in parantheses of (3.3.13) is not a direct

sum of GL(2, F )×F×-modules. Indeed, we switch to the normalized Jacquet

module ṼN , as given in Table A.3 of [10]:

ṼN =
(
χ1GL(2) ⊗ σ + χ1GL(2) ⊗ σ

)
⊕ (χν−1/2 × χν−1/2)⊗ χν−1/2σ. (3.3.16)

We have

HomGL(2,F )⊗F×(ṼN , χ1GL(2) ⊗ σ) ∼= HomP (V, δ
1/2
P (χ1GL(2) ⊗ σ))

∼= HomGSp(4,F )(V, χ1GL(2) o σ).

By Schur’s lemma, this last space is one-dimensional. It follows that the

term in parantheses in (3.3.16) cannot be a direct sum of GL(2, F ) × F×-

modules. The same is then true for the term in parantheses in (3.3.13).

Hence, as a GL(2, F )× F×-module, it is necessarily isomorphic to

(A, u) 7−→ (χσ)(det(A))(ν3/2σ)(u)
[

1 v(u)
1

]
. (3.3.17)

Applying the functor (. . .)T,Λ to (3.3.17) gives a two-dimensional represen-

tation. Hence, we get

VN,T,Λ = 2 · ν3/2σ1F× ⊕ νχσ1F× , (3.3.18)
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where 2 · ν3/2σ1F× is isomorphic to

u 7−→ (ν3/2σ)(u)
[

1 v(u)
1

]
. (3.3.19)

Hence,

VN,T,Λ = (ν3/2σ1F×)[2]⊕ νχσ1F× (3.3.20)

Type VId: Let (π, V ) be a representation of type VId, i.e, π = L(ν, 1F× o

ν−1/2σ). In this case, Bessel models exist for Λ = σ ◦ NL/F . The Jacquet

module VN of V admits a filtration as follows

0 ⊂ V2 ⊂ V1 ⊂ VN , (3.3.21)

where V2
∼= VN/V1

∼= σ1GL(2) ⊗ νσ, VN/V2
∼= (σν1/2 × σν−1/2) ⊗ νσ and

V1/V2
∼= σStGL(2) ⊗ νσ. We consider the short exact sequence

0 −→ V2 −→ VN −→ VN/V2 −→ 0

It is clear that the reducible principal series (τ,W ) = σν1/2 × σν−1/2 does

not contain any element v such that

τ([ a 1 ])v = σ(a)v,

for every a ∈ F×. Hence, 0 ⊂ V2 ⊂ VN satisfies the condition (3.2.34). As

above, one can prove

0 −→ (V2)T,Λ −→ VN,T,Λ −→ (VN/V2)T,Λ −→ 0

48



But dim(V2)T,Λ = dim(VN/V2)T,Λ = 1, so VN,T,Λ is 2 dimensional. By argu-

ments as in Type IIb, 2 · (1GL(2) ⊗ νσ) is not direct sum as an GL(2)× F×-

module. It follows VN,T,Λ = (νσ)[2].

ii) Generic cases:

• Assume that (π, V ) is of types I, IIa, IIIa, IVa, Va, VII, VIIIa, IXa,

X or XIa. It is easy to obtain the algebraic decompositions of types

VII, VIIIa, IXa whose Jacquet modules are trivial, or the algebraic

decompositions of types IVa, XIa whose Jacquet modules are of length

one. Otherwise,

VN =
n∑
i=1

τi ⊗ χi (3.3.22)

where n ≥ 2 and the τi’s are infinite dimensional, irreducible represen-

tations of GL(2, F ). By Lemma 3.3.1,

VN,T,Λ =
n∑
i=1

((τi)T,Λ ⊗ χi). (3.3.23)

To understand the algebraic decomposition of (3.3.23), we have to de-

termine whether the sum in (3.3.22) is a direct sum as a F×-module.

If the characters χi in (3.3.22) are pairwise different, i.e, the sum in

(3.3.22) is direct, we simply apply Lemma 3.3.1 to obtain (3.3.23); this

argument applies to a direct sum as types IIIa and Va. Regarding

types I, IIa, and X, there may be a chance that some of the χi are not

distinct. We make use of the algebraic decompositions of the twisted

Jacquet modules VS,ψ1 of these types appearing in Table 3.2. Let us de-

fine V (S,H, ψ1×χ) = 〈π(hs)v−χ(h)ψ1(s)v : h ∈ H, s ∈ S and v ∈ V 〉
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and VS,H,ψ1×χ = V/V (S,H, ψ1×χ), where χ is a character of H. Since

the actions of S1 and H = GL(1, F ) commute,

VS,H,ψ1×χ = (VS,ψ1)H,χ = (VN,H,χ)S1,ψ1 . (3.3.24)

where (−)H,χ, (−)S1,ψ1 and (−)N,H,χ are defined similarly. By the al-

gebraic decompositions of the twisted Jacquet modules VS,ψ1 in Table

3.2 and the first equality in (3.3.24),

dimVS,H,ψ1×χ ≤ 1. (3.3.25)

The equality holds if χ = χi, for some i. By Lemma 3.3.5, we assume

that

VN,H,χ =
k∑
j=1

τij ,

where k > 1 and 1 ≤ ij ≤ n. Since τij is generic, each (τij)S1,ψ1 is

one-dimensional. On the other hand, the functor (−)S1,ψ1 is exact, so

VS,H,ψ1×χ = (VN,H,χ)S1,ψ1 is of length k > 1, which is a contradiction

with (3.3.25). Hence, VN,H,χ is of length at most one. It follows the

sum (3.3.22) is not a direct sum for non-pairwise distinct χi. On the

other hand, we also have the following equation for the split T

VN,T,H,Λ×χ = (VN,T,Λ)H,χ = (VN,H,χ)T,Λ, (3.3.26)

where V (N, T,H,Λ×χ) = {π(tnh)v−Λ(t)χ(h)v : t ∈ T, n ∈ N, and h ∈

H}, and VN,T,H,Λ×χ = V/V (N, T,H,Λ×χ). Using this equation (3.3.26)
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and the exactness of split Jacquet modules of the category C, we ob-

tain the algebraic structure of split Jacquet-Waldspurger modules as in

Table 3.4 in the case that the characters χi of H appearing in (3.3.22)

are not pairwise distinct.

• Let (π, V ) be a representation of type VIa, i.e, π = τ(S, ν−1/2σ). In

this case, Bessel models exist for all Λ. The Jacquet module VN of V

admits a filtration as follows

0 ⊂ V2 ⊂ V1 ⊂ VN , (3.3.27)

where V2
∼= σStGL(2)⊗ν2σ, V1/V2

∼= σ1F×⊗ν2σ, V1
∼= (σν1/2×σν−1/2)⊗

ν2σ and VN/V1
∼= σStGL(2)⊗ν2σ. We consider the short exact sequence

0 −→ V2 −→ VN −→ VN/V2 −→ 0.

We denote I = VN/V2. We can write I = I1 ⊕ I2 as vector spaces,

where I1
∼= σ1F× ⊗ ν2σ and I2

∼= I/I1
∼= σStGL(2) ⊗ ν2σ admit the

following actions:

– Let W0 ∈ I1 such that I1 = 〈W0〉, then

π([ a 1 ])W0 = σ(a)W0.

– For any U ∈ I2, there exist c ∈ C and Ua ∈ I2 such that

π([ a 1 ])U = Ua + cW0.
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We claim that 0 −→ (V2)T,Λ −→ VN,T,Λ.

Case 1. Λ 6= σ ◦ NL/F . Assume that I = VN/V2 does not satisfy the

condition (3.2.34), i.e, there is a non-zero W ∈ I such that

π([ a 1 ])W = Λ1(a)W.

We write W = U + cW0 for some U ∈ I2 and c ∈ C. Then

π([ a 1 ])W = Λ1(a)W ⇐⇒ π([ a 1 ])U + cσ(a)W0 = Λ1(a)U + cΛ1(a)W0

⇐⇒ Ua + dW0 + cσ(a)W0 = Λ1(a)U + cΛ1(a)W0

⇐⇒ Ua − Λ1(a)U = (cΛ1(a)− cσ(a)− d)W0

for Ua ∈ I2, d ∈ C. Hence, Ua − Λ1(a)U = 0, i.e, Ua = Λ1(a)U . We

have

π([ a 1 ])U = Λ1(a)U + cW0

so

π([ a 1 ])Ū = Λ1(a)Ū in I/I1
∼= σStGL(2) ⊗ ν2σ

Hence, Ū = 0 in I/I1. By our choice of U , U = 0, i.e, W = cW0 where

c is non-zero. But Λ 6= σ ◦ NL/F , then Λ1(a) 6= σ(a) for some a ∈ F×.

Then

π([ a 1 ])W = cσ(a)W0 6= Λ1(a)W0 = Λ1(a)W

which is a contradiction. It follows VN/V2 satisfies the condition (3.2.34).
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By Lemma 3.2.6, the sequence

0 −→ (V2)T,Λ −→ VN,T,Λ −→ (VN/V2)T,Λ −→ 0

is exact. Now we need to calculate (VN/V2)T,Λ. Let us consider

0 −→ I1 −→ I = VN/V2 −→ I2 −→ 0

Since Λ 6= σ◦NL/F , (I1)T,Λ = 0, so (VN/V2)T,Λ ∼= (I2)T,Λ = ν2σ. Hence,

VN,T,Λ = 2 · ν2σ.

Case 2. Λ = σ ◦ NL/F . First, we will consider the case when σ is

unramified. We have the exact sequence

0 −→ V1 −→ VN −→ VN/V1 −→ 0,

where V1
∼= (σν1/2 × σν−1/2) ⊗ ν2σ, V2

∼= VN/V1
∼= σStGL(2) ⊗ ν2σ is

irreducible, so 0 ⊂ V1 ⊂ VN satisfies the condition (3.2.34). By Lemma

3.2.4,

U ∩ V1(T,Λ) = U ∩ VN(T,Λ) (3.3.28)

where U ⊂ V1 consists of all u ∈ V1 such that

π([ a 1 ])u = σ(a)u, for all a ∈ o×.

Hence, the composition

U/(U ∩ V1(T,Λ))
i−→ V1/V1(T,Λ) −→ VN/VN(T,Λ)
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is injective. We claim that i is indeed an isomorphism. Let us denote

U2 = U∩V2. Since V2 is irreducible, by Lemma 3.2.5, U2/(U2∩V2(T,Λ))

is one dimensional. Let f2 ∈ U2 be such that {f̄2} is a basis of U2/(U2∩

V2(T,Λ)). On the other hand, σ is unramified, so V1 has a spherical

vector f0 which is not in V2 by Proposition 2.1.2 of [13], so f0 6∈ U2.

But f0 ∈ U , and U =< U2, f0 > as a complex vector space.

Now we claim that V1(T,Λ) = V2. We have

V2(T,Λ) ⊂ V2 ∩ V1(T,Λ) ⊂ V2.

Since V2/V2(T,Λ) = (V2)T,Λ is one dimensional, we have either V2(T,Λ) =

V2 ∩ V1(T,Λ) or V1(T,Λ) = V2. Assume that V2(T,Λ) = V2 ∩ V1(T,Λ).

It follows

0 −→ (V2)T,Λ −→ (V1)T,Λ → (V1/V2)T,Λ −→ 0,

i.e, (V1)T,Λ is two dimensional, which is a contradiction with Lemma

3.2.9. Hence, V1(T,Λ) = V2, which implies U ∩V1(T,Λ) = U ∩V2 = U2.

It follows U/(U ∩ V1(T,Λ)) = U/U2 is a one dimensional vector space

which has a basis {f̄0}. Hence, dimU/U ∩ V1(T,Λ) = dim(V1)T,Λ, i.e,

i is an isomorphism which induces an exact sequence

0 −→ (V1)T,Λ −→ (VN)T,Λ −→ (VN/V1)T,Λ −→ 0.

Then dim(VN)T,Λ = dim(V1)T,Λ + dim(VN/V1)T,Λ = 2 and VN,T,Λ =

2 · ν2σ.
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Let us consider σ to be arbitrary. Our argument relies on the following

fact: If (π, V ) is a representation of GSp(4, F ), then

(σ−1V )N,T,Λσ−1
∼= VN,T,Λ. (3.3.29)

The isomorphism is induced from σ−1V → V such that v 7→ v, where

V (N, T,Λ) = (σ−1V )(N, T,Λσ−1).

In fact, v = (σ−1π)(tn) − Λσ−1(t)w = (σ−1 ◦ det)(t)(π(tn) − Λ(t)n) ∈

V (N, T,Λ), for any v ∈ (σ−1V )(N, T,Λσ−1).

In our case, (π, V ) = τ(S, ν−1/2σ), (σ−1π, σ−1V ) ∼= τ(S, ν−1/2) and

Λσ−1 = 1F× ◦ NL/F . Since 1F× is unramified, (σ−1V )N,T,Λσ−1 is a two

dimensional vector space as above arguments. Hence, dimVN,T,Λ = 2,

i.e, VN,T,Λ = 2 · ν2σ by (3.3.29).

Now we claim that VN,T,Λ = (ν2σ)[2] in both cases. We consider the

short exact sequence

0 −→ V2 −→ VN −→ VN/V2 −→ 0. (3.3.30)

We have the induced short exact sequence of (3.3.30) with respect to

the functor (−)S1,ψ1

0 −→ (V2)S1,ψ1 −→ (VN)S1,ψ1 = VS,ψ1 −→ (VN/V2)S1,ψ1 −→ 0,

where (V2)S1,ψ1 = ν2σ, (VN/V2)S1,ψ1 = ν2σ, and VS,ψ1 = (ν2σ)[2] as in
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Table 3.2. As above, we also have the following short exact sequence

of split Jacquet-Waldpurger modules

0 −→ (V2)T,Λ −→ (VN)T,Λ −→ (VN/V2)T,Λ −→ 0.

Applying Lemma 3.3.5, similar to the proof of the split cases above,

one can show that

VN,T,Λ = (ν2σ)[2].

56



Chapter 4

Zeta integrals and L-factors

4.1 Asymptotic behavior

In 4.1.1 we clarify the notion of “asymptotic function”. Using our previous results

on Jacquet-Waldspurger modules, we can calculate the asymptotic behavior of all

Bessel functions of all representations; see Table 4.2. Simultaneously, we obtain

the precise structure as an F×-module of the Jacquet-Waldspurger modules in

the non-split case; see Table 4.1.

4.1.1 Asymptotic functions

Let L be the vector space of functions f : F× → C with the following properties:

i) There exists an open-compact subgroup Γ of F× such that f(uγ) = f(u)

for all u ∈ F× and all γ ∈ Γ.

ii) f(u) = 0 for v(u)� 0.

Such f arise if we restrict Bessel functions on GSp(4, F ) to the subgroup H.
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Clearly L contains the Schwartz space S(F×), i.e., the space of locally con-

stant, compactly supported functions F× → C. We may think of the quotient

L/S(F×) as a space of “asymptotic functions”, in the sense that the image of

some f ∈ L in this quotient is determined by the values f(u) for v(u)� 0.

There is an action π̄ of F× on L given by translation: (π̄(x)f)(u) = f(ux) for

x, u ∈ F×. This is a smooth action by the properties of the elements of L. The

action preserves the subspace S(F×), so that we get an action on the quotient

L/S(F×).

For the proof of the following lemma, we will use the formula

n∑
k=0

(
n

k

)
(−1)kP (k) = 0, P ∈ C[X], deg(P ) < n. (4.1.1)

This formula follows by differentiating the identity (1 +x)n =
∑n

k=0

(
n
k

)
xk repeat-

edly and setting x = −1.

Lemma 4.1.1. Let β ∈ C×. For a positive integer n, let Fn(β) be the space of

functions f : Z≥0 → C satisfying

n∑
k=0

(
n

k

)
(−β)n−kf(m+ k) = 0 for all m ≥ 0. (4.1.2)

Then dimFn(β) = n, and a basis of Fn(β) is given by the functions

fj(m) = mjβm, m ≥ 0, (4.1.3)

for j = 0, . . . , n− 1.

Proof. It is clear from (4.1.2) that any f ∈ Fn(β) is determined by the values
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f(0), . . . , f(n − 1). Hence dimFn(β) ≤ n, and we only need to show that the

functions fj lie in Fn(β) and are linearly independent. The fact that the functions

fj lie in Fn(β) follows from (4.1.1). It is easy to prove that they are linearly

independent.

Proposition 4.1.2. Let K be an F×-invariant subspace of L which contains

S(F×) with finite codimension n. Assume that, as an F×-module, the quotient

K/S(F×) is isomorphic to σ[n]; see Section 3.2.1, for some character σ of F×.

Then there exist f0, . . . , fn−1 ∈ K with the following properties:

i) The images of f0, . . . , fn−1 in K/S(F×) are a basis of the quotient space.

ii) fj has asymptotic behavior

fj(x) = v(x)jσ(x) for all x ∈ F× with v(x)� 0, (4.1.4)

for all j ∈ {0, . . . , n− 1}.

Proof. It suffices to show that every f ∈ K has the asymptotic form

f(x) =
n−1∑
k=0

ck v(x)kσ(x) for all x ∈ F× with v(x)� 0 (4.1.5)

for some constants ck. We have σ[n](u) = σ(u)id for u ∈ o× on all of σ[n]. Hence,

for a fixed unit u ∈ o×,

π̄(u)f − σ(u)f ∈ S(F×). (4.1.6)

It follows that there exists a j0 ≥ 0 such that

f(u$m+j0) = σ(u)f($m+j0) for all m ≥ 0. (4.1.7)

59



Since o× is compact and both sides of (4.1.7) are locally constant, we may choose

j0 large enough so that (4.1.7) holds for all u ∈ o×.

Every vector in σ[n] is annihilated by (σ[n]($)− λ id)n, where we abbreviate

λ = σ($). Hence

(π̄($)− λ id)nf ∈ S(F×) (4.1.8)

for all f ∈ K, or
n∑
k=0

(
n

k

)
(−λ)n−kπ̄($k)f ∈ S(F×). (4.1.9)

It follows that there exists a j0 ≥ 0 such that

n∑
k=0

(
n

k

)
(−λ)n−kf($m+k+j0) = 0 for all m ≥ 0. (4.1.10)

We may assume that the same j0 works for both (4.1.7) and (4.1.10). Setting

h(m) := f($m+j0), equation (4.1.10) reads

n∑
k=0

(
n

k

)
(−λ)n−kh(m+ k) = 0 for all m ≥ 0. (4.1.11)

By Lemma 4.1.1, there exist constants d0, . . . , dn−1 such that

h(m) =
n−1∑
k=0

dkm
kλm for all m ≥ 0. (4.1.12)

We can then also find constants c0, . . . , cn−1 such that

h(m) =
n−1∑
k=0

ck(m+ j0)kλm+j0 for all m ≥ 0. (4.1.13)

(To get the ck’s from the dk’s, expand mk = ((m + j0) − j0)k in (4.1.12).) For
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x ∈ F× with v(x) ≥ j0, write x = u$j with u ∈ o× and j ≥ j0. Then

f(x)
(4.1.7)

= σ(u)f($j)

(4.1.13)
= σ(u)

n−1∑
k=0

ckj
kλj

=
n−1∑
k=0

ck v(x)kσ(x).

This concludes the proof.

Corollary 4.1.3. Let U be a finite-dimensional submodule of L/S(F×). Then

each σ-component of U is indecomposable.

Proof. Let K be the pre-image of U under the projection L → L/S(F×). Assume

that there exists a σ for which Uσ is decomposable. Then Uσ contains a direct

sum σ[n] ⊕ σ[n′] with n, n′ > 0. By Proposition 4.1.2, there exist two functions

f, f ′ ∈ K such that the image of f in U = K/S(F×) lies in σ[n], the image of f ′

lies in σ[n′], and such that

f(x) = σ(x), f ′(x) = σ(x) for all x ∈ F× with v(x)� 0. (4.1.14)

It follows from (4.1.14) that f and f ′ have the same image in K/S(F×), a con-

tradiction.

4.1.2 Asymptotic behavior of Bessel functions in the non-

split case

Let (π, V ) be an irreducible, admissible representation of GSp(4, F ). Assume

that V is the (Λ, β)-Bessel model of π with respect to a character Λ of T . We
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associate with each Bessel function B ∈ V the function ϕB : F× → C defined by

ϕB(u) = B(diag(u, u, 1, 1)). Let K be the space spanned by all functions ϕB.

Lemma 4.1.4. K contains S(F×).

Proof. This follows by the same arguments as in Lemma 4.1 of [5].

An easy argument as in Proposition 4.7.2 of [3], or as in Proposition 3.1 of

[5], shows that if B ∈ V (N), then ϕB has compact support. It is also true, and

equally easy to see, that

B ∈ V (N, T,Λ) =⇒ ϕB has compact support in F×.

It follows that the linear map B 7→ ϕB induces a surjection

VN,T,Λ −→ K/S(F×). (4.1.15)

Lemma 4.1.5. Assume that the map (4.1.15) is an isomorphism. Then every

σ-component of VN,T,Λ is indecomposable as an F×-module.

Proof. The map (4.1.15) induces an isomorphism of the respective σ-components.

Hence the assertion follows from Corollary 4.1.3.

Proposition 4.1.6. Suppose we are in the non-split case. Then the map (4.1.15)

is an isomorphism.

Proof. See Theorem 4.9 of [5].

Recall that in Table 3.3 we determined the semisimplifications of the Jacquet-

Waldspurger modules for all irreducible, admissible representations. In the non-

split case, we can now determine the precise algebraic structure of these modules.
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Corollary 4.1.7. The algebraic structure of the Jacquet-Waldspurger modules

VN,T,Λ for all irreducible, admissible representations of GSp(4, F ) is given in Table

4.1, under the assumption that the representation (π, V ) admits a non-split (Λ, β)-

Bessel functional. An entry “—” indicates that no such Bessel functional exists.

Proof. By Proposition 4.1.6 and Lemma 4.1.5, every σ-component of VN,T,Λ is

indecomposable. This information, together with the semisimplifications from

Table 3.3, gives the precise structure.

For type I, we have to distinguish various cases, depending on the regularity

of the inducing character:

VN,T,Λ =



ν3/2χ1χ2σ ⊕ ν3/2χ1σ ⊕ ν3/2χ2σ ⊕ ν3/2σ if χ1χ2, χ1, χ2, 1 are

pairwise different,

ν3/2χ2σ ⊕ (ν3/2χσ)[2]⊕ ν3/2σ if χ := χ1 = χ2 6= 1, χ2 6= 1,

(ν3/2χσ)[2]⊕ (ν3/2σ)[2] if χ := χ1 = χ2 6= 1, χ2 = 1,

(ν3/2χσ)[2]⊕ (ν3/2σ)[2] if {χ1, χ2} = {χ 6= 1, 1}

(ν3/2σ)[4] if χ1 = χ2 = 1.

(4.1.16)

Corollary 4.1.8. Table 4.2 shows the asymptotic behavior of the Bessel func-

tions B(diag(u, u, 1, 1)) for all irreducible, admissible representations (π, V ) of

GSp(4, F ), where B runs through a non-split (Λ, β)-Bessel model of π. An entry

“—” indicates that no such Bessel model exists.

Proof. By Proposition 4.1.6, the map (4.1.15) is an isomorphism. We can thus

use Proposition 4.1.2, which translates the algebraic structure of VN,T,Λ given in
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Table 4.1: Jacquet-Waldspurger modules VN,T,Λ. It is assumed that L is a field,
and that the representation of GSp(4, F ) admits a (Λ, ψβ)-Bessel functional. An
entry “—” indicates that no non-split Bessel functional exists.

representation VN,T,Λ
I χ1 × χ2 o σ see (4.1.16)

II a χStGL(2) o σ χ2 6= 1 ν2χσ ⊕ ν3/2χ2σ ⊕ ν3/2σ

χ2 = 1 ν2χσ ⊕ (ν3/2σ)[2]

b χ1GL(2) o σ χ2 6= 1 νχσ ⊕ ν3/2χ2σ ⊕ ν3/2σ

χ2 = 1 νχσ ⊕ (ν3/2σ)[2]

III a χo σStGSp(2) χν2σ ⊕ ν2σ

b χo σ1GSp(2) —

IV a σStGSp(4) ν3σ

b L(ν2, ν−1σStGSp(2)) ν3σ ⊕ νσ
c L(ν3/2StGL(2), ν

−3/2σ) —

d σ1GSp(4) —

V a δ([ξ, νξ], ν−1/2σ) ν2σ ⊕ ξν2σ

b L(ν1/2ξStGL(2), ν
−1/2σ) νσ ⊕ ξν2σ

c L(ν1/2ξStGL(2), ν
−1/2ξσ) ξνσ ⊕ ν2σ

d L(νξ, ξ o ν−1/2σ) ξνσ ⊕ νσ
VI a τ(S, ν−1/2σ) (ν2σ)[2]

b τ(T, ν−1/2σ) ν2σ

c L(ν1/2StGL(2), ν
−1/2σ) —

d L(ν, 1F× o ν−1/2σ) —

VII χo π 0

VIII a τ(S, π) 0

b τ(T, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

b L(νξ, ν−1/2π(µ)) 0
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representation VN,T,Λ

X π o σ ωπ 6= 1 ν3/2ωπσ ⊕ ν3/2σ

ωπ = 1 (ν3/2σ)[2]

XI a δ(ν1/2π, ν−1/2σ) ν2σ

b L(ν1/2π, ν−1/2σ) νσ

supercuspidal 0

Table 4.1 into the asymptotic behavior of Bessel functions.

Remark: This result is to be understood in the sense that all the constants

given in Table 4.2 are necessary, i.e., for any choice of C1, C2, . . . there exists a

Bessel function B such that B(diag(u, u, 1, 1)) has the asymptotic behavior given

by this choice of constants.

Again, for type I we have to distinguish various cases:

|u|−3/2B(diag(u, u, 1, 1)) (4.1.17)

=



C1(χ1χ2σ)(u) + C2(χ1σ)(u) + C3(χ2σ)(u) + C4σ(u) if χ1χ2, χ1, χ2, 1 are

pairwise different,

C1(χ2σ)(u) + (C2 + C3v(u))(χσ)(u) + C4σ(u) if χ := χ1 = χ2 6= 1,

χ2 6= 1,

(C1 + C2v(u))(χσ)(u) + (C3 + C4v(u))σ(u) if χ := χ1 = χ2 6= 1,

χ2 = 1,

(C1 + C2v(u))(χσ)(u) + (C3 + C4v(u))σ(u) if {χ1, χ2} =

= {χ 6= 1, 1},

(C1 + C2v(u) + C3v
2(u) + C4v

3(u))σ(u) if χ1 = χ2 = 1.

65



Table 4.2: Asymptotic behavior of B(diag(u, u, 1, 1)) in the non-split case. An
entry “—” indicates that no non-split Bessel functional exists.

representation |u|−3/2B(diag(u, u, 1, 1))

I χ1 × χ2 o σ see (4.1.17)

II a χStGL(2) o σ χ2 6= 1 C1(ν1/2χσ)(u) + C2(χ2σ)(u) + C3σ(u)

χ2 = 1 C1(ν1/2χσ)(u) + (C2 + C3v(u))σ(u)

b χ1GL(2) o σ χ2 6= 1 C1(ν−1/2χσ)(u) + C2(χ2σ)(u) + C3σ(u)

χ2 = 1 C1(ν−1/2χσ)(u) + (C2 + C3v(u))σ(u)

III a χo σStGSp(2) C1(ν1/2χσ)(u) + C2(ν1/2σ)(u)

b χo σ1GSp(2) —

IV a σStGSp(4) C(ν3/2σ)(u)

b L(ν2, ν−1σStGSp(2)) C1(ν3/2σ)(u) + C2(ν−1/2σ)(u)

c L(ν3/2StGL(2), ν
−3/2σ) —

d σ1GSp(4) —

V a δ([ξ, νξ], ν−1/2σ) C1(ν1/2ξσ)(u) + C2(ν1/2σ)(u)

b L(ν1/2ξStGL(2), ν
−1/2σ) C1(ν1/2ξσ)(u) + C2(ν−1/2σ)(u)

c L(ν1/2ξStGL(2), ν
−1/2ξσ) C1(ν−1/2ξσ)(u) + C2(ν1/2σ)(u)

d L(νξ, ξ o ν−1/2σ) C1(ν−1/2ξσ)(u) + C2(ν−1/2σ)(u)

VI a τ(S, ν−1/2σ) (C1 + C2v(u))(ν1/2σ)(u)

b τ(T, ν−1/2σ) C(ν1/2σ)(u)

c L(ν1/2StGL(2), ν
−1/2σ) —

d L(ν, 1F× o ν−1/2σ) —

VII χo π 0

VIII a τ(S, π) 0

b τ(T, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

b L(νξ, ν−1/2π(µ)) 0
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representation |u|−3/2B(diag(u, u, 1, 1))

X π o σ ωπ 6= 1 C1(ωπσ)(u) + C2σ(u)

ωπ = 1 (C1 + C2v(u))σ(u)

XI a δ(ν1/2π, ν−1/2σ) C(ν1/2σ)(u)

b L(ν1/2π, ν−1/2σ) C(ν−1/2σ)(u)

supercuspidal 0

Remark 4.1.9. The proof of Proposition 4.1.6 given in [5] is based on the exactness

of the Waldspurger functor, which is only true in the non-split case. Assume that

(π, V ) is an irreducible, admissible representation of GSp(4, F ) which admits a

split Bessel model B(π,Λ, β). Then we still have the surjection (4.1.15), which

implies that the space of asymptotic functions K/S(F×), as an F×-module, is

a quotient of the Jacquet-Waldspurger module VN,T,Λ. Starting from the VN,T,Λ

given in Table 3.1, the VN,T,Λ can be calculated in many cases, but some of them

pose difficulties, again due to the fact that the Waldspurger functor in the split

case is not exact. Thus, complete results in the split case would follow from

controling the kernel of the map (4.1.15).

The current methods still allow for some preliminary results on the asymptotic

behavior of the functions B(diag(u, u, 1, 1)) in the split case. More precisely, it

is not difficult to create a table similar to Table 4.2, but it is unclear if all the

constants Ci in such a table are really necessary. What is clear is that every

B(diag(u, u, 1, 1)) is of the general form

B(diag(u, u, 1, 1)) =
n∑
i=1

Civ(u)kiσi(u) for v(u)� 0 (4.1.18)

with ki non-negative integers, σi characters of F×, and Ci ∈ C.
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4.1.3 Asymptotic behavior of non-generic Bessel functions

in the split case

Let (π, V ) be an irreducible, admissible representation of GSp(4, F ). Assume that

V is the split (Λ, β)-Bessel model of π with respect to a character Λ of T . Recall

that we choose

β =
[

1/2
1/2

]
.

We associate with each Bessel function B ∈ V the function ϕB : F× → C defined

by ϕB(u) = B(diag(u, u, 1, 1)). Let K(π) be the space spanned by all functions

ϕB.

Lemma 4.1.10. {ϕB : u 7→ B(diag(u, u, 1, 1)) : B ∈ V (N, T,Λ)} = S(F×).

Proof. Let K′ be the space of functions ϕ : F× → C of the form

ϕB(x) = B(
[ x

x
1

1

]
), x ∈ F×, (4.1.19)

where B runs through V (N, T,Λ). An easy argument as in Proposition 4.7.2 of

[3] shows that K′ ⊂ S(F×).

We choose B ∈ V with B(1) 6= 0, and choose a symmetric 2 × 2-matrix X

such that ψ(tr(βX)) 6= 1. Then

B′ := π([ 1 X
1 ])B −B ∈ V (N) ⊂ V (N, T,Λ),

and

ϕB′(1) = B′(1) = B([ 1 X
1 ])−B(1) = (ψ(tr(βX))− 1)B(1) 6= 0.

This proves K′ 6= 0.
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A straightforward calculation shows that the following holds for any y ∈ F×

and any symmetric 2× 2-matrix X:

If B′ = π(

[
y
y

1
1

]
)B, then ϕB′(u) = ϕB(uy). (4.1.20)

If B′ = π([ 1 X
1 ])B, then ϕB′(u) = ψ(u tr(βX))ϕB(u). (4.1.21)

Note that if B ∈ V (N, T,Λ), then the functions B′ defined in (4.1.20) and (4.1.21)

are also in V (N, T,Λ). By Proposition 4.7.3 of [3], K′ = S(F×).

In this section, we determine the dimension and an explicit basis ofK(π)/S(F×).

By Lemma 4.1.10, we have a surjection

V/V (N, T,Λ) −→ K(π)/S(F×). (4.1.22)

From (4.1.22) it follows that

dimVN,T,Λ ≥ dimK(π)/S(F×). (4.1.23)

We can get precise results for the asymptotic behavior in the split case for those

representations for which the Jacquet-Waldspurger module is known by Table

3.4, and for which there is equality in (4.1.23). In fact, this holds in the non-split

case. In the split case, we will show that the equality in (4.1.23) is also true for

all non-generic representations of GSp(4, F ) and generic representations except

finitely many choices of the characters Λ of T . We denote

N0 = {
[

1 x
1 y

1
1

]
: x, y ∈ F}, N ′ = {

[
1 z

1 z
1

1

]
: z ∈ F}, (4.1.24)
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N0(m) = {
[

1 x
1 y

1
1

]
: x, y ∈ pm}, and N ′(m) = {

[
1 z

1 z
1

1

]
: z ∈ pm}. (4.1.25)

Let N(m) = N0(m)N ′(m). It is obvious that N = N0N
′.

Lemma 4.1.11. Let (π, V ) be an irreducible, admissible infinite-dimensional rep-

resentation of GSp(4, F ), then V N ′ = {0}.

Proof. Let v ∈ V N ′ . Since π is smooth, there exists a g = [ a bc d ] ∈ SL(2, F ) − B2

such that

π(

[
a b
a b
c d

c d

]
)v = v. (4.1.26)

where B2 is the standard Borel of SL(2, F ). But SL(2) is generated by the unipo-

tent radical and an element of SL(2, F )−B2 and N ′ is isomorphic to the canonical

unipotent radical of B2. Hence,

π(

[
a b
a b
c d

c d

]
)v = v, for any [ a bc d ] ∈ SL(2, F ).

For any x, y ∈ F , we choose a large enough n such that v is fixed by

[
1 $2nx

1 $2ny
1

1

]
.

On the other hand,

[
$±n

$±n

$∓n

$∓n

]
is of the form (4.1.26). Hence,

π(

[
1 x

1 y
1

1

]
)v = π(

[
$−n

$−n
$n

$n

] [
1 $2nx

1 $2ny
1

1

] [
$n

$n

$−n

$−n

]
)v = v.

It follows v is fixed by N0, so v is fixed by N = N0N
′. Similar to the proof of

Proposition 4.6 of [5], one can prove that v = 0.
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We consider the exact sequence

0 −→ V (T,Λ)/(V (T,Λ) ∩ V (N,ψ)) −→ VN,ψ −→ VN,T,Λ⊗ψ −→ 0. (4.1.27)

The exactness holds by the fact that V (N, T,Λ ⊗ ψ) = V (T,Λ) + V (N,ψ) and

V (N, T,Λ ⊗ ψ)/V (N,ψ) = V (T,Λ)/(V (T,Λ) ∩ V (N,ψ)). Let us consider the

twisted Jacquet modules VN,ψ, for which there are four possibilities

dimVN,ψ ∈ {0, 1, 2,+∞}. (4.1.28)

If dimVN,ψ = 0, i.e, the Bessel models do not exist, V = V (N,ψ), then

V (N,ψ) = V (N, T,Λ⊗ ψ).

If dimVN,ψ = 1, then V (T,Λ)/(V (T,Λ) ∩ V (N,ψ)) = 0 by the exactness of

(4.1.27) and the fact that dimV/V (N, T,Λ⊗ ψ) = 1 which is the consequence of

HomR(V,CΛ⊗ψ) ∼= HomC(VN,T,Λ⊗ψ,C).

Hence, V (T,Λ) ⊂ V (N,ψ), i.e, V (N,ψ) = V (N, T,Λ⊗ ψ).

Lemma 4.1.12. If VN,ψ is one dimensional, then ϕv ≡ 0 if and only if v ∈

V (N0, T,Λ).

Proof. Assuming that v ∈ V (N0, T,Λ), it is easy to check that ϕv ≡ 0 by straight-

forward calculations. Conversely, let v ∈ V be such that ϕv ≡ 0, i.e, ϕv(x) = 0

for every x ∈ F×. Hence, as we are in the case that dimVN,ψ = 1,

π(
[ x

x
1

1

]
)v ∈ V (N, T,Λ⊗ ψ) = V (N,ψ)
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⇐⇒
∫
N(−m)

ψ(−n)π(n)
[
π(
[ x

x
1

1

]
)v
]
dn = 0, for large enough m.

Similar to the calculations in Lemma 5.3 in [15], there exists a large enough M(x)

which depends on x such that

∫
p−m

ψ(

[
1 xz

1 xz
1

1

]
)π(

[
1 z

1 z
1

1

]
)
[ ∫

N0(−m)

π(n0)v dn0

]
dz = 0,

for every m ≥M(x). By Lemma 5.2 of [15],

∫
N0(−m)

π(n0)v dn0 ∈ V N ′ .

By Lemma 4.1.11, ∫
N0(−m)

π(n0)v dn0 = 0.

It follows v ∈ V (N0) ⊂ V (N0, T,Λ).

Theorem 4.1.13. If VN,ψ is one dimensional, then ϕv ∈ S(F×) if and only if

v ∈ V (N, T,Λ).

Proof. This is a consequence of Lemma 4.1.10 and Lemma 4.1.12

Theorem 4.1.14. If VN,ψ is two dimensional, then ϕv = 0 if and only if v ∈

V (N0, T,Λ).

Proof. (⇐=). It is obvious.

(=⇒). If dim(VN,ψ) = 2, we are in the case of types IIIb and IVc. By Lemma

5.3.4(i) of [11],

V = Cw1 + Cw2 + V (N,ψ), VN,ψ = Cw̄1 ⊕ Cw̄2, (4.1.29)
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π(

[
a
b
b
a

]
)w̄1 = χ1(a)χ2(b)w̄1, and π(

[
a
b
b
a

]
)w̄2 = χ1(b)χ2(a)w̄2, (4.1.30)

where w̄1, w̄2 are projections of w1, w2, respectively in VN,ψ, χ1, χ2 are some

characters of F× and χ1 6= χ2. In particular, Bessel models exist if Λ = (χ1, χ2)

or Λ = (χ2, χ1). Without loss of generality, we may assume Λ = (χ1, χ2). Let us

denote Λ′ := (χ2, χ1), so VN,T,Λ⊗ψ = C ¯̄w1 and VN,T,Λ′⊗ψ = C ¯̄w2, where ¯̄w1, ¯̄w2 are

projections of w1, w2 in VN,T,Λ⊗ψ, VN,T,Λ′⊗ψ.

We observe that V = V (T,Λ)+V (T,Λ′). Hence, we may assume w2 ∈ V (T,Λ)

and w1 ∈ V (T,Λ′) such that (4.1.29) holds. Notice that w̄1 and w̄2 may not satisfy

the equations (4.1.30) by our assumption. But we still have

π(

[
a
b
b
a

]
) ¯̄w1 = χ1(a)χ2(b) ¯̄w1, and π(

[
a
b
b
a

]
) ¯̄w2 = χ1(b)χ2(a) ¯̄w2, (4.1.31)

We claim that

V (N,ψ) = V (N,ψ) ∩ V (T,Λ) + V (N,ψ) ∩ V (T,Λ′). (4.1.32)

It is clear that ”⊇” holds. On the other hand, for any v ∈ V (N,ψ), v = v1 + v2,

where v1 ∈ V (T,Λ), v2 ∈ V (T,Λ′). By (4.1.29), v1 = c1w1 + c2w2 + z1, for some

constants c1, c2 ∈ C and z1 ∈ V (N,ψ). Hence, c1w1 + z1 = v1 − c2w2 ∈ V (T,Λ).

It follows

c1 ¯̄w1 = c1 ¯̄w1 + ¯̄z1 = c1w1 + z1 = 0 in VN,T,Λ⊗ψ,

so c1 = 0, i.e, v1 = c2w2 + z1 or z1 = v1 − c2w2 ∈ V (T,Λ), i.e, z1 ∈ V (N,ψ) ∩

V (T,Λ). Similarly, one can prove v2 = d1w1 + z2, where z2 ∈ V (N,ψ)∩ V (T,Λ′).
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But v = v1 + v2 = c2w2 + z1 + d1w1 + z2 ∈ V (N,ψ). It follows

c2w̄2 + d1w̄1 = c2w̄2 + z̄1 + d1w̄1 + z̄2 = c2w2 + z1 + d1w1 + z2 = v̄ = 0 in VN,ψ.

Since {w̄1, w̄2} is a basis of VN,ψ, c2 = d1 = 0, i.e, v = v1 + v2 ∈ (V (N,ψ) ∩

V (T,Λ)) + (V (N,ψ) ∩ V (T,Λ′)). Hence, (4.1.32) holds.

Next, we will show that

V (T,Λ′) = Cw1 + V (T,Λ′) ∩ V (N,ψ). (4.1.33)

It is clear ”⊇” holds. On the other hand, let v ∈ V (T,Λ′) , v = a1w1 + a2w2 + z,

where z ∈ V (N,ψ) and a1, a2 ∈ C. Hence, a2w2 + z = v − a1w1 ∈ V (T,Λ′). It

follows

a2 ¯̄w2 = a2 ¯̄w2 + ¯̄z = a2w2 + z = 0 in VN,T,Λ′⊗ψ.

Hence, a2 = 0, i.e, v = a1w1 + z. Hence, z = v − a1w1 ∈ V (T,Λ′), i.e, z ∈

V (T,Λ′) ∩ V (N,ψ). It follows the equality (4.1.33) holds.

Let u ∈ V such that

Bu(
[ x

x
1

1

]
) = 0, for every x ∈ F×.

In particular, if x = 1, u ∈ V (N, T,Λ⊗ ψ). By (4.1.32), u can be written as

u = u1 + u2,

where u1 ∈ V (T,Λ) and u2 ∈ V (T,Λ′) ∩ V (N,ψ). In fact, u ∈ V (N, T,Λ ⊗ ψ),

so u = u′1 + u′2, where u′1 ∈ V (T,Λ), u′2 ∈ V (N,ψ). By (4.1.32), u′2 = u”1 + u”2,
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where u”1 ∈ V (N,ψ) ∩ V (T,Λ) ⊂ V (T,Λ), u”2 ∈ V (N,ψ) ∩ V (T,Λ′). Hence, we

pick u1 = u′1 + u”1, u2 = u”2.

Besides, for any x ∈ F×,

Bu2(
[ x

x
1

1

]
) = Bu(

[ x
x

1
1

]
)−Bu1(

[ x
x

1
1

]
) = 0.

Since u2 ∈ V (T,Λ′), π(
[ x

x
1

1

]
)u2 ∈ V (T,Λ′). By (4.1.33),

π(
[ x

x
1

1

]
)u2 = cw1 + wx,

for some wx ∈ V (T,Λ′) ∩ V (N,ψ). But

0 = Bu2(
[ x

x
1

1

]
) = B

π(

[x
x

1
1

]
)u2

(1) = cBw1(1) +Bwx(1) = cBw1(1).

Since VN,T,Λ⊗ψ = C ¯̄w1, Bw1(1) 6= 0. Hence, c = 0, i.e,

π(
[ x

x
1

1

]
)u2 = wx ∈ V (T,Λ′) ∩ V (N,ψ) ⊂ V (N,ψ),

for every x ∈ F×. Similar to the technique of integration as shown in the proof of

Lemma 4.1.12, one can prove u2 ∈ V (N0). It follows u = u1 + u2 ∈ V (N0, T,Λ).

By Lemma 4.1.10 and Theorem 4.1.14, we obtain the following consequences

Corollary 4.1.15. If VN,ψ is two dimensional, then ϕv ∈ S(F×) if and only if

v ∈ V (N, T,Λ).

We have the following results for the isomorphism (4.1.22) in the split case.
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Notice that Bessel models do not exist for types IVd, Vd, VIb, VIIIb and IXb in

the split case.

Corollary 4.1.16. Let (π, V ) be a non-generic representation of GSp(4, F ). As-

sume that we are in the split case, and π has a (Λ, β)-Bessel model. Then

VN,T,Λ ∼= K(π)/S(F×) as vector spaces.

Proof. If VN = 0, i.e, π is of types VIIIb, IXb, it is obvious that VN,T,Λ ∼=

K(π)/S(F×) = 0 using inequality (4.1.23).

If (π, V ) is of types IIb, IVb, Vb, Vc, VIc, VId, XIb, VN,T,Λ⊗ψ is one dimen-

sional which is a consequence of the Table A.6 of [10]. Hence, the isomorphism

VN,T,Λ⊗ψ ∼= K(π)/S(F×) is an easy implication of Theorem 4.1.13.

On the other hand, if (π, V ) is of types IIIb and IVc, VN,T,Λ⊗ψ is two dimen-

sional. By Corollary 4.1.15, VN,T,Λ ∼= K(π)/S(F×).

4.1.4 Asymptotic behavior of generic Bessel functions in

the split case

We treat the generic case by determining the algebraic decomposition of the mod-

ule VN0,T,Λ . In fact, VN0,T,Λ is a HN ′-module, where

N ′ = {
[

1 z
1 z

1
1

]
: z ∈ F},

and HN ′ is isomorphic to the mirabolic group

M2 = [ ∗ ∗1 ] ∩GL(2, F ). (4.1.34)
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By Theorem 8.3 of [4],

VN0,T,Λ(N ′) ∼= c-IndHN
′

N ′ (VN0,T,Λ)N ′,ψ ∼= c-IndHN
′

N ′ VN,T,Λ⊗ψ. (4.1.35)

By the uniqueness of Bessel models, VN,T,Λ⊗ψ is one-dimensional. As a N ′-module,

VN,T,Λ⊗ψ ∼= ψ. By Corollary 8.2 of [4],

VN0,T,Λ(N ′) ∼= c-IndHN
′

N ′ ψ (4.1.36)

is irreducible as HN ′-modules. We have the filtration

0 ⊂ VN0,T,Λ(N ′) ⊂ VN0,T,Λ. (4.1.37)

On the other hand, VN,T,Λ ∼= VN0,T,Λ/VN0,T,Λ(N ′) gives us a composition series of

VN0,T,Λ

0 ⊂ V0 ⊂ V1 ⊂ · · · ⊂ Vn = VN0,T,Λ, (4.1.38)

where V0
∼= VN0,T,Λ(N ′), Vi/Vi−1

∼= χi, for 1 ≤ i ≤ n, and

VN,T,Λ =
n∑
i=1

χi

is the decomposition of VN,T,Λ in Table 3.4. It follows the semiplification of VN0,T,Λ

VN0,T,Λ = V0 +
n∑
i=1

χi. (4.1.39)
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Let nj be the multiplicity of χij . By the algebraic decomposition of VN,T,Λ, VN0,T,Λ

can be rewritten as

VN0,T,Λ = V0 +
k⊕
j=1

χij [nj]. (4.1.40)

We denote

V (j) = V0 + χij [nj], (4.1.41)

which is a submodule of VN0,T,Λ and admits the filtration

0 ⊂ V
(j)

0 ⊂ V
(j)

1 ⊂ V
(j)

2 ⊂ · · · ⊂ V (j)
nj

= V (j), (4.1.42)

where V
(j)

0 = V0, V
(j)
k = V0 + χij [k], and 1 ≤ k ≤ nj.

Lemma 4.1.17. Let (π, V ) be an irreducible, admissible representation of GSp(4, F ),

the decomposition of VN0,T,Λ be as in (4.1.40). Suppose that VN0,T,Λ does not con-

tain a one-dimensional submodule W on which H acts via χij . Then χij [nj] ⊂

K(π)/S(F×).

Proof. First, we will prove the lemma for the case nj = 1. We denote χ = χij .

Let v ∈ V be such that

π(
[ x

x
1

1

]
)v + V (N, T,Λ) = χ(x)v + V (N, T,Λ).

Assume that C · χ 6⊂ K(π)/S(F×). Via the homomorphism (4.1.22), ϕv = 0

in K(π)/S(F×). By Lemma 4.1.10, there exists an v0 ∈ V (N, T,Λ) such that

ϕv = ϕv0 , i.e, ϕv−v0 = 0. Hence,

π(
[ x

x
1

1

]
)(v − v0) ∈ V (N, T,Λ⊗ ψ), for every x ∈ F×.
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It follows

v − v0 ∈ V (N, T,Λ⊗ ψx), for every x ∈ F×, (4.1.43)

where ψx(a) = ψ(xa), for every a ∈ F . We denote w = v − v0. Let w̄, v̄, v̄0 be

the images of w,v, v0 in VN0,T,Λ. For any x ∈ F×, there exist v̄x ∈ V0 such that

π(
[ x

x
1

1

]
)v̄ = χ(x)v̄ + v̄x.

On the other hand,

π(
[ x

x
1

1

]
)w̄ = χ(x)v̄ + v̄x − π(

[ x
x

1
1

]
)v̄0

= χ(x)(v̄ − v̄0) + v̄x − (π(
[ x

x
1

1

]
)v̄0 − χ(x)v̄0)

= χ(x)w̄ + v̄x − (π(
[ x

x
1

1

]
)v̄0 − χ(x)v̄0).

By (4.1.43),

w̄ ∈
⋂
x∈F×

VN0,T,Λ(N ′, ψx), (4.1.44)

which is invariant under the action of H. Hence,

v̄x − (π(
[ x

x
1

1

]
)v̄0 − χ(x)v̄0) ∈

⋂
x∈F×

VN0,T,Λ(N ′, ψx).

But v0 ∈ V (N, T,Λ), v̄0 ∈ V0 = VN0,T,Λ(N ′). Hence,

v̄x − (π(
[ x

x
1

1

]
)v̄0 − χ(x)v̄0) ∈

⋂
x∈F

VN0,T,Λ(N ′, ψx).
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By Corollary 2 on page 58 of [4], v̄x − (π(
[ x

x
1

1

]
)v̄0 − χ(x)v̄0) = 0, i.e,

π(
[ x

x
1

1

]
)w̄ = χ(x)w̄.

Since w̄ 6∈ V0, V0 + Cw̄ = V0 ⊕Cw̄ = V0 ⊕C · χ ⊂ VN0,T,Λ as H-modules, which is

a contradiction.

For the case nj = 2, we denote χ = χij . It is similar to prove that C · χ ⊂

K(π)/S(F×). Assume that χ[2] 6⊂ K(π)/S(F×). Now we consider the submodule

V
(j)

2 = V0 + χ[2] of VN0,T,Λ as in (4.1.42). By the algebraic structure of VN,T,Λ,

there exist v1, and v2 such that

π(
[ x

x
1

1

]
)v1 + V (N, T,Λ) = χ(x)v1 + V (N, T,Λ),

π(
[ x

x
1

1

]
)v2 + V (N, T,Λ) = χ(x)v2 + χ(x)v(x)v1 + V (N, T,Λ),

ϕv1 6∈ S(F×), and ϕv2 ∈ S(F×). We denote w2 = π(
[ x

x
1

1

]
)v2. Hence, there

exists v0 ∈ V (N, T,Λ) such that w2 = χ(x)v2 + χ(x)v(x)v1 + v0. It follows

ϕw2 = χ(x)ϕv2 + χ(x)v(x)ϕv1 + ϕv0

Since ϕv2 ∈ S(F×), ϕw2 ∈ S(F×). Also, by Lemma 4.1.10, ϕv0 ∈ S(F×). Hence,

if we choose x such that v(x) 6= 0, ϕv1 ∈ S(F×), which is a contradiction. It

follows χ[2] ⊂ K(π)/S(F×).

Similarly, by induction, one can prove χij [nj] ⊂ K(π)/S(F×).

Let (ρ,W ) be a smooth representation of GL(2, F ), σ be a character of F× and

I = ρo σ be a Siegel parabolic induced representation of GSp(4, F ). By Section
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5.2 of [11], it is straightforward to obtain the filtration of HTN0N
′-modules of I

by restricting the action of P to HTN0N
′

0 ⊂ I3 ⊂ I2 ⊂ I1 ⊂ I0 = I, (4.1.45)

where

• I3
∼= S(F 3,W ) the space of Schwartz-Bruhat functions which admits the

following actions of N , T and H

(

[
1 a b

1 b c
1

1

]
f)(x, y, z) = f(x+ a, y + b, z + c),

(

[
a
b
b
a

]
f)(x, y, z) = ρ([ b a ])σ(ab)f(xb/a, y, za/b),

(
[ a

a
1

1

]
f)(x, y, z) = |a|−3/2σ(a)f(a−1x, a−1y, a−1z),

for every f ∈ S(F 3,W ).

• I2/I3
∼= S(F× × F,W ) the space of compactly supported functions with

values in W . It admits the following actions of N , T and H

(

[
1 a b

1 b c
1

1

]
f)(x, y) = ρ([ 1 b+xa

1 ])f(x, y + ax2 + 2bx+ c),

(

[
a
b
b
a

]
f)(x, y) = σ(ab)ωρ(a)|a/b|3/2f(ax/b, ay/b),

(
[ a

a
1

1

]
f)(x, y) = σ(a)ρ([ a 1 ])f(x, a−1y),

where f ∈ S(F× × F,W ) and ωρ is the central character of ρ.

81



• I1/I2 admits the filtration

0 ⊂ I12 ⊂ I1/I2

such that I12
∼= S(F,W ) and (I1/I2)/I12

∼= S(F,W ), where S(F,W ) is the

space of compactly supported functions. We have I12 admits the following

actions of N , T and H

(

[
1 a b

1 b c
1

1

]
f)(x) = ρ([ 1 b

1 ])f(x+ c),

(

[
a
b
b
a

]
f)(x) = σ(ab)ωρ(a)|a/b|3/2f(ax/b),

(
[ a

a
1

1

]
f)(x) = σ(a)ρ([ a 1 ])f(a−1x),

for every f ∈ S(F,W ). Besides, (I1/I2)/I12 admits the following actions of

N , T and H

(

[
1 a b

1 b c
1

1

]
g)(x) = ρ([ 1 b

1 ])g(x+ a),

(

[
a
b
b
a

]
g)(x) = σ(ab)ωρ(b)|b/a|3/2g(bx/a),

(
[ a

a
1

1

]
g)(x) = σ(a)ρ([ a 1 ])g(a−1x),

for every g ∈ S(F,W ).

• I0/I1
∼= W which admits the trivial action of N and the following actions

of T and H

[
a
b
b
a

]
w =σ(ab)ρ([ a b ])w,
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[ a
a

1
1

]
w =|a|3/2σ(a)ωρ(a)w,

for every w ∈ W .

SinceN0 is exhausted by its compact subgroups, (·)N0 is a compact functor. Hence,

by the filtration (4.1.45) of I, we obtain the filtration of IN0

0 ⊂ (I3)N0 ⊂ (I2)N0 ⊂ (I1)N0 ⊂ (I0)N0 = IN0 , (4.1.46)

where

• (I3)N0
∼= S(F,W ) which admits the following actions of N ′, T and H

(

[
1 b

1 b
1

1

]
f)(y) = f(y + b),

(

[
a
b
b
a

]
f)(y) = ρ([ b a ])σ(ab)f(y),

(
[ a

a
1

1

]
f)(y) = |a|1/2σ(a)f(a−1y),

for every f ∈ S(F,W ).

• (I2)N0/(I3)N0
∼= (I2/I3)N0

∼= S(F×, J(W )), where J(W ) is the Jacquet mod-

ule of W with respect to the unipotent radical of the Borel subgroup of

GL(2, F ). S(F×, J(W )) admits actions of N ′, T and H as follows

(

[
1 b

1 b
1

1

]
f)(x) = f(x),

(

[
a
b
b
a

]
f)(x) = σ(ab)ωρ(a)|a/b|1/2J(ρ)(

[
a/b

1

]
)f(ax/b),

(
[ a

a
1

1

]
f)(x) = |a|σ(a)J(ρ)([ a 1 ])f(x),
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for every f ∈ S(F×, J(W )).

• (I1)N0/(I2)N0
∼= (I1/I2)N0 which admits the filtration

0 ⊂ (I12)N0 ⊂ (I1/I2)N0 ,

where (I12)N0
∼= W admits the following actions of N ′, T and H

[
1 b

1 b
1

1

]
w1 = ρ([ 1 b

1 ])w1,[
a
b
b
a

]
w1 = σ(ab)ωρ(a)|a/b|1/2w1,[ a

a
1

1

]
w1 = |a|σ(a)ρ([ a 1 ])w1,

for every w1 ∈ W . Besides, (I1/I2)N0/(I12)N0
∼= W admits the following

actions of N ′, T and H

[
1 b

1 b
1

1

]
w2 = ρ([ 1 b

1 ])w2,[
a
b
b
a

]
w2 = σ(ab)ωρ(b)|b/a|1/2w2,[ a

a
1

1

]
w2 = |a|σ(a)ρ([ a 1 ])w2,

for every w2 ∈ W .

• (I0)N0/(I1)N0
∼= (I0/I1)N0

∼= I0/I1
∼= W which admits the trivial action of

N ′ and the following actions of T and H

[
a
b
b
a

]
w =σ(ab)ρ([ a b ])w,
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[ a
a

1
1

]
w =|a|3/2σ(a)ωρ(a)w,

for every w ∈ W .

Let ρ be infinitely dimensional and Λ = (Λ1,Λ2) be a character of T . Then

• (I3)N0,T,Λ
∼= ((I3)N0)T,Λ ∼= S(F ) which admits the following actions of H

and N ′

(

[
1 b

1 b
1

1

]
f)(y) = f(y + b),

(
[ a

a
1

1

]
f)(y) = |a|1/2σ(a)f(a−1y),

for every f ∈ S(F ).

• ((I2)N0/(I3)N0)T,Λ ∼= νχ ⊗ J(ρ) as H-modules and admit the trivial action

of N ′. More explicitly,

[ a
a

1
1

]
u = |a|σ(a)J(ρ)([ a 1 ])u,

for every u ∈ ((I2)N0/(I3)N0)T,Λ.

• ((I1)N0/(I2)N0)T,Λ depends on the Λ. There are three possibilities:

– Case 1. If Λ 6= (ν1/2σωρ, ν
−1/2σ) and Λ 6= (ν−1/2σ, ν1/2σωρ), then

((I1)N0/(I2)N0)T,Λ = 0.

– Case 2. If “Λ = (ν1/2σωρ, ν
−1/2σ), Λ 6= (ν−1/2σ, ν1/2σωρ)” or “Λ 6=

(ν1/2σωρ, ν
−1/2σ), Λ = (ν−1/2σ, ν1/2σωρ)”, ((I1)N0/(I2)N0)T,Λ = W which
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admits the following actions of H and N ′

[
1 b

1 b
1

1

]
w = ρ([ 1 b

1 ])w,[ a
a

1
1

]
w = |a|σ(a)ρ([ a 1 ])w,

for every w ∈ W .

– Case 3. If Λ = (ν1/2σωρ, ν
−1/2σ) = (ν−1/2σ, ν1/2σωρ), then

((I1)N0/(I2)N0)T,Λ = W +W,

where W admits the same actions of H and N ′ as in the previous case.

• ((I0)N0/(I1)N0)T,Λ ∼= WT,Λ the Waldspurger module of W which is one di-

mensional and admits the trivial action of N ′ and the following action of

H [ a
a

1
1

]
w = |a|3/2σ(a)ωρ(a)w,

for every w ∈ W .

Let us consider S(F ) the space of Schwartz-Bruhat functions on F with respect

to representations τχ1 , τχ2 of HN ′ as follows:

(τχ1 (
[ a

a
1

1

]
)f)(x) =χ(a)f(ax), and (τχ1 (

[
1 b

1 b
1

1

]
)f)(x) = ψ(bx)f(x),

(τχ2 (
[ a

a
1

1

]
)f)(x) =|a|−1χ(a)f(a−1x), and (τχ2 (

[
1 b

1 b
1

1

]
)f)(x) = f(x+ b),

for every f ∈ S(F×). We have the following proposition.
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Proposition 4.1.18. Let V , V0, (τχ1 ,S(F )) and (τχ2 ,S(F )) as above. Then

V0 ↪→ τχ1
∼= τχ2 . (4.1.47)

Furthermore, there is a filtration 0 ⊂ W ⊂ τχ2 , where W ∼= V0 and τχ2 /W
∼= χ,

and there is no one-dimensional subspace of τχ2 on which H acts via χ.

Proof. By (4.1.36), VN0,T,Λ(N ′) ∼= c-IndHN
′

N ′ ψ which is isomorphic to S(F×) with

the actions:

(
[ a

a
1

1

]
f)(x) = f(ax), and (

[
1 b

1 b
1

1

]
f)(x) = ψ(bx)f(x).

Hence, V0
∼= S(F×) ↪→ τχ1 by f 7→ χ−1f . On the other hand, τχ1

∼= τχ2 by the

following isomorphism

τχ2 → τχ1

f 7→ (x 7→
∫
F

f(y)ψ−1(xy)dy).

The last statement is easy to see from the definition of τχ2 .

Let (π, V ) be a generic representation of GSp(4, F ). A character χ is called

special with respect to π if χ is described as in the Table 4.3.

Lemma 4.1.19. Let (π, V ) be a generic representation of GSp(4, F ), Λ = (Λ1,Λ2)

be such that Λ1 is not special as described in the Table 4.3, and VN0,T,Λ = V0 +⊕k
j=1 χij [nj] be the decompostion of VN0,T,Λ as described in (4.1.40). Then VN0,T,Λ

does not contain a one-dimensional submodule W on which H acts via χij , for

1 ≤ j ≤ k.
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Table 4.3: Special characters of generic representations of GSp(4). An entry “—”
indicates that no special character exists.

representation special characters

I χ1 × χ2 o σ ν1/2σχ1χ2, ν
−1/2σχ1χ2, ν

1/2σχ1, ν
−1/2σχ1,

ν1/2σχ2, ν
−1/2σχ2, ν

1/2σ, ν−1/2σ

II a χStGL(2) o σ ν1/2χ2σ, ν−1/2χ2σ, ν1/2σ,
ν−1/2σ, χσ

III a χo σStGSp(2) χσ, σ

IV a σStGSp(4) ν−1σ, νσ

V a δ([ξ, νξ], ν−1/2σ) ξσ, σ

VI a τ(S, ν−1/2σ) σ

VII χo π —

VIII a τ(S, π) —

IX a δ(νξ, ν−1/2π(µ)) —

X δ(νξ, ν−1/2π(µ)) ν1/2ωπσ, ν
−1/2σ, ν−1/2ωπσ, ν

1/2σ

XI a δ(νξ, ν−1/2π(µ)) σ

generic supercuspidal —
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Proof. We will prove the lemma case by case. The key fact is that we compare

((Ii−1)N0/(Ii)N0)T,Λ with the filtration (4.1.38) to explicitly describe VN0T,Λ. Since

we consider Λ1 as a non-special character, ((I1)N0/(I2)N0)T,Λ = (I1/I2)N0,T,Λ = 0.

• Type I. ρ = χ1 × χ2, π = ρ o σ and I = V . Since Λ is not special, Λ 6=

(ν1/2σχ1χ2, ν
−1/2σ) and Λ 6= (ν−1/2σ, ν1/2σχ1χ2), ((I1)N0/(I2)N0)T,Λ = 0.

We have

0 ⊂ (I3)N0 ⊂ (I2)N0 ⊂ (I1)N0 ⊂ (I0)N0 = VN0 .

Let us consider the short exact sequence

0→ (I3)N0 → (I2)N0 → (I2/I3)N0 → 0.

Applying the functor (−)T,Λ, we get

(I3)N0,T,Λ
α−→ (I2)N0,T,Λ → (I2/I3)N0,T,Λ → 0

We claim that α is injective. In fact, (I3)N0,T,Λ
∼= τ ν

3/2σ
2 . By Proposition

4.1.18, (I3)N0,T,Λ contains only V0 as a HN ′-module. Hence, if ker(α) 6= 0,

i.e, V0 ⊂ ker(α), then (I2)N0,T,Λ is finite-dimensional. It follows VN0,T,Λ is

finite-dimensional, which is a contradiction. Hence, α is injective, which

implies

(I2)N0,T,Λ/(I3)N0,T,Λ
∼= (I2/I3)N0,T,Λ,

and (I2)N0,T,Λ = τ ν
3/2σ

2 + ν3/2σχ1 + ν3/2σχ2. Next, we want to show that β

is injective, where β is defined in the following short exact sequence

(I2)N0,T,Λ
β−→ (I1)N0,T,Λ → (I1/I2)N0,T,Λ → 0.
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Assume that ker(β) 6= 0. Similarly, one can prove that τ ν
3/2σ

2 6⊂ ker(β).

For now, we do not know whether ν3/2σχ1, ν3/2σχ2, or ν3/2σχ1 + ν3/2σχ2

is a HN ′-submodule of (I2)N0,T,Λ. In fact, they are not HN ′-submodules of

(I2)N0,T,Λ, which will be proven. Assume that ker(β) contains either ν3/2σχ1,

ν3/2σχ2, or ν3/2σχ1+ν3/2σχ2 as a HN ′-submodule. It follows (I1)N0,T,Λ does

not contain ν3/2σχ1, ν3/2σχ2, or ν3/2σχ1+ν3/2σχ2. Let us consider the short

exact sequence

(I1)N0,T,Λ
γ−→ (I0)N0,T,Λ = VN0,T,Λ → (I0/I1)N0,T,Λ → 0.

Hence, VN0,T,Λ does not contain ν3/2σχ1, ν3/2σχ2, or ν3/2σχ1 + ν3/2σχ2,

which is a contradiction. Hence, β is injective, which implies

(I1)N0,T,Λ/(I2)N0,T,Λ
∼= (I1/I2)N0,T,Λ = 0,

and (I1)N0,T,Λ = (I2)N0,T,Λ = τ ν
3/2σ

2 + ν3/2σχ1 + ν3/2σχ2. Similarly, one can

prove

(I0)N0,T,Λ/(I1)N0,T,Λ
∼= (I0/I1)N0,T,Λ

∼= ν3/2σχ1χ2,

and VN0,T,Λ = (I0)N0,T,Λ = τ ν
3/2σ

2 + ν3/2σχ1 + ν3/2σχ2 + ν3/2σχ1χ2. More

explicitly,

0 ⊂ (I3)N0,T,Λ ⊂ (I2)N0,T,Λ = (I1)N0,T,Λ ⊂ (I0)N0,T,Λ = VN0,T,Λ,

where (I3)N0,T,Λ
∼= τ ν

3/2

2 , (I2)N0,T,Λ/(I3)N0,T,Λ
∼= ν3/2σχ1 + ν3/2σχ2, and

(I0)N0,T,Λ/(I1)N0,T,Λ
∼= ν3/2σχ1χ2.
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Assume that VN0,T,Λ contains a one-dimensional submodule W = 〈w〉 on

whichH acts via ν3/2σ. We consider the projection w̄ of w on (I0)N0,T,Λ/(I1)N0,T,Λ.

By the algebraic structure of VN,T,Λ, without loss of generality, we may as-

sume χ1, χ2, χ1χ2, σ and 1 are pairwise different. We choose x ∈ F× such

that (χ1χ2)(x) 6= 1. It follows

(ν3/2σ)(x)w̄ = π(
[ x

x
1

1

]
)w = (ν3/2σχ1χ2)(x)w̄,

i.e, w̄ is zero on (I0)N0,T,Λ/(I1)N0,T,Λ. Similarly, the projection of w is zero

on (I2)N0,T,Λ/(I3)N0,T,Λ. Hence, W ⊂ (I3)N0,T,Λ
∼= τ ν

3/2σ
2 , which is a con-

tradiction by Proposition 4.1.18. Hence, VN0,T,Λ does not contain a one-

dimensional submodule on which H acts via ν3/2σ

On the other hand, by the isomorphism π ∼= χ−1
1 × χ2 o χ1σ with the

conditions Λ1 6= ν1/2χ2σ and Λ1 6= ν−1/2χ1σ, it is similar to show that

VN0,T,Λ = τ ν
3/2σχ1

2 + ν3/2σ + ν3/2σχ2 + ν3/2σχ1χ2. Hence, VN0,T,Λ does not

contain a one-dimensional submodule W on which H acts via ν3/2σχ1.

Similarly, we make use of the isomorphisms

π ∼= χ1 × χ−1
2 o χ2σ ∼= χ−1

1 × χ−1
2 o χ1χ2σ.

and the conditions Λ1 6= ν1/2χ1σ, Λ1 6= ν−1/2χ2σ, Λ1 6= ν1/2σ and Λ1 6=

ν−1/2χ1χ2σ to prove that VN0,T,Λ does not contain one-dimensional submod-

ules W1, and W2 on which H acts via ν3/2σχ2, and ν3/2σχ1χ2, respectively.

• Type IIa. ρ = χStGL(2) and π = ρo σ. It is similar to Type I to show that

VN0,T,Λ does not contain a one-dimensional submodule W on which H acts
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via ν3/2σ.. By the isomorphism

π = χStGL(2) o σ ∼= χ−1StGL(2) o χ2σ, (4.1.48)

VN0,T,Λ does not contain a one-dimensional submodule W on which H acts

via ν3/2χ2σ.. On the other hand, , π = χStGL(2) o σ ⊂ I.

Now we consider I = (χν−1/2 × χν1/2) o σ∼= (χν−1/2 × χ−1ν−1/2) o ν1/2χσ

and Λ1 6= χσ. We know

0→ χ1GL(2) o σ → I → V → 0.

It follows IN0,T,Λ → VN0,T,Λ → 0. Similarly, VN0,T,Λ does not contain a

one-dimensional submodule W on which H acts via ν2χσ.

• Type IIIa. Let us consider ρ = χ × ν−1, I = ρ o ν1/2σ and Λ1 6∈ {χσ, σ}.

Hence,

0→ χo σ1GSp(2) → I → V → 0.

It follows IN0,T,Λ → VN0,T,Λ → 0. Similarly, VN0,T,Λ does not contain a one-

dimensional submodule W on which H acts via ν2σ. On the other hand,

I ∼= (χ−1 × ν−1) o ν1/2χσ. It is similar to show VN0,T,Λ does not contain a

one-dimensional submodule W on which H acts via ν2χσ.

• Type IVa. Let us consider ρ = ν−3/2StGL(2), I = ρo ν3/2σ, V is a quotient

of I and Λ1 6∈ {ν−1σ, νσ}. Since

0→ L(ν3/2StGL(2), ν
−3/2σ)→ I → V → 0,

92



it is similar to show that VN0,T,Λ does not contain a one-dimensional sub-

module W on which H acts via ν3σ.

• Type Va. Let us consider ρ = ν−1/2ξStGL(2), I1 = ρ o ξν1/2σ, V =

δ([ξ, νξ], ν−1/2σ) and Λ1 6= ξσ. Since

0→ L(ν1/2ξStGL(2), ν
−1/2ξσ)→ I1 → V → 0,

it is similar to show that VN0,T,Λ does not contain a one-dimensional sub-

module W on which H acts via ν2ξσ.. On the other hand, V is also an

irreducible quotient of I2 = ν−1/2ξStGL(2)oν1/2σ. Since Λ1 6= σ, it is similar

to prove that VN0,T,Λ does not contain a one-dimensional submodule W on

which H acts via ν2σ.

• Type VIa. Let us consider ρ = ν−1/2StGL(2), I1 = ρoν1/2σ, V = τ(S, τ−1/2σ)

and Λ1 6= σ. We have the short exact sequence

0→ L(ν1/2StGL(2), ν
−1/2σ)→ I → V → 0,

By the algebraic decomposition of VN,T,Λ as in Table 3.4, the filtration of

IN0,T,Λ with VN0,T,Λ, and Lemma 4.1.17, one can similarly show that VN0,T,Λ

does not contain a two-dimensional submodule W on which H acts via

(νσ)[2].

• Types VII, VIIIa and IXa: Since the Jacquet modules VN = 0 , it is trivial.

• Type X. It is similar to types above to consider V = I = π o σ ∼= π̃ o ωπσ,

where π is supercuspidal and Λ1 6∈ {ν1/2ωπσ, ν
−1/2σ, ν−1/2ωπσ, ν

1/2σ}.
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• Type XIa. Let us consider I = ν−1/2π o ν1/2σ, where π has the trivial

central character and Λ1 6= σ. We have the following short exact sequence

0→ L(ν1/2π, ν−1/2σ)→ I → V → 0,

It is similar to show thatVN0,T,Λ does not contain a one-dimensional sub-

module W on which H acts via ν2σ.

Corollary 4.1.20. Table 4.4 shows the asymptotic behavior of the functions

B(diag(u, u, 1, 1)) for all irreducible, admissible representations (π, V ) of GSp(4, F ),

where B runs through a split (Λ, β)-Bessel model of π such that Λ1 is not special

as in Table 4.3. An entry “—” indicates that no such Bessel model exists.

Again, for type I we have to distinguish various cases:

|u|−3/2B(diag(u, u, 1, 1)) (4.1.49)
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=



C1(χ1χ2σ)(u) + C2(χ1σ)(u) + C3(χ2σ)(u) + C4σ(u) if χ1χ2, χ1, χ2, 1 are

pairwise different,

C1(χ2σ)(u) + (C2 + C3v(u))(χσ)(u) + C4σ(u) if χ := χ1 = χ2 6= 1,

χ2 6= 1,

(C1 + C2v(u))(χσ)(u) + (C3 + C4v(u))σ(u) if χ := χ1 = χ2 6= 1,

χ2 = 1,

(C1 + C2v(u))(χσ)(u) + (C3 + C4v(u))σ(u) if {χ1, χ2} =

= {χ 6= 1, 1},

(C1 + C2v(u) + C3v
2(u) + C4v

3(u))σ(u) if χ1 = χ2 = 1.

Proof. It is a consequence of Lemma 4.1.17 and Lemma 4.1.19.

4.2 Local zeta integrals and L-factors

Given an irreducible, admissible, unitary representation π of GSp(4, F ) and a

character µ of F×, a certain type of zeta integral was introduced in Sect. 3 of

[9] and used to define an L-factor LPS(s, π, µ). These zeta integrals depend on

a choice of Bessel model for π, and hence the L-factor may also depend on this

choice. In many cases though one can prove that LPS(s, π, µ) is independent of

the choice of Bessel data.

In Sect. 4.2.1 we introduce a simplified type of zeta integral and use it to define

the regular part LPS
reg(s, π, µ) of the Piatetski-Shapiro L-factor. The simplified zeta
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Table 4.4: Asymptotic behavior of B(diag(u, u, 1, 1)) in the split case. An entry
“—” indicates that no split Bessel functional exists.

representation |u|−3/2B(diag(u, u, 1, 1))

I χ1 × χ2 o σ see (4.1.49)

II a χStGL(2) o σ χ2 6= 1 C1(ν1/2χσ)(u) + C2(χ2σ)(u) + C3σ(u)

χ2 = 1 C1(ν1/2χσ)(u) + (C2 + C3v(u))σ(u)

b χ1GL(2) o σ χ2 6= 1 C1(ν−1/2χσ)(u) + C2(χ2σ)(u) + C3σ(u)

χ2 = 1 C1(ν−1/2χσ)(u) + (C2 + C3v(u))σ(u)

III a χo σStGSp(2) C1(ν1/2χσ)(u) + C2(ν1/2σ)(u)

b χo σ1GSp(2) C1(ν−1/2χσ)(u) + C2(ν−1/2σ)(u)

IV a σStGSp(4) C(ν3/2σ)(u)

b L(ν2, ν−1σStGSp(2)) C1(ν3/2σ)(u) + C2(ν−1/2σ)(u)

c L(ν3/2StGL(2), ν
−3/2σ) C1(ν−3/2σ)(u) + C2(ν1/2σ)(u)

d σ1GSp(4) —

V a δ([ξ, νξ], ν−1/2σ) C1(ν1/2ξσ)(u) + C2(ν1/2σ)(u)

b L(ν1/2ξStGL(2), ν
−1/2σ) C1(ν1/2ξσ)(u) + C2(ν−1/2σ)(u)

c L(ν1/2ξStGL(2), ν
−1/2ξσ) C1(ν−1/2ξσ)(u) + C2(ν1/2σ)(u)

d L(νξ, ξ o ν−1/2σ) —

VI a τ(S, ν−1/2σ) (C1 + C2v(u))(ν1/2σ)(u)

b τ(T, ν−1/2σ) —

c L(ν1/2StGL(2), ν
−1/2σ) C(ν−1/2σ)(u)

d L(ν, 1F× o ν−1/2σ) C1 + C2v(u))(ν−1/2σ)(u)

VII χo π 0

VIII a τ(S, π) 0

b τ(T, π) 0

IX a δ(νξ, ν−1/2π(µ)) 0

b L(νξ, ν−1/2π(µ)) —
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representation |u|−3/2B(diag(u, u, 1, 1))

X π o σ ωπ 6= 1 C1(ωπσ)(u) + C2σ(u)

ωπ = 1 (C1 + C2v(u))σ(u)

XI a δ(ν1/2π, ν−1/2σ) C(ν1/2σ)(u)

b L(ν1/2π, ν−1/2σ) C(ν−1/2σ)(u)

supercuspidal 0

integrals also depend on the choice of a Bessel model for π. Using the asymptotic

behavior given in Table 4.2, we explicitly calculate LPS
reg(s, π, µ) in the non-split

case for all representations. It turns out that LPS
reg(s, π, µ) is independent of the

choice of Bessel model, and coincides with the usual degree-4 (spin) Euler factor

if π is generic. For non-generic representations, however, the two factors do not

agree in general.

We then investigate the Piatetski-Shapiro zeta integrals (4.2.27). Their defini-

tion involves a certain subgroup G of GSp(4, F ), to which we dedicate Sect. 4.2.2.

The resulting L-factor LPS(s, π, µ) is either equal to LPS
reg(s, π, µ), or has an addi-

tional factor L(s+1/2,Λµ), where Λµ = Λ ·(µ◦NL/F ) depends on the Bessel data.

In Sect. 4.2.5 we will identify several cases where LPS(s, π, µ) = LPS
reg(s, π, µ).

Overall in this section we closely follow [9]. However, we treat all represen-

tations, not only unitary ones. Our notion of exceptional pole is slightly more

general than the one given in [9]. Also, we fill in some of the missing proofs of [9].

4.2.1 The simplified zeta integrals

Let π be an irreducible, admissible representation of GSp(4, F ). Let B(π,Λ, β) be

a (Λ, β)-Bessel model for π. Let µ be a character of F×. For B ∈ B(π,Λ, β) and
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s ∈ C, we define the simplified zeta integrals

ζ(s, B, µ) =

∫
F×

B([ x 1 ])µ(x)|x|s−3/2 d×x. (4.2.1)

The same integrals appear in Proposition 18 of [6]. Using the general form (4.1.18)

of the functions B([ x 1 ]), which holds both in the split and the non-split case, it is

easy to see that ζ(s, B, µ) converges to an element C(q−s) for real part of s large

enough. Let I(π, µ) be the C-vector subspace of C(q−s) spanned by all ζ(s, B, µ)

as B runs through B(π,Λ, β).

Proposition 4.2.1. Let π be an irreducible, admissible representation of GSp(4, F )

admitting a (Λ, β)-Bessel model with β as in (2.1.4). Then I(π, µ) is a non-

zero C[q−s, qs] module containing C, and there exists R(X) ∈ C[X] such that

R(q−s)I(π, µ) ⊂ C[q−s, qs], so that I(π, µ) is a fractional ideal of the principal

ideal domain C[q−s, qs] whose quotient field is C(q−s). The fractional ideal I(π, µ)

admits a generator of the form 1/Q(q−s) with Q(0) = 1, where Q(X) ∈ C[X].

Proof. One can argue as in the proof of Proposition 2.6.4 of [10]. One step in the

proof is to show that I(π, µ) contains C. This follows from Lemma 4.1.4.

Using the notation of this proposition, we set

LPS

reg(s, π, µ) := 1/Q(q−s) (4.2.2)

and call this the regular part of the Piatetski-Shapiro L-factor ; see [9]. As the

notation indicates, LPS
reg(s, π, µ) does not depend on the Bessel data β and Λ. This

is implied by the following result.
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Theorem 4.2.2. Table 4.5 shows the factors LPS
reg(s, π, µ) for all irreducible, ad-

missible representations (π, V ) of GSp(4, F ) in the non-split case. An entry “—”

indicates that no non-split Bessel functional exists.

Proof. Up to an element of S(F×), the functions x 7→ B([ x 1 ]), where B ∈

B(π,Λ, β), are listed in Table 4.2. Using the fact that

∞∑
m=m0

mjzm = g(z)
1

(1− z)j+1
(4.2.3)

with a function g(z) which is holomorphic and non-vanishing at z = 1, the inte-

grals (4.2.1) are thus easily calculated up to elements of C[qs, q−s].

Also indicated in Table 4.5 are the generic representations (i.e., those that

admit a Whittaker model); supercuspidals may or may not be generic. We see

that for all generic representations LPS
reg(s, π, µ) = L(s, ϕ) if µ = 1F× . Here L(s, ϕ)

is the L-factor of the Langlands parameter ϕ of π, as listed in Table A.8 of [10].

Theorem 4.2.3. Table 4.6 shows the factors LPS
reg(s, π, µ) for all irreducible, ad-

missible representations (π, V ) of GSp(4, F ) in the split case. An entry “—”

indicates that no split Bessel functional exists.

Proof. Similar to the proof of Theorem 4.2.2, it is straightforward from Corollary

4.1.20.

4.2.2 The group G

We now recall the setup of [9]. Let L be the quadratic extension of F . Let

V = L2, which we consider as a space of row vectors. We endow V with the
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Table 4.5: Regular parts of Piatetski-Shapiro L-factors (non-split case).

representation LPS
reg(s, π, µ) generic

I χ1 × χ2 o σ (irreducible) L(s, χ1χ2σµ)L(s, σµ) •
L(s, χ1σµ)L(s, χ2σµ)

II a χStGL(2) o σ L(s, ν1/2χσµ)L(s, χ2σµ) •
L(s, σµ)

b χ1GL(2) o σ L(s, ν−1/2χσµ)L(s, χ2σµ)

L(s, σµ)

III a χo σStGSp(2) L(s, ν1/2χσµ)L(s, ν1/2σµ) •

b χo σ1GSp(2) —

IV a σStGSp(4) L(s, ν3/2σµ) •

b L(ν2, ν−1σStGSp(2)) L(s, ν3/2σµ)L(s, ν−1/2σµ)

c L(ν3/2StGL(2), ν
−3/2σ) —

d σ1GSp(4) —

V a δ([ξ, νξ], ν−1/2σ) L(s, ν1/2ξσµ)L(s, ν1/2σµ) •

b L(ν1/2ξStGL(2), ν
−1/2σ) L(s, ν1/2ξσµ)L(s, ν−1/2σµ)

c L(ν1/2ξStGL(2), ν
−1/2ξσ) L(s, ν−1/2ξσµ)L(s, ν1/2σµ)

d L(νξ, ξ o ν−1/2σ) L(s, ν−1/2ξσµ)L(s, ν−1/2σµ)

VI a τ(S, ν−1/2σ) L(s, ν1/2σµ)2 •

b τ(T, ν−1/2σ) L(s, ν1/2σµ)

c L(ν1/2StGL(2), ν
−1/2σ) —

d L(ν, 1F× o ν−1/2σ) —

VII χo π 1 •
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representation LPS
reg(s, π, µ) generic

VIII a τ(S, π) 1 •

b τ(T, π) 1

IX a δ(νξ, ν−1/2π(µ)) 1 •

b L(νξ, ν−1/2π(µ)) 1

X π o σ L(s, ωπσµ)L(s, σµ) •

XI a δ(ν1/2π, ν−1/2σ) L(s, ν1/2σµ) •

b L(ν1/2π, ν−1/2σ) L(s, ν−1/2σµ)

supercuspidal 1 ◦

skew-symmetric F -linear form

ρ(x, y) = TrL/F (x1y2 − x2y1), x = (x1, x2), y = (y1, y2). (4.2.4)

Let

GSpρ = {g ∈ GL(4, F ) : ρ(xg, yg) = λρ(x, y), some λ = λ(g) ∈ F×, for all x, y ∈ V }

be the symplectic similitude group of the form ρ. Let

G = {g ∈ GL(2, L) : det(g) ∈ F×}. (4.2.5)

The group G acts on V by matrix multiplication from the right. A calculation

shows that

ρ(xg, yg) = det(g)ρ(x, y) (4.2.6)
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Table 4.6: Regular parts of Piatetski-Shapiro L-factors (split case).

representation LPS
reg(s, π, µ) generic

I χ1 × χ2 o σ (irreducible) L(s, χ1χ2σµ)L(s, σµ) •
L(s, χ1σµ)L(s, χ2σµ)

II a χStGL(2) o σ L(s, ν1/2χσµ)L(s, χ2σµ) •
L(s, σµ)

b χ1GL(2) o σ L(s, ν−1/2χσµ)L(s, χ2σµ)

L(s, σµ)

III a χo σStGSp(2) L(s, ν1/2χσµ)L(s, ν1/2σµ) •

b χo σ1GSp(2) L(s, ν−1/2χσµ)L(s, ν−1/2σµ)

IV a σStGSp(4) L(s, ν3/2σµ) •

b L(ν2, ν−1σStGSp(2)) L(s, ν3/2σµ)L(s, ν−1/2σµ)

c L(ν3/2StGL(2), ν
−3/2σ) L(s, ν−3/2σµ)L(s, ν1/2σµ)

d σ1GSp(4) —

V a δ([ξ, νξ], ν−1/2σ) L(s, ν1/2ξσµ)L(s, ν1/2σµ) •

b L(ν1/2ξStGL(2), ν
−1/2σ) L(s, ν1/2ξσµ)L(s, ν−1/2σµ)

c L(ν1/2ξStGL(2), ν
−1/2ξσ) L(s, ν−1/2ξσµ)L(s, ν1/2σµ)

d L(νξ, ξ o ν−1/2σ) —

VI a τ(S, ν−1/2σ) L(s, ν1/2σµ)2 •

b τ(T, ν−1/2σ) —

c L(ν1/2StGL(2), ν
−1/2σ) L(s, ν−1/2σµ)

d L(ν, 1F× o ν−1/2σ) L(s, ν−1/2σµ)2

VII χo π 1 •
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representation LPS
reg(s, π, µ) generic

VIII a τ(S, π) 1 •

b τ(T, π) 1

IX a δ(νξ, ν−1/2π(µ)) 1 •

b L(νξ, ν−1/2π(µ)) —

X π o σ L(s, ωπσµ)L(s, σµ) •

XI a δ(ν1/2π, ν−1/2σ) L(s, ν1/2σµ) •

b L(ν1/2π, ν−1/2σ) L(s, ν−1/2σµ)

supercuspidal 1 ◦

for x, y ∈ V and g ∈ G. Hence, G ⊂ GSpρ. Since all 4-dimensional symplectic F -

spaces are isomorphic to the standard space F 4 with the form (2.1.1), the groups

GSpρ and GSp(4, F ) are isomorphic; here, we think of GSp(4, F ) as acting on

the right on the space of row vectors F 4. We wish to find one such isomorphism

under which the group G takes on a particularly simple shape inside GSp(4, F ).

For this we assume that the matrix β in (2.1.4) is diagonal and non-degenerate,

i.e., b = 0 and a, c 6= 0; after a suitable conjugation, every non-degenerate β can

be brought into this form. Consider the following F -basis of V ,

f1 = (1, 0), f2 = (∆/c, 0), f3 = (0, 1/2), f4 = (0, c/(2∆)). (4.2.7)

Let e1, . . . , e4 be the standard basis of F 4. Then the map fi 7→ ei establishes an

isomorphism V ∼= F 4 preserving the symplectic form on both spaces (the form

ρ on V , and the form J defined in (2.1.1) on F 4). The resulting isomorphism
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GSpρ
∼= GSp(4, F ) has the following properties,

G 3 [ x 1 ] 7−→
[ x

x
1

1

]
, (4.2.8)

G 3 [ 1
x ] 7−→

[
1

1
x
x

]
, (4.2.9)

G 3 [ t t̄ ] 7−→
[ x yc
−ya x

x ya
−yc x

]
for t = x+ y∆ ∈ L×, (4.2.10)

G 3
[

1 x+y∆
1

]
7−→

[ 1 2x −2ay
1 −2ay −2ac−1x

1
1

]
. (4.2.11)

Here, t̄ = x−y∆ is the Galois conjugate of t. Recall from (2.1.9) that the matrices

on the right hand side of (4.2.10) are precisely the elements of T . It is easy to

verify that the matrices on the right hand side of (4.2.11) are precisely those

elements of N that lie in

N0 = {[ 1 X
1 ] : tr(βX) = 0} = {

[
1 x y

1 y z
1

1

]
: ax+ by + cz = 0}. (4.2.12)

In particular, if we consider G a subgroup of GSp(4, F ), then we see that

G ∩R = TN0;

see Proposition 2.1 of [9]. We define the following subgroups of G,

AG = G ∩ [ ∗ ∗ ] = {[ xt t̄ ] ∈ GL(2, L) : x ∈ F×, t ∈ L×}, (4.2.13)

N0 = G ∩ [ 1 ∗
1 ] = {[ 1 b

1 ] ∈ GL(2, L) : b ∈ L}, (4.2.14)

BG = G ∩ [ ∗ ∗∗ ] = {[ a bd ] ∈ GL(2, L) : ad ∈ F×}, (4.2.15)

KG = G ∩GL(2, oL) = {[ a bc d ] ∈ GL(2, oL) : ad− bc ∈ F×}. (4.2.16)
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By our remarks above, when embedded into GSp(4, F ), the group N0 coincides

with the group introduced in (4.2.12), so that the notation is consistent. The

Iwasawa decomposition for GL(2, L) implies that G = BGKG. The modular

factor for BG is δ([ a bd ]) = |a/d|L, where | · |L is the normalized absolute value

on L. Note that |t|L = |NL/F (t)|F for t ∈ L×. Let dn be the Haar measure on

N0 that gives N0 ∩KG volume 1. Let da be the Haar measure on AG that gives

AG ∩ KG volume 1. Let dk be the Haar measure on KG with total volume 1.

There is a Haar measure on G given by

∫
N0

∫
AG

∫
KG

f(nak)δ(a)−1 dk da dn. (4.2.17)

The measure (4.2.17) gives KG volume 1. We will also use the integration formula

∫
N0\G

f(g) dg =

∫
BG

f(wb) db =

∫
N0

∫
AG

f(wna) da dn (4.2.18)

for a function f on G that is left N0-invariant (the db in the middle integral is

a right Haar measure on BG). Here, w = [ 1
−1 ] ∈ G, which is embedded into

GSp(4, F ) as

w 7−→

[ 2
−2ac−1

1
2

− 1
2
ca−1

][
1

1
−1
−1

]
. (4.2.19)

Principal series representations of G

Let Λ be a character of L×, let µ be a character of F×, and s ∈ C. We denote by

J (Λ, µ, s) the induced representation indGBG(χ) (unnormalized induction), where

χ([ xt ∗t̄ ]) = µ(x)|x|s+1/2Λ(t)−1. (4.2.20)
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It is easy to see that the contragredient of J (Λ, µ, s) is J (Λ−1, µ−1, 1− s).

Let V = L2, considered as a space of row vectors. Let S(V ) be the space of

Schwartz-Bruhat functions on V , i.e., the space of locally constant functions with

compact support. For g ∈ G, Φ ∈ S(V ) and a complex number s, we define

fΦ(g, µ,Λ, s) := µ(det(g))| det(g)|s+1/2

∫
L×

Φ((0, t̄)g)|tt̄|s+1/2µ(tt̄)Λ(t) d×t.

(4.2.21)

This is the same definition as on p. 265 of [9], except we have (0, t̄) instead of (0, t),

in order to be compatible with our conventions about Bessel models. Assuming

convergence, a calculation shows that fΦ ∈ J (Λ, µ, s).

Let S0(V ) be the subspace of Φ ∈ S(V ) for which Φ(0, 0) = 0. If Φ ∈ S0(V )

and g ∈ G, then Φ((0, t̄)g) = 0 for t outside a compact set of L×. It follows that

the integral (4.2.21) converges absolutely for Φ ∈ S0(V ), for any s ∈ C.

Lemma 4.2.4. J (Λ, µ, s) = {fΦ( · , µ,Λ, s) : Φ ∈ S0(V )}.

Proof. Given f ∈ J (Λ, µ, s), we need to find Φ ∈ S0(V ) such that fΦ = f . We

define Φ by

Φ(x, y) =


µ−1(det(k))f(k) if (x, y) = (0, 1)k for some k ∈ KG,

0 if (x, y) 6∈ (0, 1)KG .

(4.2.22)

It is straightforward to verify that Φ is well-defined, that Φ ∈ S0(V ), and that fΦ

is a multiple of f .

Lemma 4.2.5. Let Λµ = Λ · (µ ◦NL/F ).
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i) The representation J (Λ, µ, s) contains a one-dimensional G-invariant sub-

space if and only if

Λµ(t) = |t|−s−1/2
L for all t ∈ L×. (4.2.23)

In this case the function

f(g) = µ(det(g))| det(g)|s+1/2, g ∈ G, (4.2.24)

spans a one-dimensional G-invariant subspace of indGBG(χ).

ii) The representation J (Λ, µ, s) contains a one-dimensional G-invariant quo-

tient if and only if

Λµ(t) = |t|−s+3/2
L for all t ∈ L×. (4.2.25)

Proof. Part i) is an easy exercise. Part ii) follows from i), observing that the

contragredient of J (Λ, µ, s) is J (Λ−1, µ−1, 1− s).

We observe that condition (4.2.23) is equivalent to saying that s is a pole of

L(s + 1/2,Λµ). Later we will define the notion of exceptional pole; see (4.2.41).

The exceptional poles will be among the poles of L(s + 1/2,Λµ). Note that, by

(4.2.22), the function f in (4.2.24) is a multiple of fΦ, where

Φ(x, y) =


1 if (x, y) = (0, 1)k for some k ∈ KG,

0 if (x, y) 6∈ (0, 1)KG.

(4.2.26)
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Hence, in the non-split case, Φ is the characteristic function of (oL⊕oL)\(pL⊕pL).

4.2.3 The zeta integrals

Let Λ be a character of T ∼= L×, and let µ be a character of F×. Recall the defini-

tion of the functions fΦ(g, µ,Λ, s) in (4.2.21). Let π be an irreducible, admissible

representation of GSp(4, F ). Let B(π,Λ, β) be a (Λ, β)-Bessel model for π. For

B ∈ B(π,Λ, β) and s ∈ C, let

Z(s, B,Φ, µ) =

∫
TN0\G

B(g)fΦ(g, µ,Λ, s) dg, (4.2.27)

provided this integral converges. (In [9] this integral was denoted by L(W,Φ, µ, s).)

Substituting the definition of fΦ(g, µ,Λ, s) and unfolding the integral shows that

Z(s, B,Φ, µ) =

∫
N0\G

B(g)Φ((0, 1)g)µ(det(g))| det(g)|s+1/2 dg. (4.2.28)

By (4.2.17), we have

Z(s, B,Φ, µ) =

∫
AG

∫
KG

δ(a)−1B(ak)Φ((0, 1)ak)µ(det(ak))| det(ak)|s+1/2 dk da.

(4.2.29)

Recall that S0(V ) is the space of Φ ∈ S(V ) satisfying Φ(0, 0) = 0. Let Φ1 ∈ S(V )

be the characteristic function of oL ⊕ oL. Then every Φ ∈ S(V ) can be written

in a unique way as Φ = Φ0 + cΦ1 with Φ0 ∈ S0(V ) and c ∈ C. We will first

investigate Z(s, B,Φ, µ) for Φ ∈ S0(V ).

Lemma 4.2.6. Let the notations and hypotheses be as above.
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i) For any B ∈ B(π,Λ, β) and Φ ∈ S0(V ), the function Z(s, B,Φ, µ) converges

for real part of s large enough to an element of C(q−s). This element lies

in the ideal I(π, µ) generated by all simplified zeta integrals; see Proposition

4.2.1.

ii) For any B ∈ B(π,Λ, β), there exists Φ ∈ S0(V ) such that Z(s, B,Φ, µ) =

ζ(s, B, µ).

Hence, the integrals Z(s, B,Φ, µ), as B runs through B(π,Λ, β) and Φ runs through

S0(V ), generate the ideal I(π, µ) already exhibited in Proposition 4.2.1.

Proof. i) Let Φ ∈ S0(V ). We have

Φ((0, 1)ak) = Φ(t̄k3, t̄k4) if a = [ xt t̄ ] ∈ A
G, k =

[
k1 k2
k3 k4

]
∈ KG. (4.2.30)

Since one of k3 or k4 is a unit and Φ(0, 0) = 0, it follows that Φ((0, 1)ak) = 0 if t

is outside a compact set of L×. As a consequence, there exists a small subgroup Γ

of KG such that Φ((0, 1)akγ) = Φ((0, 1)ak) for all a ∈ AG, k ∈ KG and γ ∈ Γ. By

making Γ even smaller, we may assume that B and µ ◦ det are right Γ-invariant.

It follows that Z(s, B,Φ, µ) as in (4.2.29) is a finite sum of integrals of the form

I(s, B,Φ, µ) =

∫
AG

δ(a)−1B(a)Φ((0, 1)a)µ(det(a))| det(a)|s+1/2 da, (4.2.31)

with different B and Φ ∈ S0(V ). Using coordinates on AG, we have

I(s, B,Φ, µ) =

∫
F×

∫
L×

|xtt̄−1|−1
L B([ xt t̄ ])Φ(0, t̄)µ(xtt̄)|xtt̄|s+1/2 d×t d×x
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=

∫
F×

∫
L×

|x|−2Λ(t)B([ x 1 ])Φ(0, t̄)µ(xtt̄)|xtt̄|s+1/2 d×t d×x

=

( ∫
F×

B([ x 1 ])µ(x)|x|s−3/2 d×x

)(∫
L×

Λ(t)Φ(0, t̄)µ(tt̄)|tt̄|s+1/2 d×t

)
.

(4.2.32)

The first integral is precisely ζ(s, B, µ); see (4.2.1). Since the integration in the

second integral is over a compact subset of L×, this integral is in C[qs, q−s]. It

follows that I(s, B,Φ, µ) lies in the ideal I(π, µ).

ii) By (4.2.28) and (4.2.18), we have

Z(s, B,Φ, µ) =

∫
N0

∫
AG

B(wna)Φ((0, 1)wna)µ(det(a))| det(a)|s+1/2 da dn

=

∫
N0

∫
AG

B(wna)Φ((−1, 0)na)µ(det(a))| det(a)|s+1/2 da dn

=

∫
L

∫
F×

∫
L×

B(w[ 1 n
1 ][ xt t̄ ])Φ((−1, 0)[ 1 n

1 ][ xt t̄ ])

µ(xtt̄)|xtt̄|s+1/2 d×t d×x dn

=

∫
L

∫
F×

∫
L×

B(w
[
xt t̄n

t̄

]
)Φ(−xt,−t̄n)µ(xtt̄)|x|s+1/2|t|s+1/2

L d×t d×x dn

=

∫
L

∫
F×

∫
L×

B(w[ xt nt̄ ])Φ(−xt,−n)µ(xtt̄)|x|s+1/2|t|s−1/2
L d×t d×x dn

=

∫
L

∫
F×

∫
L×

B(w
[

1
x−1

]
[ t nt̄ ])Φ(−t,−n)

µ(x)−1µ(tt̄)|x|3/2−s|t|s−1/2
L d×t d×x dn.

Now choose Φ such that Φ(−t,−n) is zero unless t is close to 1 and n is close to 0.
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If the support of Φ is chosen small enough, then, after appropriate normalization,

Z(s, B,Φ, µ) =

∫
F×

B(
[
x−1

1

]
w)µ(x)−1|x|3/2−s d×x.

This is just ζ(s, wB, µ). The assertion follows.

We see from Lemma 4.2.6 that, instead of (4.2.2), we could have defined

LPS
reg(s, π, µ) as the gcd of all Z(s, B,Φ, µ), as B runs through B(π,Λ, β) and Φ

runs through S0(V ). The same observation was made in Proposition 18 i) of [6].

Next we investigate Z(s, B,Φ1, µ), where we recall Φ1 is the characteristic

function of oL ⊕ oL. In the split case, a character Λ of L× = F× × F× is a pair

(λ1, λ2) of characters of F×, and by L(s,Λ) we mean L(s, λ1)L(s, λ2).

Lemma 4.2.7. Let Λµ = Λ · (µ ◦NL/F ).

i) Assume that Λµ is ramified. Then Z(s, B,Φ1, µ) = 0.

ii) Assume that Λµ is unramified. Then

Z(s, B,Φ1, µ) = ζ(s, Bµ, µ)L(s+ 1/2,Λµ), (4.2.33)

where

Bµ(g) :=

∫
KG

B(gk)µ(det(k)) dk, g ∈ GSp(4, F ). (4.2.34)

Proof. Evidently, Φ1((x, y)k) = Φ1(x, y) for all (x, y) ∈ V and k ∈ KG. Therefore,
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from (4.2.29), we get

Z(s, B,Φ1, µ) =

∫
AG

∫
KG

δ(a)−1B(ak)Φ1((0, 1)a)µ(det(ak))| det(a)|s+1/2 dk da

=

∫
AG

δ(a)−1Bµ(a)Φ1((0, 1)a)µ(det(a))| det(a)|s+1/2 da. (4.2.35)

Clearly, Bµ is an element of B(π,Λ, β) satisfying Bµ(gk) = µ−1(det(k))Bµ(g) for

k ∈ KG. Using coordinates on AG, we have

Z(s, B,Φ1, µ) =

∫
F×

∫
L×

|xtt̄−1|−1
L Bµ(a)Φ1((0, t̄))µ(xtt̄)|xtt̄|s+1/2 d×t d×x

=

∫
F×

∫
L×

Bµ([ xt t̄ ])Φ1((0, t̄))µ(xtt̄)|tt̄|s+1/2|x|s−3/2 d×t d×x

=

∫
F×

∫
L×∩oL

Λ(t)Bµ([ x 1 ])µ(xtt̄)|tt̄|s+1/2|x|s−3/2 d×t d×x

= ζ(s, Bµ, µ)

∫
L×∩oL

Λ(t)µ(tt̄)|tt̄|s+1/2 d×t. (4.2.36)

It is straightforward to calculate that

∫
L×∩oL

Λ(t)µ(tt̄)|tt̄|s+1/2 d×t =


L(s+ 1/2,Λµ) if Λµ is unramified,

0 if Λµ is ramified.

(4.2.37)

This concludes the proof.

We see from Lemma 4.2.6 and Lemma 4.2.7 that Z(s, B,Φ, µ) converges for

real part of s large enough to an element of C(q−s), for any B ∈ B(π,Λ, β) and

Φ ∈ S(V ). Let IΛ,β(π, µ) be the C-vector subspace of C(q−s) spanned by all
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ζ(s, B, µ) as B runs through B(π,Λ, β).

Proposition 4.2.8. Let π be an irreducible, admissible representation of GSp(4, F )

admitting a (Λ, β)-Bessel model with β as in (2.1.4). Then IΛ,β(π, µ) is a non-

zero C[q−s, qs] module containing C, and there exists R(X) ∈ C[X] such that

R(q−s)IΛ,β(π, µ) ⊂ C[q−s, qs], so that IΛ,β(π, µ) is a fractional ideal of the prin-

cipal ideal domain C[q−s, qs] whose quotient field is C(q−s). The fractional ideal

IΛ,β(π, µ) admits a generator of the form 1/Q(q−s) with Q(0) = 1, where Q(X) ∈

C[X].

Proof. The proof is similar to that of Proposition 4.2.1. It follows easily from

(4.2.28) that IΛ,β(π, µ) is a C[qs, q−s]-module. It follows from Lemma 4.2.6 and

Proposition 4.2.1 that IΛ,β(π, µ) contains C.

Using the notation of this proposition, we set

LPS

Λ (s, π, µ) := 1/Q(q−s). (4.2.38)

This is the Piatetski-Shapiro L-factor, as defined in [9]. Our notation indicates

that these factors may depend on Λ (and β, which we suppress from the notation).

We now distinguish two cases:

(A) Assume that

Z(s, B,Φ, µ)

LPS
reg(s, π, µ)

is entire for all B ∈ B(π,Λ, β) and Φ ∈ S(V ). (4.2.39)

Being entire is equivalent to lying in C[qs, q−s]. Hence, in this case the

fractional ideal generated by all Z(s, B,Φ, µ) is generated by LPS
reg(s, π, µ),
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and we have

LPS

Λ (s, π, µ) = LPS

reg(s, π, µ). (4.2.40)

In particular, the Piatetski-Shapiro L-factor does not depend on Λ in this

case.

(B) Assume that

Z(s, B,Φ, µ)

LPS
reg(s, π, µ)

has a pole for some B ∈ B(π,Λ, β) and Φ ∈ S(V ). (4.2.41)

Such poles are called exceptional poles. By (4.2.33), exceptional poles are

precisely the poles of

ζ(s, Bµ, µ)

LPS
reg(s, π, µ)

L(s+ 1/2,Λµ), (4.2.42)

as B runs through B(π,Λ, β). Since the fraction in (4.2.42) is entire, excep-

tional poles are found among the poles of L(s+ 1/2,Λµ). If we write

L(s,Λµ) =
1

(1− γ1q−s)(1− γ2q−s)
, (4.2.43)

where one of the complex numbers γ1, γ2 may be zero, then

LPS(s, π, µ) = LPS

reg(s, π, µ)
1

P (q−s−1/2)
, (4.2.44)

where P ∈ C[X] is either 1− γiX or (1− γ1X)(1− γ2X).

Remark: Our definition of exceptional pole is slightly more general than the

one given in [9]. According to [9], a complex number s0 is called an exceptional
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pole if s0 is a pole of LPS(s, π, µ) but not of LPS
reg(s, π, µ). It follows easily that

an exceptional pole according to [9] is also an exceptional pole according to our

definition. However, the two notions may not coincide if there is overlap between

the poles of LPS
reg(s, π, µ) and the poles of L(s+ 1/2,Λµ).

The regular poles are the poles of LPS
reg(s, π, µ). According to our definition, an

exceptional pole can also be regular, while in [9] the two notions are exclusive.

Our definition is designed in such a way that LPS(s, π, µ) 6= LPS
reg(s, π, µ) precisely

if there exist exceptional poles.

4.2.4 Double coset decompositions

We first prove the following double coset decomposition for GL(2, F ). Let β be

as in (2.1.4), and let T be the group of all

[
x+yb/2 yc
−ya x−yb/2

]
∈ GL(2, F ), x2 − y2

(b2

4
− ac

)
6= 0. (4.2.45)

Recall that we are in the split case if and only if b2− 4ac ∈ F×2. We can and will

make the assumption that

a, c 6= 0. (4.2.46)

In the split case, let r1, r2 ∈ F× be the two roots of the equation

ar2 + br + c = 0. (4.2.47)

Let B1 be the subgroup of GL(2, F ) consisting of all elements of the form [ 1 ∗
∗ ],

and let B2 be the subgroup consisting of all elements of the form [ 1
∗ ∗ ].

Lemma 4.2.9. i) In the non-split case, GL(2, F ) = TB1 = TB2.
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ii) In the split case,

GL(2, F ) = TB1 t Tg1sB1 t Tg2sB1

= TB2 t Tg1B2 t Tg2B2, where gi = [ 1 ri
1 ], s = [ 1

−1 ].

(4.2.48)

The set TB1 (resp. TB2) is open and dense in GL(2, F ), and consists of all

[ a1 a2
a3 a4 ] ∈ GL(2, F ) with aa2

1 + ba1a3 + ca2
3 6= 0 (resp. aa2

2 + ba2a4 + ca2
4 6= 0).

For i = 1 or 2, the set TgisB1 (resp. TgiB2) consists of all [ a1 a2
a3 a4 ] ∈ GL(2, F )

with a1 = a3ri (resp. a2 = a4ri).

Proof. Calculations show that if aa2
1 + ba1a3 + ca2

3 6= 0, then the equation

[
x+yb/2 yc
−ya x−yb/2

]
[ 1 z

d ] = [ a1 a2
a3 a4 ]

can be solved for x, y, z, d. Assume that aa2
1 + ba1a3 + ca2

3 = 0. Then a1 = a3ri

for i = 1 or i = 2. Calculations show that the equation

[
x+yb/2 yc
−ya x−yb/2

]
gis[ 1 z

d ] = [ a1 a2
a3 a4 ]

can be solved for x, y, z, d. This proves the statements for B1, and the proof for

B2 is similar.

Let P be the (F -points of the) Siegel parabolic subgroup of GSp(4, F ); see

(2.1.2). Let G be the group defined in (4.2.5). We assume that β = [ a c ] with

ac 6= 0, and embed G into GSp(4, F ) such that (4.2.8) – (4.2.11) holds. More

generally, if

g =
[
α β
γ δ

]
∈ G,
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then a calculation shows that, as an element of GSp(4, F ),

g =

 α1 cα2 2β1 −2aβ2

−aα2 α1 −2aβ2 − 2a
c
β1

1
2
γ1

c
2
γ2 δ1 −aδ2

c
2
γ2 − c

2a
γ1 cδ2 δ1

 . (4.2.49)

Here, α = α1 + ∆α2 etc, with ∆ as defined after (2.1.7). The following result is a

more precise version of a remark made in the proof of Theorem 4.3 of [9].

Lemma 4.2.10. Assume the above notations and hypotheses. Let

s2 =

[
1

1
−1

1

]
. (4.2.50)

Then

GSp(4, F ) = GP tGs2P. (4.2.51)

The double coset Gs2P is open and dense in GSp(4, F ), and

s−1
2 Gs2 ∩ P = {

[
A

det(A) tA−1

]
: A ∈ GL(2, F )}. (4.2.52)

We have Gs2P = Gs2HN , where H and N are defined in (2.1.3) and (2.1.2),

respectively. Furthermore,

GP =


GB2N in the non-split case,

GB2N t Gg1B2N t Gg2B2N in the split case,

(4.2.53)

where

B2 = {
[

1
x y

y −x
1

]
: x ∈ F, y ∈ F×}, gi =

[
1 ri

1
1
−ri 1

]
, (4.2.54)
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with r1, r2 ∈ F× being the two roots of the equation ar2 + c = 0.

Proof. Using the description (4.2.49) of the elements of G, it is easy to verify

(4.2.52). As a consequence, Gs2P = Gs2HN . Equation (4.2.53) follows from

(4.2.48); the disjointness in the split case is easy to verify.

By the Bruhat decomposition,

GSp(4, F ) = P t
[

1 ∗
1

1
1

]
s2P t

[
1
∗ 1 ∗

1 ∗
1

]
s1s2P t

[
1 ∗ ∗

1 ∗ ∗
1

1

]
s2s1s2P. (4.2.55)

Calculations show that

Gs2P ∩
[

1 ∗ ∗
1 ∗ ∗

1
1

]
s2s1s2P = {[ 1 X

1 ]s2s1s2p : p ∈ P, tr(βX) 6= 0}, (4.2.56)

Gs2P ∩
[

1
∗ 1 ∗

1 ∗
1

]
s1s2P = {

[
1
x 1 z

1 −x
1

]
s1s2p : p ∈ P, x2 6= −a/c}, (4.2.57)

Gs2P ∩
[

1 ∗
1

1
1

]
s2P =

[
1 ∗

1
1

1

]
s2P, (4.2.58)

Gs2P ∩ P = ∅, (4.2.59)

and

GP ∩
[

1 ∗ ∗
1 ∗ ∗

1
1

]
s2s1s2P = {[ 1 X

1 ]s2s1s2p : p ∈ P, tr(βX) = 0}, (4.2.60)

GP ∩
[

1
∗ 1 ∗

1 ∗
1

]
s1s2P = {

[
1
x 1 z

1 −x
1

]
s1s2p : p ∈ P, x2 = −a/c}, (4.2.61)

GP ∩
[

1 ∗
1

1
1

]
s2P = ∅, (4.2.62)

GP ∩ P = P. (4.2.63)

It follows that GSp(4, F ) = GP t Gs2P . Since the big Bruhat cell is dense in

GSp(4, F ), equation (4.2.56) implies that Gs2P is also dense in GSp(4, F ). Since
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GP = KGBGP = KGP is the product of a compact and a closed set, it is closed

in GSp(4, F ).

In the proof of the following lemma we will make use of the fact that a con-

tinuous bijection X → Y between p-adic spaces is a homeomorphism. This is

because we can cover X with open-compact subsets, and a continuous bijection

from a compact topological space to a Hausdorff space is a homeomorphism.

For a locally compact, totally disconnected space X, we denote by S(X) the

space of locally constant functions X → C with compact support. If X is a group,

h ∈ X and φ ∈ S(X), we denote by Rhφ the element of S(X) given by x 7→ φ(xh),

and by Lhφ the element of S(X) given by x 7→ φ(h−1x).

Let U be the unipotent radical of the Borel subgroup of GSp(4, F ). Then U

consists of all matrices of the form

[
1 ∗ ∗
∗ 1 ∗ ∗

1 ∗
1

]

in GSp(4, F ). For c1, c2 ∈ F , we define a character ψc1,c2 of U by

ψc1,c2(

[
1 y ∗
x 1 ∗ ∗

1 −x
1

]
) = ψ(c1x+ c2y). (4.2.64)

The statement of the following result was mentioned in the proof of Theorem 4.3

of [9].

Lemma 4.2.11. Let D : S(GSp(4, F ))→ C be a distribution on GSp(4, F ) with

the following properties:
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i) There exist c1, c2 ∈ F× such that

D(Ruφ) = ψc1,c2(u)D(φ) for all u ∈ U (4.2.65)

and all φ ∈ S(GSp(4, F )).

ii) There exists a character β of G such that

D(Lhφ) = β(h)D(φ) for all h ∈ G (4.2.66)

and all φ ∈ S(GSp(4, F )).

Then D = 0.

Proof. Since GSp(4, F ) = GP t Gs2P , it suffices to show that a distribution on

S(Gs2P ) with the properties (4.2.65) and (4.2.66) is zero, and a distribution on

S(GP ) with the properties (4.2.65) and (4.2.66) is also zero.

1) First we prove that a distribution D on Gs2P with the properties (4.2.65)

and (4.2.66) must be zero. For x ∈ F×, let hx = diag(x, x, 1, 1). By Lemma

4.2.10, Gs2P = Gs2HN . In fact, every element of Gs2P can be written in the

form gs2hxn with g ∈ G and uniquely determined x ∈ F× and n ∈ N . Hence

Gs2P is homeomorphic to G×H ×N . We consider the continuous map

p : Gs2P −→ F× defined by gs2hxn 7−→ x.

The set Gs2P is invariant under the left action of G and the right action of U . It

is easy to see that every fiber p−1(x) is G× U -invariant. By Corollary 2.1 of [1],

Bernstein’s Localization Principle, it is sufficient to prove that any distribution D
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on S(p−1(x)) with the properties (4.2.65) and (4.2.66) vanishes, for all x ∈ F×.

We apply Proposition 4.3.2 of [3] with

G×N ∼= Gs2hxN = p−1(x).

It shows that there exists a constant c1 ∈ C such that

D(φ) = c1

∫
G

∫
N

β(g)ψ−1
c1,c2

(n)φ(gs2hxn) dn dg

for all φ ∈ S(p−1(x)). We may choose some z ∈ F such that

ψc1,c2(uz) 6= 1 for uz =

[
1
z 1

1 −z
1

]
.

By (4.2.11),

nz := s2uzs
−1
2 =

[
1 −z

1 −z
1

1

]
∈ N0 ⊂ G,

so that D(Ln−1
z
φ) = β(n−1

z )D(φ) = D(φ) by (4.2.66). On the other hand, the

substitution g 7→ n−1
z gnz shows that

D(Ln−1
z
φ) = c1

∫
G

∫
N

φ(nzgs2hxn)β(g)ψ−1
c1,c2

(n)dndg

= c1

∫
G

∫
N

φ(gnzs2hxn)β(g)ψ−1
c1,c2

(n)dndg

= c1

∫
G

∫
N

Φ(gs2uzhxn)β(g)ψ−1
c1,c2

(n)dndg

= c1

∫
G

∫
N

Φ(gs2hxnuz)β(g)ψ−1
c1,c2

(n)dndg
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= ψc1,c2(uz)c1

∫
G

∫
N

Φ(gs2hxn)β(g)ψ−1
c1,c2

(n)dndg.

In the last step we used (4.2.65). Hence D(φ) = ψc1,c2(uz)D(φ), which implies

D = 0 on S(p−1(x)).

2) Next, using the decomposition (4.2.53), we prove that a distribution D on

GP with the properties (4.2.65) and (4.2.66) must be zero.

2.1) We will first show that a distribution D on GB2N with the properties

(4.2.65) and (4.2.66) must be zero. We define the groups

H1 := {kx =

[
1
x
x

1

]
: x ∈ F×}, U1 :=

[
1
∗ 1 ∗

1 ∗
1

]
∩GSp(4, F ). (4.2.67)

Then, with N0 as in (4.2.12),

GB2N = GUH1 = GN0U1H1 = GU1H1 = GH1U1. (4.2.68)

In fact, it is not difficult to see that any element of GP can be written in the

form gkxu with uniquely determined g ∈ G, x ∈ F× and u ∈ U1. Hence GB2N is

homeomorphic to G×H1 × U1. We consider the continuous map

p : GB2N −→ F× defined by gkxu 7−→ x.

The set GB2N is invariant under the left action of G and the right action of

U . It is easy to see that every fiber p−1(x) is G × U -invariant. By Bernstein’s

Localization Principle, it is enough to show that a distribution D on p−1(x) with

the properties (4.2.65) and (4.2.66) vanishes.
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We apply Proposition 4.3.2 of [3] to

G× U1
∼= GkxU1 = p−1(x).

It shows that there exists a constant c2 ∈ C such that

D(φ) = c2

∫
G

∫
U1

β(g)ψ−1
c1,c2

(u1)φ(g

[
1
x
x

1

]
u1) du1 dg (4.2.69)

for any φ ∈ S(p−1(x)). Let t ∈ F× be such that ψ(c22tx) 6= 1,

n :=

[
1 2t

1 −2ac−1t
1

1

]
∈ N0 ⊂ G and u :=

[
1 2tx

1
1

1

]
. (4.2.70)

Hence, ψc1,c2(u) = ψ(c22tx) 6= 1. Similarly as above, we calculate

D(Ln−1φ) = c2

∫
G

∫
U1

β(g)ψ−1
c1,c2

(u1)φ(gnkxu1) du1 dg

= c2

∫
G

∫
U1

β(g)ψ−1
c1,c2

(u1)φ(gkx

[
1 2tx

1 −2ac−1tx−1

1
1

]
u1) du1 dg.

Hence,

D(Ln−1φ) =

= c2

∫
G

∫
F

∫
F

β(g)ψ−1(c1y)φ(gkx

[
1 2tx

1 −2ac−1tx−1

1
1

] [
1
y 1 z

1 −y
1

]
) dy dz dg

= c2

∫
G

∫
F

∫
F

β(g)ψ−1(c1y)φ(g

[
1 −2txy

1 −2txy
1

1

]
kx

[
1
y 1 z

1 −y
1

] [
1 2tx

1
1

1

]
)dy dz dg

= c2

∫
G

∫
F

∫
F

β(g

[
1 2txy

1 2txy
1

1

]
)ψ−1(c1y)φ(gkx

[
1
y 1 z

1 −y
1

] [
1 2tx

1
1

1

]
) dy dz dg
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= c2

∫
G

∫
U1

β(g)ψ−1(c1y)φ(gkxu1

[
1 2tx

1
1

1

]
) du1 dg

= D(Ruφ).

Hence, by (4.2.65) and (4.2.66), D(φ) = D(Ln−1φ) = D(Ruφ) = ψ(c22tx)D(φ).

It follows that D(φ) = 0.

2.2) Now assume we are in the split case. Let i ∈ {1, 2}. We will show that a

distribution D on GgiB2N with the properties (4.2.65) and (4.2.66) must be zero.

Calculations in coordinates verify that

g−1
i Ggi ∩B2 = {

 1
y−1
2ri

y

y 1−y
2ri
1

 : y ∈ F×}. (4.2.71)

It follows that

GgiB2N = GgiH1N tGgig̃iN, where g̃i =

[ 1
− 1

2ri
1

1 1
2ri
1

]
, (4.2.72)

and H1 is as in (4.2.67). We will proceed to show that a distribution D on GgiB2N

with the properties (4.2.66) and

D(Ruφ) = ψ(c2x)D(φ) for all u =

[
1 x y

1 y z
1

1

]
∈ N, (4.2.73)

must be zero.

2.2.1) We will first show that a distribution D on GgiH1N with the properties

(4.2.66) and (4.2.73) vanishes. We have

g−1
i Ggi ∩H1N = {

[
1 −2riu u

1 u v
1

1

]
: u, v ∈ F}. (4.2.74)
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Hence

GgiH1N = GgiH1U2, where U2 =

[
1 ∗

1
1

1

]
. (4.2.75)

In fact, every element of GgiH1N can be written in the form ggikxu with uniquely

determined x ∈ F× and u ∈ U2. We consider the continuous map

p : GgiH1N −→ F× defined by ggikxu 7−→ x.

It is easy to see that every fiber p−1(x) is G×N -invariant. By Bernstein’s Local-

ization Principle, it is enough to show that a distribution D on p−1(x) with the

properties (4.2.66) and (4.2.73) vanishes. We apply Proposition 4.3.2 of [3] to

G× U2
∼= GgikxU2 = p−1(x).

It shows that there exists a constant c3 ∈ C such that

D(φ) = c3

∫
G

∫
F

β(g)ψ−1(c2z)φ(ggikx

[
1 z

1
1

1

]
) dz dg (4.2.76)

for all φ ∈ S(p−1(x)). Now, for any y ∈ F ,

D(φ) =

= c3

∫
G

∫
F

β(g)ψ−1(c2z)φ(ggikx

[
1 z

1
1

1

] [
1 y

1 y
1

1

]
)dzdg

= c3

∫
G

∫
F

β(g)ψ−1(c2z)φ(ggi

[
1 y

1 y
1

1

]
kx

[
1 z

1
1

1

]
) dz dg

= c3

∫
G

∫
F

β(g)ψ−1(c2z)φ(ggi

[
1 −2riy y

1 y
1

1

]
g−1
i gi

[
1 2riy

1
1

1

]
kx

[
1 z

1
1

1

]
) dz dg
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= c3

∫
G

∫
F

β(g)ψ−1(c2z)φ(ggi

[
1 2riy

1
1

1

]
kx

[
1 z

1
1

1

]
) dz dg

= c3

∫
G

∫
F

β(g)ψ−1(c2z)φ(ggikx

[
1 z+2rixy

1
1

1

]
) dz dg

= ψ(c22rixy)c3

∫
G

∫
F

β(g)ψ−1(c2z)φ(ggikx

[
1 z

1
1

1

]
) dz dg

= ψ(c22rixy)D(φ).

It follows that D(φ) = 0.

2.2.2) Finally, we will show that a distributionD onGgig̃iN with the properties

(4.2.66) and (4.2.73) vanishes. We have

(gig̃i)
−1Ggig̃i ∩N = {

[
1 u

1 v
1

1

]
: u, v ∈ F}. (4.2.77)

Hence

Ggig̃iN = Ggig̃iU3, where U3 =

[
1 ∗

1 ∗
1

1

]
. (4.2.78)

We apply Proposition 4.3.2 of [3] to

G× U3
∼= Ggig̃iU3.

It shows that there exists a constant c4 ∈ C such that

D(φ) = c4

∫
G

∫
F

β(g)φ(ggig̃i

[
1 z

1 z
1

1

]
) dz dg (4.2.79)
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for any φ ∈ S(Ggig̃iN). Then, for any x ∈ F ,

ψ(c2x)D(φ) = c4

∫
G

∫
F

β(g)φ(ggig̃i

[
1 z

1 z
1

1

] [
1 x

1
1

1

]
) dz dg

= c4

∫
G

∫
F

β(g)φ(ggig̃i

[
1 x

1
1

1

]
(gig̃i)

−1gig̃i

[
1 z

1 z
1

1

]
) dz dg

= c4

∫
G

∫
F

β(g)φ(ggig̃i

[
1 z

1 z
1

1

]
) dz dg

= D(φ).

It follows that D(φ) = 0. This concludes the proof.

4.2.5 Some cases with no exceptional poles

The following is Theorem 4.2 of [9], with a slightly modified proof to accommodate

our more general notion of exceptional pole.

Theorem 4.2.12. Let (π, V ) be an irreducible, admissible representation of GSp(4, F )

admitting a (Λ, β)-Bessel model. Let µ be a character of F×. Assume that s0 is

an exceptional pole for the datum π,Λ, β, µ, as defined in the previous section.

Then there exists a non-zero functional ` : V → C with the property

`(π(g)v) = µ−1(det(g))| det(g)|−s0−1/2 `(v) for all v ∈ V and g ∈ G.

(4.2.80)

Proof. By definition, the function

Z(s, B,Φ, µ)

LPS
Λ (s, π, µ)

=
Z(s, B,Φ, µ)

LPS
reg(s, π, µ)L(s+ 1/2,Λµ)

(4.2.81)
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lies in C[qs, q−s], for any choice of B ∈ B(π,Λ, β) and Φ ∈ S(V ). In particular,

we may evaluate at s0. We note that

Z(s, B,Φ, µ)

LPS
Λ (s, π, µ)

∣∣∣∣
s=s0

= 0 if Φ ∈ S0(V ). (4.2.82)

This follows from Lemma 4.2.6 i), and the fact that s0 is a pole of L(s+ 1/2,Λµ).

We now define

`(B) =
Z(s, B,Φ1, µ)

LPS
Λ (s, π, µ)

∣∣∣∣
s=s0

, (4.2.83)

where, as before, Φ1 is the characteristic function of oL⊕oL. Since Z(s, B,Φ, µ) =

LPS
Λ (s, π, µ) for some choice of B and Φ, equation (4.2.82) implies that ` is a non-

zero functional. It follows from (4.2.28) that

Z(s, π(g)B, g.Φ, µ) = Z(s, B,Φ, µ)µ−1(det(g))| det(g)|−s−1/2 for all g ∈ G,

(4.2.84)

where (g.Φ)(x, y) = Φ((x, y)g). Consequently,

Z(s, π(g)B, g.Φ1, µ)

LPS
Λ (s, π, µ)

∣∣∣∣
s=s0

=
Z(s, B,Φ1, µ)

LPS
Λ (s, π, µ)

∣∣∣∣
s=s0

µ−1(det(g))| det(g)|−s0−1/2.

(4.2.85)

Since g.Φ−Φ ∈ S0(V ), property (4.2.82) allows us to replace g.Φ on the left hand

side by Φ. It follows that ` has the asserted property (4.2.80).

Let c1, c2 ∈ F×. Recall from (4.2.64) the definition of the character ψc1,c2 of

U . An irreducible, admissible representation (π, V ) of GSp(4, F ) is called generic

if it admits a non-zero functional L : V → C satisfying

L(π(u)v) = ψc1,c2(u)L(v) for all v ∈ V, u ∈ U. (4.2.86)
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Such an L is called a ψc1,c2-Whittaker functional.

The proof of ii) of the following result has been sketched in Theorem 4.3 of

[9]; here, we provide the details.

Corollary 4.2.13. There are no exceptional poles for π,Λ, β, µ if one of the

following conditions is satisfied.

i) The character Λµ = Λ · (µ ◦NL/F ) is ramified.

ii) π is generic.

Hence, in these cases we have LPS
Λ (s, π, µ) = LPS

reg(s, π, µ), and in particular the

Piatetski-Shapiro L-factor is independent of the choice of Bessel model for π.

Proof. i) is immediate from Lemma 4.2.7 i).

ii) Let (π, V ) be an irreducible, admissible, generic representation of GSp(4, F ).

Let (π∨, V ∨) be the contragredient representation. Then π∨ is also generic. Let

L be a ψc1,c2-Whittaker functional on V ∨.

Assume that π admits an exceptional pole; we will obtain a contradiction. By

Theorem 4.2.12, there exists a character β of G and a functional ` : V → C such

tht

`(π(g)v) = β(g)v (4.2.87)

for all v ∈ V and g ∈ G. We define a linear map

∆ : S(GSp(4, F )) −→ V ∨ (4.2.88)

by

∆(φ)(v) =

∫
GSp(4,F )

φ(g)`(π(g)v) dg, (4.2.89)
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where φ ∈ S(GSp(4, F )), v ∈ V , and ` is a functional as in (4.2.80). Since ` is

non-zero, it is easy to see that ∆ is non-zero. One readily verifies that

∆(Rhφ) = π∨(h)∆(φ) for all h ∈ GSp(4, F ). (4.2.90)

In particular, the image of ∆ is an invariant subspace of V ∨. Consequently, ∆ is

surjective. This allows us to define a non-zero distribution D : S(GSp(4, F ))→ C

by

D(φ) = L(∆(φ)), φ ∈ S(GSp(4, F )). (4.2.91)

Since L is a ψc1,c2-Whittaker functional on V ∨, it follows from (4.2.90) that

D(Ruφ) = ψc1,c2(u)D(φ) for all u ∈ U. (4.2.92)

For h ∈ G, we have

∆(Lhφ)(v) =

∫
GSp(4,F )

φ(h−1g)`(π(g)v) dg

=

∫
GSp(4,F )

φ(g)`(π(hg)v) dg

= β(h)

∫
GSp(4,F )

φ(g)`(π(g)v) dg

by (4.2.87). Hence ∆(Lhφ) = β(h)∆(φ), and thus

D(Lhφ) = β(h)D(φ) for all h ∈ G. (4.2.93)

By Lemma 4.2.11, properties (4.2.92) and (4.2.93) imply that D = 0, which is a
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contradiction.
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