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Abstract

The existence of the electron’s permanent electric dipole moment (e-EDM) would

break the charge-parity symmetry and time-reversal symmetry. This existence

can not only explain some fundamental physical phenomena in our Universe,

but also would help in searching new physics beyond the Standard Model. The

search for the e-EDM then becomes one of the fundamental problems in physics.

Numerous experimental efforts have been made and a recent result set an upper

limit of |de| < 1.05× 10−28e·cm in an e-EDM measurement, while the Standard

Model predicts a value of |de,SM | < 10−38e·cm. This new upper limit does not

imply a non-zero e-EDM, therefore the intense competitions over the non-zero

e-EDM measurement are still going-on.

The experiments searching for an e-EDM in atoms and molecules are carried

out in different approaches. The heavy diatomic molecule lead monofluo-

ride(PbF) has several advantages over the other candidates for measuring an

e-EDM. It has a large internally polarized electric field, an extremely small

magnetic g-factor varying with external electric field, close-spaced energy levels

with two opposite parities, and the ability to suppress emotional magnetic field.

Based on these features, a unique detection scheme called pseudo-continuous

resonant enhanced multiphoton ionization (pc-REMPI) is utilized to determine

the spectrum of the PbF molecule. In this thesis, I report the molecular electric

dipole moments of the X1 and A states of the PbF molecule by analyzing the

optical spectra of the X1 → A transition in the presence of an applied electric

xii



field. The result will contribute to the further studies about the high resolution

state-sensitive transition. All of these should rely on the fully understanding of

the matrix elements of the Hamiltonian of the ground state X1 and A state. In

addition, the implementation of a biased Stark guide will enhance the coherence

time by several orders of magnitude, which lays the foundation for an optical

double resonance quantum beat measurement of the e-EDM. Finally, this thesis

includes a re-examination of a theoretical prediction published in 2006 that the

208Pb19F molecule may exhibit a specific electric field at which the magnetic

g-factor vanishes. Such a situation might have led to an e-EDM measurement

immune to the background magnetic field. The work here, based on vastly

improved spectroscopy of the molecule, shows that this situation does not occur

in 208Pb19F. With the quality magnetic shielding, it is proved that the 208Pb19F

molecule is still a qualified candidate for measuring the e-EDM.

xiii



Chapter 1

Introduction

In this chapter, I will address the importance of measuring the electron’s electric

dipole moment (e-EDM) and its relation to the violation of the charge-parity

symmetry and the violation of the time-reversal symmetry. Historic progress

toward the e-EDM measurement is briefly reviewed, and the features of the

PbF molecule in our e-EDM measurement will be discussed.

1.1 Why We Measure the e-EDM

The Standard Model states that there are three basic types of forces that

mediate the interactions: electromagnetic, strong and weak nuclear. Each of

these interactions has its unique properties associated with the three discrete

symmetries: Charge conjugation (C-symmetry), parity inversion (P-symmetry)

and time-reversal (T-symmetry). Since 1950 extensive theoretical work and

experiments have been done to investigate the violations of these symmetries.

Perhaps the first suggestion of the violation of the discrete symmetries was

proposed by E. M. Purcell and N. F. Ramsey in 1950. They suggested the

possibility of the existence of an electric dipole moment for the elementary

particles and nuclei, and pointed out that such a dipole moment would imply P-

and T-violation[1]. However, there was no experimental evidence to prove the

violations of the discrete symmetries. In 1956, T. D. Lee and C. N. Yang pointed

1



out the P-symmetry is violated in the weak interaction[2]. This suggestion

was soon verified by C. S. Wu and her co-workers in the beta decay of Cobalt-

60[3]. In 1964, J. Cronin, V. Fitch and their coworkers demonstrated that

CP-symmetry is broken in the decay of the long-lived neutral Kaons[4]. Because

of the validity of the CPT invariance for the time of the thesis that has been

written, the violation of the CP-symmetry is equivalent to the violation of

the T-reversal symmetry[5]. These results of CP-violation or T-violation are

consistent with the complex phase appearing in the quark mixing matrix in

the Standard Model. This CP-violating or T-violating phase would imply that

the magnitude of the e-EDM should be less than 10−38e·cm[6]. Therefore, the

existence of the electric dipole moments for the elementary particles is suggested

to be measured[1]. The following figure is a simple demonstration of why the

existence of an e-EDM would produce CP-violation, however, the existence of

e-EDM is not the only factor that contributes to CP-violation[7].

Assume a group of electrons with the internal spin 1
2
has a magnetic dipole

moment �μ and an e-EDM �de, and is influenced by the external magnetic field

�B and the electric field �E. The schematic is shown in Fig.1.1.

Figure 1.1: An example of the demonstration for the CP-violation
or the T-violation.

2



The interaction energy can be written in a nonrelativistic form as

U = −�μ · �B − �de · �E. (1.1)

Under the CP-symmetry, �E is invariant since �E reverses its sign under both the

C- and the P-symmetry. �B is invariant under the P-symmetry but changes its

sign under the C-symmetry. Since the weak interaction affects all fermions, we

have to assume that �de, as well as �μ, should obey the Pauli exclusion principle

and align or anti-align with the direction of �S. Therefore, �de and �μ flip their

signs under the CP-symmetry. Then the new interaction energy under the

CP-transformation will be represented as

U = −�μ · �B + �de · �E, (1.2)

which is different from what we get before the CP-transformation.

Actually, this example also implies a naive but straightforward way to

measure the e-EDM(Fig.1.2). The elementary particle such as an electron is

located in a uniform �B and �E field, with the �E field flipping parallel-aligned or

anti-parallel-aligned to the applied �B field. If without the applied electric field,

the interaction energy of the electron’s spin and the applied magnetic field will

be

U =
1

2
|ge|μBB (1.3)

3



Figure 1.2: A method of measuring the elementary particle’s EDM,
such as an e-EDM. The solid line at the right is the transition when
�E|| �B, and the dashed line at the left is the transition when − �E|| �B.
The solid line at the center is the transition when there is no external
electric field. This graph is adopted and modified from Dr. Eric
Cornell’s talk in 2010 Lepton Moments.

and

U = −1

2
|ge|μBB. (1.4)

Where μB is the Bohr magneton. Eq. 1.3 is for the situation when �B is parallel

to �S and Eq. 1.4 is for the situation when �B is anti-parallel to �S. Thus a

spontaneous emission of a photon will be generated for this two-level system,

with the energy of |ge|μBB. After the electric field is applied, the interaction

energy can be listed as the Table 1.1. If we flip �E back and forth, we can show

4



�B ‖ �S �B ‖ −�S
�E ‖ �S U = 1

2
|ge|μBB + 1

2
gedmμBE U = −1

2
|ge|μBB + 1

2
gedmμBE

�E ‖ −�S U = 1
2
|ge|μBB − 1

2
gedmμBE U = −1

2
|ge|μBB − 1

2
gedmμBE

Table 1.1: Interaction energy between the e-EDM and the external
magnetic and electric fields.

the two spontaneous transitions with the transition energies as

ΔU =
1

2
|ge|μBB +

1

2
gedmμBE − (−1

2
|ge|μBB − 1

2
gedmμBE)

= |ge|μBB + gedmμBE,

(1.5)

and

ΔU = |ge|μBB − gedmμBE. (1.6)

Here, we use de =
1
2
gedmμB in analogy to the magnetic g-factor, but gedm is not

dimensionless in this situation. Therefore, the hunt for tracing the origins of

the CP-violation now turns into the measurement of de, or equivalently, gedm of

the fermions.

1.2 PbF as a Candidate for Measuring the e-EDM

The candidates for measuring the fundamental particles’ EDMs can be the

elementary particles such as an electron and a muon, or the composite particles

such as a proton, a neutron, an atom or even a molecule. In general, the search for

the elementary particles′ EDMs can be divided into two major groups: Leptonic

EDMs and Hadronic EDMs. Leptonic EDM measurement involves sources

5



including the paramagnetic atoms like Thallium, or the paramagnetic molecules

such as PbF, YbF, ThO, HfF+, PbO, etc. It also includes a diamagnetic atom

source 199Hg. Hadronic EDM measurement involves sources such as a neutron,

a proton, a deuteron, etc. As N. Ramsey pointed out[1], searching for an

EDM of an electrically charged particle showed significant insensitivity and the

neutral particles were more favorable choices. Ramsey and his collaborators

worked on the neutron’s EDM and first reported the upper limit of the neutron

EDM as |dn| < 5 × 10−20e·cm[8]. In 2006, the newest upper bound for dn

is |dn| < 2.9 × 10−26e·cm, increased by a factor of 106 in over 50 years[9].

This is the current upper limit for the Hadronic EDM measurement. In 2011,

Hudson’s group set an upper limit on |de| < 1.05 × 10−28e·cm for an e-EDM

measurement[10], which is for the Leptonic EDM measurement. The Standard

Model predicts an e-EDM, however, smaller than 10−38e·cm. Despite of the

great difficulties in measuring the EDMs, there are an number of groups all

over the world working on the first measurement of the non-zero value of the

EDMs. Table 1.2 shows some selected elementary particles’ EDM limits.

Our group use the PbF as the probe for measuring e-EDM. As a diatomic

molecule, PbF shares some similar advantages over the atoms as the other polar

molecules in several aspects. First, PbF gains a large internally polarized electric

field induced by the external electric field. According to the Schiff’s theorem,

a neutral system in the presence of an external electric field will experience

no acceleration on average. Therefore, the non-pointlike constituents of the

6
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system should be rearranged in order to completely screen out the effect of

the external field, Eext[15]. This would imply that no neutral system can be

sensitive to an e-EDM to the first order in perturbation theory. For heavy polar

molecules, however, composite electrons move in a combination of both electric

and strong magnetic fields. For this case, the Schiff’s theorem does not apply.

In the same paper that Schiff introduced his theorem, he pointed out that not

only does this theorem not apply to heavy atoms, but also such atoms will

have a sensitivity to an e-EDM that is hundreds of times larger than that of a

bear electron[15]. Later, Sanders showed that heavy paramagnetic molecules

are even more sensitive to a possible e-EDM than the heavy atoms[16]. The

sensitivity of a molecular system to an e-EDM is often quoted in terms of an

effective internal field, Eint, so that Uedm = −�de · �Eint. Table 1.3 shows Eint

for some of the most promising e-EDM candidates. The ground state of the

molecule PbF has Eint = −31× 109 V/cm, a value more than sufficient to gain

sensitivity to an e-EDM measurement.

The second advantage is that PbF is a g-2 e-EDM system. The magnetic

g-factor of the PbF molecule of the ground state changes with the external

electric field, and there exists an electric field where the magnetic moment is

very small (approximately 0.04). This feature will make the PbF molecule,

especially 208Pb19F, immune to the background magnetic field. The background

magnetic field will mimic as an e-EDM signal, and add difficulties to the e-EDM

measurement. This small g-factor as well as the high quality magnetic shielding

8



M
ol
ec
u
le

e
-E
D
M

se
n
si
ti
ve

E
ef

f
g
-f
ac
to
r

P
ol
ar
iz
at
io
n
fi
el
d

R
ad

ia
ti
ve

li
fe
ti
m
e

P
u
b
li
sh
ed

li
m
it

st
at
e

(G
V
/c
m
)

(k
V
/c
m
)

(m
s)

10
−2

7
e·c

m
P
b
F

G
ro
u
n
d

2
Π

1 2
-3
1[
24
][
25
]

g
−

2
6(
ev
en
)
0.
2(
o
d
d
)

-
-

T
l

E
x
ci
te
d
6P

1
/
2
,F
=
1

0.
04
[2
6]

g
10
0[
27
]

-
1.
6(
90
%

C
.L
.)
[2
7]

Y
b
F

G
ro
u
n
d

2
Σ

+ 1 2

32
±3

[2
8]

g
10
[1
0]

-
1.
05
(9
0%

C
.L
.)
[1
0]

a(
1)

P
b
O

M
et
as
ta
b
le

3
Σ

+
26
.2
[2
9]

g
10
[3
0]

0.
01
[3
0]

-
B
aF

G
ro
u
n
d

2
Σ

+ 1 2

6.
1±

0.
8[
31
]

g
-

-
-

H
gF

G
ro
u
n
d

2
Σ

+ 1 2

99
[2
4]
[2
5]

g
-

-
-

W
C

G
ro
u
n
d

3
�

1
54
[3
2]

g
−

2
0.
00
1[
33
]

-
-

H
fF

+
G
ro
u
n
d

3
�

1
30
[2
5]

g
−

2
<

0.
01

50
0[
34
]

-
T
h
O

M
et
as
ta
b
le

H
3
�

1
10
4[
25
]

g
−

2
<

0.
01

1.
0[
25
]

-

T
ab

le
1
.3
:
C
o
m
p
a
ri
so
n
b
et
w
ee
n
P
b
F
a
n
d
o
th
er

e
-E

D
M

ca
n
d
id
a
te

d
ia
to
m
ic

m
o
le
cu

le
s.

9



will greatly reduce the influence coming from the magnetic field.

The third advantage PbF possesses is that its ground state has two close-

spaced energy levels of two opposite parities[17]. The low-lying F=1 ground

states of 207Pb19F are near-degenerated and requires a two orders of magnitude

smaller electric field to polarize the states than evenPb19F. Even for evenPb19F,

the required field to fully polarize the molecule is still obtainable in a laboratory

environment.

The fourth advantage of our candidate, like the other heavy diatomic

molecules for measuring the e-EDM, is its suppression ability of the emotional

magnetic field effect[28]. In our e-EDM measurement, we create a supersonic

molecular beam which is rotationally cooled. This supersonic beam of the

molecules will induce a �v × �E effect, and the resulting relativistic magnetic

field adds nontrivial systematic error to the molecular experiments. With its

large enhancement factor and strong tensor polarizability, PbF can suppress

the �v × �E effect. All of these beneficial properties lay a solid foundation for us

to track the footprints of the e-EDM.

1.3 Organization of the Thesis

In Chapter 2, I will derive the matrix elements of the Hamiltonian for the

ground state of the 208Pb19F molecule using an effective-spin model. The energy

level structure of the A state of the 208Pb19F molecule can also be determined

in a similar way. In the next chapter, I will talk about the measurement of the

10



molecular dipole moments of the electronic ground state X1(υ = 0) and the

electronic excited A(υ = 1) state for 208Pb19F, in a pc-REMPI detection scheme.

In Chapter 4, I will address the focusing and guiding properties of various

two-dimensional Stark guides, which are used for guiding polar molecules while

conserving the M state alignment of the molecules. An optical double resonance

quantum beat measurement of the e-EDM will be proposed, and the statistical

sensitivity of the experiment will be estimated under this system. In Chapter

5, I will comment on the impact of a sign error in the possibility of using

zero-g-factor paramagnetic molecules to measure the electron’s electric dipole

moment. In the last chapter, I will summarize all and make a brief conclusion

for the work toward the e-EDM measurement using the PbF molecule.
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Chapter 2

Theoretical Evaluation of the Effective Spin-Rotational

Hamiltonian

In this chapter, I will construct the effective spin-rotational Hamiltonian, based

on the effective spin model, and give the the general representation for the

matrix elements of the PbF molecule, especially for the ground state of the

208Pb19F molecule. This chapter will provide a solid basis for Chapter 3 and

Chapter 5.

2.1 The Quantum Basis Set

The evaluation of the PbF energy level structure will originate from constructing

the Hamiltonian, and the determination of the matrix elements of the Hamilto-

nian is based on the related wave function, or in other words, the quantum basis

set. We can start from studying the coupling schemes of the various angular

momenta which can be classified by Hund’s coupling cases[18].

The total wave function of a molecule can be expressed by its well-defined

internal quantum numbers. For the PbF molecule which has one free electron,

it is the Hund’s case (c) molecule, assuming that the interaction between the

nuclear rotation and the total electronic motion is much smaller than the

interaction between the electron orbital and the electron spin. This can be

represented by the following scheme Fig. 2.1

In Fig. 2.1, the electronic orbital angular momentum L strongly couples

12



Figure 2.1: Hund case (c) angular momenta coupling scheme. In this
scheme, L and S first couples to form the total electronic angular
momentum Je, and the projection of Je along the internuclear axis
S′ then couples with R to form the total angular moment J. The
definitions of the angular momenta are introduced in the text. The
figure is adopted and modified from Ref. [19].

with the electronic spin angular momentum S to form a resultant electronic

total angular momentum Je. Je precesses rapidly along the internuclear axis

and therefore has a well-defined projection Ω. In Hund’s case (a), L and S

strongly couples with the internuclear axis first and have well-defined projection

Λ and Σ, which couples to form Ω (Ω = Λ+Σ). In Hund’s case (c), Λ and Σ are

not well-defined but Ω is well-defined. A well-define quantum number means

that it is a good quantum number and its relevant operator commutes with the

Hamiltonian. Kozlov et al.[44] proposed the concept the effective spin S′, whose

eigenvalue is Ω. This effective spin model will greatly simplify the calculation

of the matrix elements which will be described later. Then S′ couples with

the rotational angular momentum of the nuclei R to form the total angular

13



momentum J. If one or two nuclei have the nuclear spin (for 208Pb19F, 19F

has a nuclear spin I = 1
2
), it will couple with J to form the new total angular

momentum F (F is not labeled in Fig. 2.1). In the absence of the external

electric and magnetic field, the complete quantum basis set for describing the

208Pb19F molecule in the molecular frame would be[19]

|SF,Ω〉 = |FIJMFΩ〉. (2.1)

There are two points we need to pay close attention here. This quantum basis

set is good for the molecule-based coordinate system. It is no longer a basis

for the lab-based coordinate system because it is not an eigenstate of the total

wave function and the quantum basis set of a definite space parity needs to be

constructed. Fortunately, this transition from the molecule-based basis to the

lab-based basis can be completed by the rotation matrix associated with the

Euler angles. The molecule-based coordinate system and the related total wave

function will be effective only when we calculate the matrix elements of the

Hamiltonian which does not associate with the space parity, for example, the

field-dependent Hamiltonian. Also, there are no absolute well-defined quantum

numbers or good quantum numbers. Most of the good quantum numbers are

rigorously good to different levels of the coupling effects. For example, the

total angular momentum J is neither good in the case of the existence of the

external electric field or magnetic field, nor in the presence of the nuclear spin
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(hyperfine effect). Although the 208Pb19F molecule is not pure Hund’s case (c)

for all possible J ’s, Eq. 2.1 is a quantum basis set good enough to be employed

in determining the 208Pb19F molecule’s rotational structure, fine structure and

hyperfine structure. For each level of the coupling effects, we need to slightly

modify the quantum basis set and evaluate carefully its relevant Hamiltonian.

2.2 Effective Spin Model

In order to construct the energy level structure, we need to analyze the various

contributions of the coupling effects, write out the matrix elements and evaluate

the eigenenergies. Simply put, we can imagine the 208Pb19F molecule as a rigid

rotor. The Hamiltonian can be expressed as[20]

H = H0 +BvR
2, (2.2)

whereH0 represents the Hamiltonian of a specific non-degenerate electronic state

and non-degenerate vibrational state (vibronic state), and Bv is the rotational

constant for the vibrational state v. From Eq. 2.2 we rewrite the rotational

Hamiltonian as (abandon the vibrational quantum number v since we focus on
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a specific vibronic state)[44]

Hrot = BR2 (2.3)

= B(J− S′)2 (2.4)

= BJ2 −ΔS′ · J+BS′2. (2.5)

Here Δ is the Ω-doubling constant that is a measurable constant and defined

in Ref. [44]. Because the ground state of the 208Pb19F molecule is 2Π1/2(the

general notation is 2S+1ΛΩ) and it is the Hund’s case (c) state, the coupling

between the effective spin and the total electronic angular momentum will

remove the degeneracy of the rotational structure. Later I will discuss more

about the function of the effective spin S′ in evaluating the matrix elements of

the rotational Hamiltonian.

2.3 Evaluation of the Effective Spin-Rotational Hamil-

tonian

From the Born-Oppenheimer approximation, the exact total wave function for

a diatomic molecule in the molecule-based frame can be expressed as[21]

ψ ≈ ψelecψvibψrotψespinψnspin, (2.6)
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and this will yield the separation of the field-free Hamiltonian

H ≈ Helec +Hvib +Hrot−fs +Hhf . (2.7)

Here, ψelec is the electronic wave function, ψvib is the vibrational wave function,

ψrot is the rotational wave function, ψespin is the electron spin wave function,

ψnspin is the nuclear spin wave function, Helec is the electronic Hamiltonian, Hvib

is the vibrational Hamiltonian, Hrot−fs is the rotational Hamiltonian including

the fine structure, which is Eq. 2.3, and Hhf is the hyperfine interaction

Hamiltonian. Since we focus on a specific vibronic state, we can prove that

Helec+Hvib is actually H0 in Eq. 2.2. Honestly, H0 is not necessarily included in

calculating the matrix element of the total Hamiltonian since it always appears

in the diagonal terms, and we can add the energy Tv to the energy level structure

to simplify our formalism.

First let’s consider the rotational Hamiltonian. The arbitrary rotation

operator about n̂ by an angle a we have (Eq. 3.23 in Ref. [20])

Rn(a) = exp (−ıaJ · n̂), (2.8)

where J · n̂ = −ı ∂
∂a
. It is easily demonstrated that J2 commutes with the

rotation operator Rn(a) for an arbitrary rotation , therefore the value of J

is unchanged, but the rotation can still alter the projection of the angular

momentum along a lab-based axis. Hence, after a three-dimensional rotation of
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the Euler angles (φ, θ, χ)(Page 245 in Ref. [19]), the rotational wave function

|JMJ〉 will be projected into a linear combination of the states |JM ′
J〉 and

written as

R(φ, θ, χ)|JMJ〉 =
∑
M ′

J

DJ
M ′

JMJ
(φ, θ, χ)|JM ′

J〉. (2.9)

Here, DJ
M ′

JMJ
(φ, θ, χ) is the rotation matrix or the Wigner D-matrix, and

reversely we have

DJ
M ′

JMJ
(φ, θ, χ) = 〈JM ′

J |R(φ, θ, χ)|JMJ〉

= e−ıφM
′
JdJM ′

JMJ
(θ)e−ıχMJ .

(2.10)

Here, dJM ′
JMJ

(θ) = 〈JMJ |e−ıθJY |JMJ〉, whose algebraic expressions can be

obtained from Page 89 in Ref. [20]. Subsequently, the rotational wave function

for a symmetric top (which satisfies the Hund’s case (c) coupling scheme) is

given by (Eq. 3.125 in Ref. [20])

|JMJΩ〉 = (
2J + 1

8π2
)1/2DJ∗

MΩ(φ, θ, χ). (2.11)

It can be proved that Eq. 2.11 is the simultaneous eigenfunction for J2, JZ

(projection in the lab-based frame is MJ) and Jz (projection in the molecule-

based frame is Ω). The matrix elements of the rotational Hamiltonian can then

be expressed as

〈J ′M ′
JΩ

′|BJ2|JMJΩ〉 = BJ(J + 1)δJJ ′δMJM
′
J
δΩΩ′ , (2.12)
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where J2 is expressed as[20]

J2 = − ∂2

∂θ2
− cot θ

∂

∂θ
− 1

sin2 θ
(
∂2

∂φ2
+

∂2

∂χ2
− 2 cos θ

∂2

∂φ∂χ
). (2.13)

The second term is the effective spin-rotational term, and the matrix elements

can be expressed as

〈J ′M ′
JΩ

′| −ΔS′ · J|JMJΩ〉 = −Δ
1∑

t=−1
(−1)t〈J ′M ′

JΩ
′|J ′1t S ′1−t|JMJΩ〉. (2.14)

Here, the effective spin spherical tensor of rank 1 is related to the usual raising

and lowering operators in the usual way

S ′1q =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
S ′z q = 0

∓ 1√
2
(S ′x ± ıS ′y) q = ±1.

(2.15)

Then we can get

〈J ′M ′
JΩ

′| −ΔS′ · J|JMJΩ〉 = −Ω′Δ
√

1 + (Ω− Ω′)2〈J ′M ′
JΩ

′|J ′1Ω−Ω′ |JMJΩ〉.

(2.16)

Here, please note that J′1Ω−Ω′ refers to the angular momentum in the molecule-

based frame and we can apply the Wigner rotation matrix to make it from an
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operator in the lab-based frame

〈J ′M ′
JΩ

′|J ′1t |JMJΩ〉 = 〈J ′M ′
JΩ

′|
∑
s

D1
stJ

1
s |JMJΩ〉. (2.17)

We note that the expectation value of the Wigner rotation matrix can be

expressed by a rank-1 tensor

〈J ′M ′
JΩ

′|D1
st|JMJΩ〉 = (−1)s〈J ′M ′

JΩ
′|T 1
−s(t)|JMJΩ〉, (2.18)

thus we can have

〈J ′M ′
JΩ

′|J ′1t |JMJΩ〉 =
∑
s

〈J ′M ′
JΩ

′|(−1)sT 1
−s(t)J

1
s |JMJΩ〉

=
δJJ ′δMJM

′
J

2J + 1
(J ′M ′

JΩ
′||J1||JMJΩ)(J

′M ′
JΩ

′||T 1(t)||JMJΩ),

(2.19)

where

(J ′M ′
JΩ

′||J1||JMJΩ) = δJJ ′
√
J(J + 1)(2J + 1) (2.20)

and

(J ′M ′
JΩ

′||T 1(t)||JMJΩ) = (−1)J ′+Ω+1
√

(2J + 1)(2J ′ + 1)

⎛
⎜⎜⎝J

′ 1 J

Ω′ t −Ω

⎞
⎟⎟⎠ ,

(2.21)

both of which are derived from the Wigner-Eckart theorem (Page 180 in Ref.

[20]). In the end, the matrix elements of the effective spin-rotational Hamiltonian
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will be expressed as

〈J ′M ′
JΩ

′| −ΔS′ · J|JMJΩ〉 = δJJ ′δMJM
′
J
Ω′Δ

√
1 + (Ω− Ω′)2

×
√
J(J + 1)(2J + 1)

× (−1)J ′+Ω+1

⎛
⎜⎜⎝J

′ 1 J

Ω′ Ω− Ω′ −Ω

⎞
⎟⎟⎠

= −δJJ ′δMJM
′
J
(
Δ

4
δΩΩ′ +

Δ

2
(J +

1

2
)δΩ−Ω′).

(2.22)

If the nuclear spin of the 19F is added, then MJ is not a good quantum

number but MF is. The molecular basis set is therefore the Eq. 2.1, and in a

further step we have

|SF,Ω〉 = |FIJMFΩ〉

= (2F + 1)1/2
∑

MJ ,MI

(−1)J−I+MF

⎛
⎜⎜⎝ J I F

MJ MI −MF

⎞
⎟⎟⎠× |SJI〉,

(2.23)

where |SJI〉 = |JMJΩ〉|Ω〉|IMI〉. Because our final goal is to represent the

matrix elements of the Hamiltonian in the lab-based coordinate frame, the

construction of the quantum basis set in the lab-based frame is especially

demanded. Therefore, the molecular wave function of the 208Pb19F will be
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writen in terms of the symmetric top wave functions of definite parity p

|SF,p〉 = |FIJMFp〉

= |SF,Ω=1/2〉+ p(−1)J−1/2|SF,Ω=−1/2〉

=
1√
2
(|FIJMF ,Ω =

1

2
〉+ p(−1)J−1/2|FIJMF ,Ω = −1

2
〉).

(2.24)

For convenience, we introduce the total parity

χ = (−1)Fp (2.25)

and another sign q

q = 2(J − F ), (2.26)

and we can prove that

qχ = p(−1)J−1/2, (2.27)

which leads to

SF,χ =
1√
2
(|FIJMF ,Ω =

1

2
〉+ qχ|FIJMF ,Ω = −1

2
〉). (2.28)

This helps us to label the allowed transition in our PbF spectrum. For example,

when we label the X1(J, p) →A(J ′, p′) transition, there will be six branches:

Ree(J), Rff(J), Pee(J), Rff(J), Qef(J), and Qfe(J). Here, R, P and Q

indicates J ′ = J + 1, J − 1 and J . The first subscript indicates the sign of the

product q′χ′ for the A states and the second subscript indicates the sign of the
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product qχ for the ground state. Also, e indicates q′χ′ = 1 or qχ = 1, while f

indicates q′χ′ = −1 or qχ = −1. Under these definitions, the matrix elements

of the rotational and the Ω-doubling Hamiltonian will be rewritten as

〈SF ′,χ′ |BJ2 −ΔS′ · J|SF,χ〉 = δqq′δχχ′δFF ′δMFM ′
F
[BJ(J + 1)−Drot(J(J + 1))2

−qχΔ
2
(J +

1

2
)],

(2.29)

where we remove the constant term −Δ/4 and add a centrifugal distortion term

−Drot(J(J + 1))2. Note the term BS′2 produces a constant term BΩ2 which

can also be removed.

The evaluation of the matrix elements of the hyperfine structure can be

proceeded in a similar way, which can be reviewed elsewhere[22][49]. Here I

simply surrender the result

〈SF ′,χ′ |I · Â · S′|SF,χ〉 = δχχ′δFF ′δMFM ′
F
[−(χA⊥

4
+
A‖ + χA⊥
4(2F + 1)

q)δq,q′

+
A‖ + χA⊥

2
(

√
F (F + 1)

2F + 1
)]δq,−q′ ,

(2.30)

where A‖ and A⊥ are the hyperfine constants which can be determined from

the PbF molecular spectrum.

2.4 Evaluation of the Field-dependent Hamiltonian

The e-EDM measurement using the PbF molecule is performed under the

interaction with the external electric field and magnetic field, as demonstrated
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in Chapter 1. Here I will derive the magnetic Zeeman interaction for the

208Pb19F first. The interaction Hamiltonian is represented as

HB = μBB
′ · Ĝ · S′

= μB

∑
t

(−1)tG′1−tB′1t ,
(2.31)

with G′1t = −(gS1′
t + L1′

t ), B
′1
0 = B′z, and B

′1
±1 = ∓ 1√

2
(B′x ± ıB′y).

Here, the prime sign means that the operators are in the molecule-based

frame, and g is the gyromagnetic ratio which indicates the ratio between the

magnetic dipole moment and its relative angular momentum. Note the difference

between S1′
t and S ′1t . The former one means the electron spin operator of the

rank-1 tensor in the molecule-based frame while the other one means the effective

spin operator of the rank-1 tensor in the molecule-based frame. Also, the tensor

Ĝ gives the strength of the Zeeman interaction and is diagonal in the molecular

frame. We define two magnetic constants G‖ and G⊥ as

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
G‖S ′10 = G′10

G⊥S ′1± = G′1±.

(2.32)

To define the molecular orbital of the unpaired electron of the PbF molecule,

we have ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
φ1/2 =

∑∞
l=1 [c

l
0|l, 0〉|12〉+ cl1|l, 1〉| − 1

2
〉]

φ−1/2 =
∑∞

l=1 [c
l
0|l, 0〉| − 1

2
〉+ cl1|l, 1〉|12〉],

(2.33)
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where the general form of |l, 0〉|1
2
〉 is related to |l,ml〉|ms〉, with l relating to the

orbital angular momentum, ml relating to the projection of the orbital angular

momentum along the internuclear axis, and ms relating to the projection of the

spin angular momentum along the internuclear axis. cl0 and c
1
1 are the expansion

coefficients. φ1/2 and φ−1/2 represent the molecular orbitals of the unpaired

electron with the projection of the effective spin along the internuclear axis as

Ω = ±1
2
. For convenience, we use | ± 1

2
〉 to represent φ1/2 and φ−1/2 but do

not mix with |ms〉 term which is closely associated with |l,ml〉. Based on these

definitions, we can have

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
〈1
2
|G′10 |12〉 = 〈12 |G‖S ′10 |12〉 = 1

2
G‖

〈−1
2
|G′1±|12〉 = 〈−1

2
|G⊥S ′1±1|12〉 = 1√

2
G⊥.

(2.34)

Here, we use the raising and lowering relation in Eq. 2.15. In this way, we can

get the definitions of the G‖ and G⊥

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
G‖ = 2〈1

2
|G′10 |12〉 = −2〈12 |G′10 | − 1

2
〉

G⊥ =
√
2〈−1

2
|G′1−1|12〉 = −

√
2〈1

2
|G′1+1| − 1

2
〉.

(2.35)

Now let’s evaluate the matrix element of the Hamiltonian of the Zeeman effect
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in absence of the hyperfine structure and in the molecule-based frame

〈J ′M ′
JΩ

′|HB|JMJΩ〉 = μB〈J ′M ′
JΩ

′|
∑
t

(−1)tG′1−tB′1t |JMJΩ〉

= μB〈J ′M ′
JΩ

′|
∑
s,t

(−1)tG′1−tD1
stB

1
s |JMJΩ〉

= μB

∑
s,t

(−1)t〈J ′M ′
JΩ

′|D1
st|JMJΩ〉〈Ω′|G′1−t|Ω〉B1

s .

(2.36)

From Eq. 2.11, we have

〈J ′M ′
JΩ

′|D1
st|JMJΩ〉 =

√
(2J + 1)(2J ′ + 1)

8π2

∫
D∗JMJΩ

DJ ′
MJ′Ω′D1

stdω

=
√
(2J + 1)(2J ′ + 1)(−1)2J ′−2+MJ+Ω

⎛
⎜⎜⎝ J ′ 1 J

M ′
J s −MJ

⎞
⎟⎟⎠

×

⎛
⎜⎜⎝J

′ 1 J

Ω′ t −Ω

⎞
⎟⎟⎠ .

(2.37)
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From here, we can have

〈J ′M ′
JΩ

′|HB|JMJΩ〉 = μB

∑
s,t

(−1)tGtB
1
s

⎛
⎜⎜⎝1/2 1/2 1

Ω −Ω′ −t

⎞
⎟⎟⎠× α1/2(−1)1/2−Ω′

[(2J + 1)(2J ′ + 1)]1/2(−1)J ′+MJ+J ′+Ω(−1)J ′+J+1−J+MJ

× (−1)J−MJ

⎛
⎜⎜⎝ J 1 J ′

−MJ s M ′
J

⎞
⎟⎟⎠

⎛
⎜⎜⎝J

′ 1 J

Ω′ t −Ω

⎞
⎟⎟⎠

= μB

∑
s,t

(−1)J+J ′−1/2−MJGtB
1
s

√
3

2
(2J + 1)(2J ′ + 1)

⎛
⎜⎜⎝1/2 1 1/2

Ω′ t −Ω

⎞
⎟⎟⎠

⎛
⎜⎜⎝J

′ 1 J

Ω′ t −Ω

⎞
⎟⎟⎠

⎛
⎜⎜⎝ J 1 J ′

−MJ s M ′
J

⎞
⎟⎟⎠ ,

(2.38)

where αΩ =
√
Ω(Ω + 1)(2Ω + 1). Note that these are the matrix elements of

the Zeeman interaction in the molecule-based frame, and the matrix elements

for a definite parity state including the hyperfine structure in the lab-based
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frame is[22]

〈F ′I ′J ′M ′
Fp
′|HB|FIJMFp〉 = μBδpp′δII′

√
(2F + 1)(2F ′ + 1)(2J + 1)(2J ′ + 1)

× (−1)I+F ′+J ′

2

⎧⎪⎪⎨
⎪⎪⎩
J ′ F ′ I

F J 1

⎫⎪⎪⎬
⎪⎪⎭ (

1

J< + 1
+
δJJ ′

J
)1/2

× [(J ′ − J − δJJ ′

2J + 1
)
G‖
2
− p(−1)J−1/2G⊥

2
]

× B1
MF−M ′

F
(−1)F ′−MF

⎛
⎜⎜⎝ F ′ 1 F

−M ′
F M ′

F −MF MF

⎞
⎟⎟⎠ ,

(2.39)

where J< = max(J, J ′). Similarly, we can get the matrix element of the Stark

interaction in the molecule-based frame[62]

〈J ′M ′
JΩ

′|HE|JMJΩ〉 = 〈J ′M ′
JΩ

′| −DE′ · n′|JMJΩ〉

= DE(−1)J+Ω
√

(2J + 1)(2J ′ + 1)× (−1)J ′−M ′
J

×

⎛
⎜⎜⎝J

′ 1 J

Ω′ 0 −Ω

⎞
⎟⎟⎠

⎛
⎜⎜⎝ J ′ 1 J

−M ′
J 0 MJ

⎞
⎟⎟⎠ ,

(2.40)

where D is the dipole moment of the PbF molecule, n is the molecular internu-

clear axis and E is the external electric field. Generally, the Stark interaction
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of the PbF molecule follows closely that of the Zeeman case[22], which is

〈F ′I ′J ′M ′
Fp
′|HE|FIJMFp〉 = δp,p′δII′

√
(2F + 1)(2F ′ + 1)(2J + 1)(2J ′ + 1)

× (−D)(−1)I+F ′+J ′

2
(

1

J< + 1
+
δJJ ′

J
)1/2

× (J ′ − J − δJJ ′

2J + 1
)E1

MF−M ′
F
(−1)F ′−MF

×

⎛
⎜⎜⎝ F ′ 1 F

−M ′
F M ′

F −MF MF

⎞
⎟⎟⎠

⎧⎪⎪⎨
⎪⎪⎩
J ′ F ′ I

F J 1

⎫⎪⎪⎬
⎪⎪⎭
(2.41)

2.5 Conclusion

In summary, the matrix elements of the ground state Hamiltonian of the 208Pb19F

molecule have been derived in both molecule-based frame and lab-based frame,

where

H = BJ2 −ΔS′ · J+ I · Â · S′ −DE · n+ μBB · Ĝ · S′. (2.42)

Here the first term is the usual rotational energy, the seconde term gives the

Ω-doubling energy and is written in terms of the effective spin that gives the

projection of the total angular momentum along the internuclear axis, the third

term is the hyperfine energy due to the nuclei of the 19F, the fourth term is the

Stark interaction, and the last term gives the Zeeman interaction. We usually

assign the prime sign to indicate the operators in the molecule-based frame,
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which can be transferred from the multiplication of the rotation matrices and

the operators in the lab-based frame. The matrix elements for each term of the

Hamiltonian lay a solid foundation for determining the energy level structure

of the 208Pb19F molecule, which is of great importance to the detection of the

e-EDM sensitive transition.
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Chapter 3

Determination of the Electric Dipole Moments of the X1

and A States of the PbF Molecule

This chapter presents a measurement of the molecular dipole moments of the

electronic ground state X1 and the electronic excited state A of 208Pb19F. This

measurement is carried out by analyzing the optical spectra of the X1 → A

transition in the presence of an applied electric field. To interpret this Stark

spectra, the energy level structure of the X1 and A states are numerically

analyzed using an effective spin-rotational model. By comparing the result of

the analysis to an observed quadratic dependence of the Stark shifts with respect

to the applied field, the dipole moments of the X1 and A states are determined.

I conclude with a discussion of the observed molecular dipole moments for the

implications in the e-EDM measurements.

3.1 Introduction

3.1.1 Historic Progress toward PbF Spectroscopy

PbF is an e-EDM candidate for its large enhancement factor and large internally

induced electric field[16]. The spectroscopic study of the lead monofluoride

molecule began in the 1930s. The vibrational spectral analysis of PbF was

initially performed by Frank Morgan[35] and G. D. Rochester[36][37]. During

the following decades, the vibrational and rotational energy level structures
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were measured at higher resolution by several groups[38][39][40]. In 1976 D. J.

W. Lumley and R. F. Burrow determined the rotational constants for 208Pb19F.

Meanwhile, the theoretical calculations of the spectral structures had been

studied as well. The hyperfine structures of PbF molecule have been studied

by R. A. Frosch and H. M. Foley[41][42]. More recently, Kozlov and his

collaborators gave a full description of the effective spin-rotational Hamiltonian

of the PbF molecule in the electronic state |Ω| = 1
2
, as well as the field dependent

terms[24][43][44].

3.1.2 The difference between an edm and an EDM

The measurement of the dipole moment is critical to the design of any molecular

e-EDM experiment. Although other groups have measured dipole moments for

a variety of e-EDM sensitive molecules, our group is the first to measure the

molecular dipole moments of PbF. A natural question is what is the difference

between the usual molecular electric dipole moment (edm) and the CP-violating

electric dipole moment (EDM). Diatomic molecules usually have a molecular

dipole moment due to the different electronegativities of the two atoms (Fig.

3.1(a)). This ”permanent” dipole moment is fixed in the molecular frame but

not in the lab frame. Because the rotational motion of the molecule conserves

parity, the molecular frame dipole moment averages to zero in the lab frame

(Fig. 3.1(b)). Certainly, an applied electric field may mix the states of the

opposite parities, align the polar molecule and reveal an edm proportional to
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Figure 3.1: Comparison of the nature of edm and EDM. (a)Schematic
representation of PbF in the molecular frame; (b)The rotating PbF
molecule in the lab frame; (c)PbF molecules are aligned under the
external electric field, where �d ∝ �Eext; (d)Molecular EDM inherited
from the electron’s spin, where �de ∝ �S.

the applied field (Fig. 3.1(c)). Table 3.1 shows some calculated and measured

molecular dipole moments of heavy diatomic molecules.

On the other hand, the extremely small EDM, or e-EDM, is associated with
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Molecule State Theory (Debye) Experiment(Debye)

174YbF
X2Σ+(υ = 0) 3.91(4) [45]
A2Π1/2(υ = 0) 2.48(3) [46]

HgF
X2Σ1/2 4.15 [44]
A2Π1/2 2.75 [24]

BaF X2Σ1/2 2.93 [31] 3.17 [47]

Table 3.1: Sone examples of theoretically calculated and experimen-
tally measured molecular dipole moments

the electron’s spin, and can only exist for P,T-odd interactions. Whereas as

a conventional edm creates a dipole field proportional to an external field, an

EDM creates a (extremely small) dipole field proportional to the molecule’s spin

angular momentum (Fig. 3.1(d)). This exotic EDM would therefore produce an

electric dipole, not by an electric field, but when its angular moment is aligned,

either optically or with a magnetic field.

3.2 Effective Spin-Rotational Hamiltonian of PbF in the

Presence of an External Electric Field

Here I start from a numerical analysis of the effective spin-rotational Hamiltonian

and carry out the simulation of the Stark energy shifts which are sensitive to

the molecular dipole moments of X1(υ = 0) and A(υ = 1) states.

We know that the Born-Oppenheimer approximation treats the electronic

Hamiltonian and the nuclear Hamiltonian separately[23], which will yield a

spin-rotational wavefunction. This simplification helps to denote the molecular
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Hamiltonian as

H = Helec +Hvib +Hrot−hf +Hhf +Hext, (3.1)

where Hvib is the vibrational Hamiltonian due to the vibration along the inter-

nuclear axis and Hrot−hf is the rotational Hamiltonian of the molecule including

the fine structure, Hhf is the hyperfine structure due to the interaction between

the nuclear spin of fluorine and the free electron in a certain quantum orbit,

and Hext is due to the external fields. As described before, the vibrational

and rotational spectra of PbF have been characterized by several groups, and

the spectroscopic constants of some other electronic excited states have been

further studied by our group[48]. We also measure the hyperfine splitting of the

X1(
2Π1/2)(υ = 0) and A(2Σ1/2)(υ = 1) states for 208Pb19F, incorporated with

the Frosch and Foley’s parameters[49]. Based on these parameters, I started to

work on the field dependent spectra of 208Pb19F.

For the X1(
2Π1/2)(υ = 0) state of 208Pb19F, we can express Eq. 3.1 as[43]

H = BJ2 −ΔS′ · J+ I · Â · S′ −DE · n+ μBB · Ĝ · S′. (3.2)

Here I abandon the vibrational band origin constants since the transitions

I study will be limited to two vibronic states. Note that there is a significant

sign error appearing in the Literatures [43][44]. From Ref.[49] we note the sign

difference between the theoretical and experimental results for the hyperfine
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constant A⊥. A new basis states of a definite parity has been defined as

|FIJMFp〉 =
|FIJMF ,Ω = 1

2
〉+ qχ|FIJMF ,Ω = −1

2
〉√

2
, (3.3)

where χ = (−1)Fp = ±1, q = 2(J − F ) and p(−1)J− 1
2 = qχ. The evaluation of

the matrix elements will be given in Ref. [49], with the eigenenergies expressed

as

Urot = BJ(J + 1)−DrotJ
2(J + 1)2 − qχ

Δ

2
(J +

1

2
), (3.4)

Uhf =
χA⊥
4
− q(A‖ − χA⊥)

4(2F + 1)
+ q

ΔF,χ

2
G(
A‖ − χA⊥

ΔF,χ

√
F (F + 1)

(2F + 1)2
). (3.5)

Here,

G[x] =
√
x2 − 1− 1, (3.6)

ΔF,χ = (2F + 1)(B − Δ

2
χ− 1

2
Drot(2F + 1)2 − A‖ − χA⊥

2(2F + 1)2
), (3.7)

where Δ is the Ω-doubling constant and Drot is the centrifugal distortion

constant. All the other parameters have been introduced in Chapter 2. The

left side of Fig. 3.2 shows the field-free energy levels with respect to the above

formulae. The level structure is exaggerated to be seen more clearly.

An analytical solution of the eigenenergies of the Hamiltonian to the Stark

interaction matrix elements cannot be reached, but we can numerically derive

the field-dependent energy levels. The simulation of the Stark energy levels of

208Pb19F for the X1(
2Π1/2)(υ = 0) and A(2Σ1/2)(υ = 1) states are shown in right

side of the Fig. 3.2, with F spanning from 0 to 2 and |MF | = 0. In the limit
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Figure 3.2: Left: Hyperfine level structure of the field-free Hamil-
tonian for X1 and A states of 208Pb19F with F spanning from 0 to
2(unit is GHz). Here we treat the vibrational band origin energy as
0 for A state for convenience; Right: Field dependent level structure.
The Qfe(1/2) transition is the desired e-EDM transition, which will
be discussed in Chapter 4.

of a strong field, the Stark shift becomes linear with the applied field, while

in the range of the low fields of our measurement (smaller than 2 kV/cm) the

Stark dependence is still quadratic. In our experiment, the measurement of the

molecular dipole moments are carried out in the weak field limit. The simple

quadratic dependent of energy on a weak electric field greatly simplifies our

analysis. The polarizability factor of each energy level can be solved numerically

by determining the quadratic coefficients. Comparing all polarizability factors

I found out that the dipole moment of the X1 state can be obtained from the
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Rff+[
1
2
] transition(Eq. 3.8), whereas the dipole moment of the A state can be

obtained from the Pee+[
3
2
] transition(Eq. 3.9):

X1(J =
1

2
, F = 1, p = −1)→ A(J =

3

2
, F = 2, p = 1)(Rff+[

1

2
]), (3.8)

and

X1(J =
3

2
, F = 2, p = −1)→ A(J =

1

2
, F = 1, p = 1)(Pee+[

3

2
]), (3.9)

where the positive sign means F = J+1/2. By implementing all the parameters

for the two states, the numerical equations for solving the molecular dipole

moments are

ΔU(Rff+[
1

2
]) = [0.53(

DA

D
)2 + 10.35(

DX1

D
)2]× (

E

kV/cm
)2MHz, (3.10)

and

ΔU(Pee+[
3

2
]) = −[7.67(DA

D
)2 + 0.95(

DX1

D
)2]× (

E

kV/cm
)2MHz. (3.11)

Here, DX1 and DA represent the molecular dipole moments of X1(
2Π1/2)(υ = 0)

and A(2Σ1/2)(υ = 1) states, respectively. By carefully choosing the transitions,
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we have nearly decoupled the sensitivity of the molecular dipole moment to the

ground state (Eq.3.10) from that to the excited state (Eq.3.11). This greatly

increases the accuracy for both of the dipole measurements.

3.3 Experiment

In our experiment, a variant technique of Resonance-Enhanced Muti-Photon

Ionization(REMPI) called pseudo-continuous REMPI(pc-REMPI) is employed.

Traditional REMPI techniques typically utilizes mostly tunable lasers operating

at a repetition rate at about 10-5000 Hz. For our previous 10 Hz, 10 ns Nd:

YAG pumped dye laser systems, its 10 Hz repetition rate gives rise to the low

effective duty cycle with respect to different transition states[50]. The new

pseudo-continuous mode-locked neodymium doped yttrium vanadate (Nd:YVO4)

laser (HighQLaser, picoTrain) produces a 6 ps pulse width at 476 nm with an

output power of 800 mW and a repetition rate of 76 MHz. It not only provides

higher average power and peak power than the pulsed dye laser that we used

previously, but raises the effective duty cycle to near unity. The duty cycle is

defined as the ratio of the lifetime of the excited state after the continuous-wave

laser and the repetition rate of the pulsed laser. Additionally, the pico-second

laser ionizes the D state with an appreciable lifetime compare with the 6 ps

pulse width[50].

The experimental setup is similar to those appearing in the Ref. [49].

The experimental setup can be treated into two separated regions: Pb+/e−
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pair creation and detection. A PbF supersonic beam is created by heating

lead in a MgF2 nozzle to around 1000◦C. Carried with high-pressure Helium

carrier gas, the supersonic molecular beam flux is then fed into the detection

region. The beam in the detection region is shined with two lasers focusing

tightly in the center of detection region. The diode laser (Toptica DL-100,

436 nm, 7 mW) drives the X1(υ = 0) →A(υ = 1) transition and the 476 nm

radiation with averaged power of about 800 mW and 6 ps pulse width drives

the A(υ = 1) →D(υ = 0) →PbF+ transition. Part of the 436 nm radiation

is introduced into an etalon (1 GHz free spectral range, Toptica, FPI 100)

stabilized by a Zeeman stabilized HeNe laser (MicroG LeCoste, ML-1). The

etalon will provide frequency signatures of the 436 nm radiation, either by

grating scan of the diode or the pressure tuning[49]. The function of the etalon

in our experiment will be further discussed in Appendix A. To create the 476

nm radiation, we use a mode-locked Nd:YVO4 laser to produce 3.8 watts of

532 nm radiation and 3.6 watts of 1064 nm radiation. The 532-nm radiation

then enters the optical parametric oscillator (OPO, Angewandte Physik und

Elektronik Levante Emerald) to produce about 1.3 watts radiation of 864 nm.

The 1.3 watts of 864 nm radiation and the 3.6 watts of 1064 nm radiation , which

is optically delayed to match maximum overlap of the pulses, are combined

in a sum-frequency generation crystal LBO (Lithium Triborate crystal, Red

Optronics) to produce up to 800 mW of 476 nm laser radiation. With 436 nm

radiation cylindrically focused along the direction of the supersonic molecular
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PbF beam, and 476 nm radiation spherically focused tightly, the PbF+/e− pair

are created. Both of the laser radiations are focused in an overlapped way such

that a substantial focal volume will produce a significant mount of PbF+/e−

pairs.

The other region is the detection region. The photo-ion and photo-electron

pair are then seated in the time-of-flight coincidence detector[51]. In general,

the detector can be divided into four regions: extraction region, time-of-flight

region, charge amplification (microchannel) plates(MCPs), and a charge-to-

voltage transducer. The photo-ion and photo-electron pair are accelerated into

two opposite directions in the extraction region, and then enter the time-of-

flight region where net zero electric fields are applied on both sides. The whole

extraction region and each of the two time-of-flight region are designed in such a

way that both the mass discrimination and signal count rates are optimized[51].

One interesting feature of the design, which is also necessary for this experiment,

is the independence of the incident energy on the MCPs from the variation of the

extraction field. We can have different extraction fields to apply Stark shifts on

the desired energy levels, while the sensitivities of the MCPs are unchanged due

to the same impact energies on them. After the Pb+/e− impacts on the front

surface of the MCP, a cloud of electrons will be generated and collected by the

charge-to-voltage transducer to create a Start/Stop pulse in a timing amplifier

(Ortec model 9327). Both the time delay and the time of the start pulse are

logged by the multi-channel scaler (Ortec model 9353), whose internal clock is
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synchronized to the diode laser sweeping sync signals. The whole experiment

setup can be illustrated as Fig.3.3.

3.4 Analysis

The frequency dependent Stark shifts are obtained for an extraction electric

field 1000V, 500V and 300V, separately. The two extraction plates are spaced

by 2.54 cm, and the electric fields are 0.787 kV/cm, 0.393 kV/cm and 0.236

kV/cm. Fig.3.4 shows the two field-dependent transitions Rff (
1
2
) and Pee(

3
2
).

There are a few things I need to address about these data. First, the data

Figure 3.3: Experimental setup for spectroscopic measurement of
208Pb19F molecule. This is a similar experimental setup in Ref.[49].
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(a) Field-dependent Rff (
1
2 ) transition

(b) Field-dependent Pee(
3
2 ) transition

Figure 3.4: Field-dependent X1 →A transitions of 208Pb19F, with
E=0.236 kV/cm, 0.393 kV/cm and 0.787 kV/cm, separately. The
frequency detuning center for Rff (

1
2) transition is 686,484 GHz. For

Pee(
3
2) it is 686,391 GHz.

has a limited statistics imperfectly. The statistics can be dramatically increased

by taking a much longer time in data-taking. Unfortunately, the diode laser

(Toptica DL100) only allows for around 15 minutes of data collection before

it mode-hops. Meanwhile, the diode laser light path makes a long detoured

way to the chamber, with two optical tables and one chamber table, so the

tight-focused alignment will be disturbed easily and contribute to the decreasing

count rate. One can offset these experimental difficulties by applying a larger

extraction field. Ideally, it can increase the energy splitting, thus increasing the

sensitivity to the dipole moment measurements. But a larger extraction field

will obscure the mass discrimination and make the transitions of each isotope
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This work (66% C.L.)(Debye) Ref.[24](Debye) Ref.[52](Debye)
DX1 3.5± 0.3 4.62 4.26
DA 2.8± 0.2 5.5 2.51

Table 3.2: Molecular dipole moments of X1 and A states of 208Pb19F,
in comparison with the results from other work.(N.B. 1 Debye
=0.3934 a.u.)

interfere with each other. For both transitions, the maximum field and count

rate have been optimized against these competing experimental factors. By

fitting the data to a peak-finding program, we obtained a spectral linewidth

around 90 MHz. Since the diode laser is cylindrically focused into the ionizing

region, the ionizing region and the X1 → A transition region will not necessary

to be the same location due to the supersonically-moving molecules. Therefore,

the pseudo-continuous laser pulses contribute little to this spectral linewidth,

however, the natural linewidth of A state, the divergence of diode laser into

the excitation region, and the speed of the molecular beam greatly restrict the

spectral resolution.

By putting the Stark shifts and related electric fields into the numerical

solutions Eq. 3.10 and Eq. 3.11, we can derive the molecular dipole moments

for X1(
2Π1/2)(υ = 0) and A(2Σ1/2)(υ = 1) states, which are shown in Table 3.2

Here, the reported value of DA is different of the preliminary value 5.5±0.2

Debye in Ref. [49]. In Ref. [49], the author used the theoretically predicted DX1

from Ref. [24], to obtain DA from the experimental data. The result matches

very well with the theoretically predicted DA in Ref. [24], but disagrees with
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a recently published paper Ref. [52]. Our experimental results show a better

agreement with Ref. [52], which has a corrected analytical form of the energy

level structure. I will cover more about this corrected analytical form in Chapter

5.

3.5 Conclusion

In this chapter we demonstrated the molecular dipole moments of X1(
2Π1/2)(υ =

0) and A(2Σ1/2)(υ = 1) can be achieved by analyzing the Stark spectroscopy of

X1 →A transition of 208Pb19F, using the pc-REMPI detection scheme. Start-

ing from the theoretical evaluation of the matrix elements of the molecular

Hamiltonian, we studied the field-dependent energy splittings, and found two

field-sensitive transitions which are used for the calculation of the molecular

dipole moments. Our results are in a reasonable agreement with the recently

published results in Ref. [52]. However, as I addressed above, there are still

more improvements which can be achieved. A tunable, frequency-doubled, high

power diode laser, integrated by excellent thermal and mechanical mechanism,

will probe the desired transition at a higher count rate, better spectral resolution,

and allow us to substantially improve our measurement of DX1 and DA.
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Chapter 4

Design of Biased Stark Guides for Polar Molecules

In this chapter, I will talk about the three possible uses of the biased Stark

guides in our e-EDM measurement. The design of these guides is motivated by

their possible use in a precision measurement of the electron’s electric dipole

moment. These guides may also have applications in the alignment-preserving

transportation of ultracold molecules. Then I will give a simple schematic

explaining the optical double resonance e-EDM experiment using a 10-meter

long guide. The statistical uncertainty based on this beam machine will be

analyzed in the end.

4.1 Introduction

In general, the elementary particles’ EDM searches can be divided into three

major categories[7]. Many competitive groups use paramagnetic atoms or

molecules as the probe for the e-EDM(Tab. 1.3). The recent result reported by

Hinds’ group set a limit on the e-EDM as |de| < 1.05× 10−27e·cm, with 90%

confidence[10]. The result, as we can see from Hinds’ paper, depends mostly

on the statistical sensitivity. The statistical sensitivity, however, depends on

some parameters that are common to most of the atomic or molecular e-EDM

searches[53]. From Hind’s paper, the statistical uncertainty of e-EDM for polar
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molecules is

δde =
�

2τEeff

√
T (dN/dt)

, (4.1)

where τ is the coherence time, Eeff is the effective internal electric field (in

orders of GV/cm), T is the total measurement time and dN/dt is the count rate.

Therefore, we can reduce the statistical uncertainty by increasing the coherence

time, enhancing the internal effective field or/and increase the count rate. In

our molecular beam experiment, the coherence time is the time of flight through

the electric field region[53], and is about 1 ms in our experiment. In our optical

double resonance measurement system, the biased Stark guide is implemented

to enhance the coherence time by several orders of magnitude.

4.2 Theory

The following part of this chapter is as it appears in the recently published paper

by Tao Yang, James Coker, J. E. Furneaux, and N. E. Shafer-Ray, Designs

of biased Stark guides for polar molecules in Physics Review A 85, 063403, 2007.

The Stark-guided e-EDM experiments envisioned here are shown
schematically in Fig. 4.1. In brief, a beam of polar molecules is
polarized in a region of uniform electric field using optical and/or
microwave radiation. This polarization process creates a coherent
superposition of states that differ only by the sign of the projection
MF of the total angular momentum of the molecule onto an electric
field axis. The molecules are then allowed to evolve for a time τ in
the electric field of a long Stark guide. This guide is biased to have
a minimum value of the electric field that is strong enough to align
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the dipole moment of the molecule with respect to the electric field.
After polarization and guiding, the molecules enter a second region
of uniform electric field and are probed with optical/microwave
radiation to determine the accumulated quantum phase between
the two states. For a properly designed experiment, reversal of the
electric field in the system will result in a difference in phase that
is proportional to the e-EDM. In the language of beam resonance
experiments, the biased Stark guide becomes the Ramsey cavity. By
guiding the particles tens or even hundreds of meters, the coherence
time of the experiment (and hence the sensitivity to an e-EDM)
can be enhanced by several orders of magnitude. For the purpose

Figure 4.1: (Color online) Two uniform field regions connected by
various guides. In the envisioned experiment, a beam of molecules is
polarized by laser radiation, guided by the field within the electrodes,
and then probed with laser radiation. The guides shown are only
15 cm long, but guides exceeding 100 meters may be considered.

of preventing the low-field seeking states to become degenerate
with high-field seeking states through nonadiabatic transitions, we
must avoid field regions with zero electric field[54]. However, two-
dimensional potentials have a minimum in the magnitude of electric
field at a location in space at which the electric field vanishes. This
fact is not by any special design. Rather it is a result of a theorem
conceived and proven by Samuel Meek[55]. This theorem starts
with Maxwell’s equations in a vacuum to prove that, in the two
dimensional case, a local minimum of E2 cannot occur at a point
where �E 
= 0. This result presents a problem for both the e-EDM
measurement we envision and for any application of a Stark guide
for which one wishes to guide polar molecules while conserving the
M state alignment of the system. Next we present three possible
ways one might still guide a beam of molecules over long distances
in a biased electrostatic guide.
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4.2.1 Case 1: The helical guide.

As stated in the introduction, we are interested in creating a Stark
guide of molecules for which the minimum electric field magnitude
is non-zero. For this reason, a purely two dimensional guide, such
as a modified hexapole or quadrupole guide is inappropriate: By
Meek’s theorem, the minimum electric field magnitude in such a
guide will occur at a point in space for which �E = �0.

The first possible solution to this problem we present in this
section is a helical Stark guide that employs curved plates spiraling
around a central guide region in order to guide molecules in the z
direction (Fig. 4.1.a). When opposite voltages ±V are applied to
the two electrodes of the guide, the potential

Φ = −Eo
2I1(kr)

k
cos(kz − φ) (4.2)

is created. Here I1 is the modified Bessel function of the first kind
and k = 2π/λ is a parameter that determines the pitch of the
helix. Along the axis of this guide, the electric field is of constant
magnitude Eo and rotates with the z dimension

�E(�r = �0) = Eo(cos kzı̂+ sin kzĵ). (4.3)

The electric field magnitude E throughout the guide can be shown
to be given by

E = Eo{[1 + (kr)2fp(kr)]
2 cos2(kz − φ)

+ [1 + (kr)2][1 + (kr)2fa(kr)]
2 sin2(kz − φ)} 1

2 .
(4.4)

Here we have defined the two even functions fa(α) and fp(α):

fa(α) =
2

α3
I1(α)− 1

α2
=

∞∑
n=0

1

4(n+ 1)!(n+ 2)!
(
α

2
)2n, (4.5)

fp(α) =
2

α2

dI1(α)

dα
− 1

α2
=

∞∑
n=0

2n+ 3

4(n+ 1)!(n+ 2)!
(
α

2
)2n. (4.6)

We note that fa(0) = 1/8, fp(0) = 3/8, and both functions increase
rapidly as α goes from zero to positive infinity. Thus the minimum
field magnitude everywhere in the twisted guide is Eo, with the field
rapidly increasing as a function of distance from the center of the
guide.

The electrodes of the helical Stark guide shown in Fig. 4.1.a are
equipotential surfaces of the potential given by Eq. 4.2. The topology
of these surfaces suggests that the guide could easily be made from
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two intertwined wires twisted with a pitch-length λ = 2π/k to inner-
diameter d ratio determined by the voltage ±Vo on the electrodes:

1

π
I1(π

d

λ
) =

Vo
λEo

. (4.7)

A numerical solution to this transcendental equation is given in Fig.
4.2.

Figure 4.2: Relationship between the d/λ and the Vo/(λEo) for the
helical guide. Here voltages ±Vo are placed on the electrodes, d is
the inner diameter of the guide, λ = 2π/k is the pitch length, and
Eo is the bias field of the guide.

To test the performance of the helical guide, we performed
classical trajectory calculations. Here we assume a force given by

�F = −∂U(E)
∂E

�∇E +m�g, (4.8)

where U(E) is the Stark potential of the guided state, m the mass
of the particle, and �g the acceleration due to gravity. For illustrative
purposes we assume U(E) is that of the J = 1/2, F = 1, |MF | =
1, Ω+ rotational state of the X1(v = 0) ground state of the e-
EDM sensitive 208Pb19F molecule. The Stark energy is determined
by diagonalizing a spin-rotational Hamiltonian determined from
detailed microwave and optical spectroscopy[22]. We have carried
out this analysis and fit this potential to a quadratic polynomial
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with the result

U(E) = [23.056(
E

10kV/cm
)2 − 31.358(

E

10 kV/cm
)3

+ 10.004(
E

10kV/cm
)4]μeV,

(4.9)

where the fit is valid in the range 0 < E < 10 kV/cm. A plot of this
potential is given in Fig. 4.3.

Figure 4.3: Stark energy of the low-field seeking X1
2Π1/2(v = 0, F =

1, |MF | = 1, J = 1/2, Ω+) state of 208Pb19F.

Fig. 4.4.a gives the transverse (x − y) trajectory of a typical
molecule with the Stark potential of Eq. 4.9 as it travels a distance
z = 10, 000 cm down a helical guide with λ = 2π/k = 2.5 cm.
This electric field is chosen in such a way that it won’t extend
to the high field range to become high-field seeking, and it also
needs to be large enough to fully polarize the PbF molecules. From
Fig. 4.3, we can therefore choose a moderate field Eo = 5 kV/cm,
which is subject to the experimental test. The initial conditions
of this trajectory are given by �r = (0.10 ı̂ − 0.09 ĵ + 0.00 k̂) cm
and �v = (−6.5 ı̂− 46.2 ĵ+ 20, 000 k̂) cm/s. It is notable that the
molecules are guided 10, 000 cm (4000 twists) without being lost. It
is not immediately obvious that this three dimensional guide will
lead to stable trajectories as the energy in axial motion could, in
principle, be coupled to the transverse motion. For the guide shown
and a beam velocity of 200 m/s, particles with a transverse-kinetic
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plus potential energy less than or equal to 85% of the barrier height
of 2.94 μeV were guided the entire 100 m length of the guide. This
corresponds to an acceptance of approximately 2× 10−5 sr.

Figure 4.4: (a) Simulated x-y trajectory of a particle as it moves
N = 4000 twists = 100 m through the helical guide described in
the text. (b) Accumulated geometric phase after a particle with the
initial conditions described in the text travels from a uniform field
region, through a helical guide of N turns, and exits into a second
region of uniform field region.

Although the helical guide is effective at guiding polar molecules
over long distances, it is not likely to be suited to an e-EDM mea-
surement. Whereas the helical guide will conserve the |MF | state
population, it can not be expected to conserve any phase coherence
between two states that differ only by the sign of MF . This is
because, as the electric field direction is allowed to vary in three
dimensions, a geometric phase φΩ is accumulated which leads to
rapid decoherence of the molecules in the beam. To quantify this
geometric phase effect, we imagine an experiment in which molecules
are polarized in a uniform electric field, travel the length of a helical
guide, and finally are probed with laser radiation(Fig. 4.1). The
expected rate of molecular detection is expected to be given by

Γ = ΓN

(
2− c

2
− c

2
cos[2(φEDM + φB + φD + φΩ)]

)
. (4.10)

Here ΓN is the rate of detection of an unpolarized beam of molecules
and c is an experimentally determined contrast with 0 < c < 1.
The angle φEDM = deEeffτ/� is the effect of the e-EDM with de
the electric dipole moment of the electron, τ the time of flight of
the molecule as it travels from the polarization region to the probe
region, and Eeff the effective internal field of the molecule. For
heavy diatomic radicals, Eeff is of the order of 10 to 100 GV/cm[25].
The angle φB = gμBτ/� is the contribution of background magnetic
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fields. For the purpose of this discussion, we assume that magnetic
fields are shielded so φB is insignificantly small. The angle φΩ is
due to the geometric phase effect. Lastly, φD is the angle between
the initial and final laser polarizations and is modulated to gain
sensitivity to φEDM + φΩ. Final determination of the e-EDM would
be determined by a reversal of the electric field which would change
the sign of φEDM , but not φΩ.

In the adiabatic approximation, the phase φΩ may predicted by
performing the integration

φΩ =

∫
−2|MF |

e2

(
d�e

dt
× �e

)
· ẑ dt (4.11)

over the trajectory[58]. Here �e = Ê+ẑ where Ê is the direction of the
electric field and ẑ is the direction of a laboratory-fixed quantization
axis, which we take to be along the axis of the guide. A plot of
φΩ modulus 2π verses N is given for the trajectory of Fig. 4.4.b.
Here N is the number of twists of the helical guide and the total
guide length is (2.5 cm) × N . The large-amplitude oscillations in
this phase as a function of distance down the guide is very sensitive
to the initial conditions of the trajectory and hence very difficult to
control. For this reason, the almost random final geometric phase of
each molecule will to lead to rapid decoherence of the experimental
measurement and, as a result, loss of sensitivity to the e-EDM.

Although the helical guide is most likely not of use to an e-EDM
experiment, it might be of use in other applications which require
the transport of molecules from one region of space to another
without loss due to mixing of |MF | states. We also note that the
combined rotating radial field and oscillating axial field seen by a
polar molecule is similar to the field seen by a trapped ion in an
envisioned e-EDM experiment. However, in the case of this ion trap
experiment, the axial field is orders of magnitude smaller than the
radial field and, and as a result, the geometric phase is not a major
concern[59].

4.2.2 Case 2: The Stark Gravitational Guide

Here we show that Meek’s theorem can be overcome by creating a
Stark gravitational guide that uses two slightly distorted field plates
(see Fig. 4.1.b). This distortion leads to an increasing Stark energy
when a polar molecule moves in the down (−ŷ), left (−x̂), or right
(+x̂) direction. The fact that the Stark energy decreases as the
molecule moves in the up (+ŷ) direction assures compliance with
Meek’s theorem. However, this decrease is not enough to overcome
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gravity. Thus, in this manner, one constructs a trough for molecular
flow without dispersion. The distorted plates of Fig. 4.1.b are
equipotential surfaces of the following electric potential, created
from a series of increasingly high order terms odd in x, each with
zero Laplacian:

Φ = −Eox+β1 xy+β3(xy
2− 1

3
x3)+β5(x

3y2− 1

2
xy4− 1

10
x5). (4.12)

The Stark gravitational potential is given by

Usg(x, y) = mgy + Ui(E). (4.13)

Here �E = −�∇Φ, and mg is the weight of the molecule. For the
purpose of example, we continue with the example system of the last
section, namely, the Stark energy Ui(E) of the X1

2Π1/2 (v = 0, F =
1, |MF | = 1, J = 1/2,Ω+) state of 208Pb19F. Rewriting Eq. 4.9 as

Ui(E) = C2E
2 + C3E

3 + C4E
4, (4.14)

Usg(x, y) can be written in terms of a series expansion in x and y.
The potential parameters β1, β3, and β5 may be taken to zero in the
terms of order y, x2y, and x4y. The result is the Stark gravitational
potential of the form

Usg(x, y) = Ui(Eo) +
1

2
kxx

2 +
1

2
kyy

2 +O[y3] +O[x4], (4.15)

with

kx =
(mg)2

2C2E2
o − 4C4E4

o

= 0.0195 μeV/cm2 = 23.4μK/cm2, (4.16)

ky =

[
4C2

2 + 6C2C3Eo − 9C2
3E

2
o − 60C3C4E

3
o − 80C2

4E
4
o

(2C2 + 3C3Eo + 4C4E2
o)

2

]
kx

= 0.0233 μeV/cm2 = 28.0μK/cm2. (4.17)

Here the values of kx and ky are taken by assuming coefficients Ci

that model the J = 1/2, Ω+, F = 1, |MF | = 1 quantum state of in-
terest in this experiment and a trap field bias field Eo = 2500 V/cm.
The simple harmonic potential described by the kx and ky terms
alone does a very good job of modeling the exact Stark gravita-
tional potential Usg(x, y) everywhere inside a guide created by plates
separated by 2 cm.

Two factors make the Stark gravitational guide somewhat mis-
erable to work with. The first is that the trap force parameters
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(constants kx and ky) rapidly decrease with increasing value of Eo,
making a central field much greater than 2500 V/cm impossible.
This limits the polarization field, and hence e-EDM sensitivity of
the state of the PbF molecule we considered in the last section
to 8.2 mHz/(10−27e cm), roughly 65% of its sensitivity when fully
polarized. A second is the fact that the trap depth is frustratingly
small, stopping only those particles that begin their journey from
the center of the trap with a transverse velocity of 9 cm/s or less.
For a beam velocity of 200 m/s, this corresponds to an acceptance
of only 6 × 10−7 sr. However, the guide has an overwhelmingly
positive feature that may make its disadvantages worth coping with:
Because the trap is two-dimensional, there is no accumulation of
the geometric phase as a polarized molecule travels down the beam.
This implies the length of the guide is limited only by one’s ability to
control the vacuum, black-body radiation, and background magnetic
fields. Indeed, one can imagine an 1 km machine with 5 s coherence
time that fits within one’s abilities to control these factors.

4.2.3 Case 3: The Cylindrical Guide

The guides of the previous sections collimate a beam of low-field
seeking states. Here we consider a guide of high field seeking states.
Because it is not possible to create a local maximum in the magnitude
of an electric field, this guide must be a dynamic guide for which the
translational angular momentum of the molecules keeps them from
colliding into a central electrode. The electrodes of this guide (Fig.

Figure 4.5: Cross section of the cylindrical guide.

4.1.c and Fig. 4.5) are a central rod of radius a = 0.2 cm surrounded
by a coaxial cylindrical electrode of inner radius b = 1.0 cm. For
the case that voltages V = ±8050 V are applied to the electrodes,
the field magnitude varies inversely with r from 50, 000 V/cm to

55



10, 000 V/cm. The strong electric field strength can not only keep
the molecular beam of the high-field seeking state from diverging,
but also fully polarize the PbF molecule to gain enough sensitivity to
the e-EDM measurement. This field strength is manageable in the
laboratory environment, but the determination of the appropriate
values is still dependent on the design of the electrodes and the ability
of controlling the vacuum. For the case of a molecule interacting
with a linear Stark interaction US = −d̄ E, the energy of a molecule
in the guide is (ignoring gravity) that of Kepler motion:

U

m
= −k

r
+

1

2
v2, (4.18)

with

k =
ΔV

ln(b/a)m
d̄. (4.19)

Here ΔV = 16100 V is the potential difference between the electrodes
and m the mass of the molecule. For strongly mixed J = 1/2, J =
3/2 states of a 2Σ1/2 or 2Π1/2 molecule, the approximation d̄ ≈ 2

3
d,

where d is the dipole moment of the ground state of the molecule, may
be used. Over the range of fields in the cylindrical guide described
here, this value of d̄ does a good job modeling the Stark interaction
of the e-EDM sensitive low field seeking states of YbF(d = 3.58
Debye[60]), PbF(d = 3.40 Debye[22]), and HgF(d = 2.18 Debye[24]).

We now consider the fraction of a beam of molecules entering the
guide a distance ro away from the center that will be sent into orbits
that do touch the electrodes ( i.e., for which a < r− and b > r+, in
Fig. 4.5). We make approximation of Keplerian motion to allow us
to proceed analytically. Because of the dispersion of beam velocities,
we expect each molecule to enter with a unique initial transverse
velocity �vo = vrr̂ + vφφ̂ as shown in Fig. 4.5. If a molecule enters

with vr = 0 and vo = vc =
√
k/ro, then the molecule will enter a

circular
analyzing other Kepler orbits, one finds the range of input velocities
that will lead to stable trajectories:

vc

√
2a

ro + a
< vφ < vc

√
2ab

(a+ b)ro
(4.20)

and

|vr| ≤
√

2(ro − a)

a

(
ro + a

2a
v2φ − v2c

)
(4.21)
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or

vc

√
2ab

(a+ b)ro
< vφ < vc

√
2b

ro + b
(4.22)

and

|vr| ≤
√

2(b− ro)

b

(
v2c −

ro + b

2b
v2φ

)
(4.23)

This region of velocity space for the case that ro = (a+b)/2 = 0.6 cm,
is given in Fig. 4.6 for the molecules 174Yb19F, 208Pb19F, and
198Hg19F.

To test the approximations that, for the case of 208Pb19F, gravity
can be ignored and U ≈ −2

3
dE, we carried out a Monte Carlo cal-

culation. This calculation incorporates both gravity and a potential
energy U(E) taken from a detailed calculation of the Stark interac-
tion using known spectroscopic parameters of the high-field seeking
X1(v = 0, F = 1, |MF | = 1, J = 1

2
, Ω−) state of 208Pb19F. In this

study, values of vφ and vr are chosen randomly and trajectories are
evolved from the point x = 0, y = 0.6 cm. For each trajectory that
evolves for 50 ms, the initial velocities vφ and vr are recorded and
plotted on Fig. 4.6. From this calculation we see that the Kepler
approximation slightly overestimates the acceptance of the guide.

Like the Stark gravitational guide, the electric field in this guide
is constrained to two dimensions and, as a result, the geometric
phase effect is not expected to be of concern. This guide has many
advantages over the Stark gravitational guide. One is that, for 2Σ1/2

states with small spin rotational constants, the high field seeking
ground state is more sensitive to an e-EDM than low field seeking
ground states. For example, the most sensitive low-field seeking
state of 174Yb19F, is four to five times less sensitive to an e-EDM
than is the most sensitive high-field seeking state. For 198Hg19F this
low-field seeking state is approximately 2 times less sensitive. In
addition, while both the low- and high- field seeking states of the
ground 2Π1/2 state of 208Pb19F exhibit similar sensitivities to an
e-EDM, the Stark gravitational guide only functions at low fields
for which the PbF molecule is only partially polarized, leading to
an approximately 35% reduction in sensitivity. Thus for each of
these three important e-EDM molecules, sensitivity to an e-EDM is
substantially greater in the cylindrical guide.

A second advantage of the cylindrical guide is its tremendous
acceptance. This acceptance is given by the area of the region
of trapped velocities divided by the beam velocity squared. For
a cylindrical guide of a 200 m/s beam of PbF , this acceptance
is 3 × 10−4 sr, a factor of 500 times greater than the 6 × 10−7 sr
acceptance of the Stark gravitational guide. For a statistics limited
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Figure 4.6: Kepler-motion prediction of acceptance velocities of
the cylindrical guide for the ground state of 198Hg19F (dashed
line), 208Pb19F(solid line), and 174Yb19F(dotted line.) The shaded
area indicates initial conditions of stable trajectories in a Monte
Carlo Simulation assuming motion of high-field seeking ground-state
208Pb19F(v = 0, F = 1, |MF | = 1, J = 1

2 , Ω−) molecules governed
by Eq. 4.8 and a potential energy U(E) taken from a detailed calcula-
tion of the Stark interaction using known spectroscopic parameters.

experiment, this increased acceptance could, in principle, lead to a
factor of 20 improvement in sensitivity to an e-EDM. Many factors
may offset this advantage. One problem with the cylindrical guide
is that the electric field at the entrance and exit is complex and
likely to cause a substantial spatially-dependent geometric phase
shift that restricts the probe region to a small volume in space.
A second problem is the beam must be loaded with a substantial
translational angular momentum. This angular momentum may
couple with distortions in the electric field to create false e-EDM
signals. If these problems can be overcome, then the cylindrical
guide may prove to be the most promising candidate for use as a
Ramsey cavity in an e-EDM experiment.

4.3 Summary of the Three Guides

We have introduced three guides of polar molecules for possible use
as the Ramsey cavity in an optical double resonance measurement of
the electron’s electric dipole moment (e-EDM). Each of these guides
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must overcome Meek’s theorem that states that, in two dimensions,
all extrema in electric field magnitude occur at zero electric field.

The first guide we consider is a helical guide formed from two
twisted wires (Fig. 4.1.a). This guide is likely to be useful for
manipulating low field seeking states without a loss of alignment,
but is unlikely to be useful in an e-EDM measurement: Molecules
traversing the beam will accumulate a large trajectory-dependent
geometric phase. This phase would cause rapid loss of coherence in
an optically polarized beam transversing the guide.

The second guide is a Stark gravitational guide formed from two
slightly distorted plates (Fig. 4.1.b). This guide offers simplicity
of construction. More importantly, because the trap is created
from fields restricted to two dimensions, no geometric phase will
accumulate within the guide. However trap acceptance is limited by
the size of the gravitational acceleration g, with an acceptance of
6×10−7 sr for a 200 m/s beam of ground state of 208Pb19F molecules.

The final guide we present is the cylindrical guide (Fig. 4.1.c).
This guide is a dynamical guide of high-field seeking states. The trap
is also created by a two-dimensional field, so decoherence due to the
accumulation of a geometric phase within the guide is not expected.
In addition, the effective guide depth is very deep, leading to an
acceptance of 3×10−4 sr for a 200 m/s beam of ground state 208Pb19F
molecules. If difficulties associated with its precise construction can
be overcome, this guide may prove the best candidate for a long
coherence time guided e-EDM experiment.

4.4 The Optical Double Resonance Quantum Beat Mea-

surement of the e-EDM

In the near future, we plan to carry out an optical double resonance quantum

beat measurement of the e-EDM. By implementing the Stark biased guide, the

experiment can be conceived as in Fig. 4.7. The experimental setup can be

divided into three regions. The first region is the state preparation region. The

rotationally-cooled molecular beam of PbF is created in the source chamber
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Figure 4.7: Schematic for the optical double resonance quantum
beat measurement of the e-EDM.

and introduced into the detection chamber as a result of differential pumping,

where the PbF molecules will be polarized by the 444 nm radiation (cw diode

laser) with the polarization direction perpendicular to the electric field. The

molecules will be excited from X1(v = 0, J = 1/2, |MF | = 1, F = 1) state to

A(v = 0, J = 1/2,MF = 0, F = 1) state. Please notice that the vibrational

transition band has been changed. In Chapter 3, we used the vibrational state

A(v = 1) for the measurement of the molecular dipole moments. However, we

replaced diode laser later and with the new diode laser system, we moved to

the observance of the spectra of X1(v = 0)→A(v = 0) transition. The decay

of the A state will result in the generation of the coherent superposition state

|ψ〉 = 1√
2
(|1〉 + | − 1〉), where | ± 1〉 indicate the MF = ±1 states. Once the

superposition state is created, the molecules will enter the second region: the

Stark guiding region. In this experimental setup, a high-field seeking cylindrical

guide is implemented, whose gradient field can prevent the molecular beam
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from diverging. We also notice that in the cylindrical guide, the relatively high

electric field in the guiding path can fully polarize the PbF molecule, which

will gain much sensitivity to the e-EDM measurement. Because the molecules

leave the state preparation region with a state |ψ〉 = 1√
2
(|1〉+ | − 1〉), during

their journey along the cylindrical guide, a sum of quantum phase will be

accumulated due to several phase factors, the e-EDM phase φEDM , the phase

due to background magnetic field φB and the geometric phase φΩ. Therefore,

after leaving the guide, the quantum state of the ground state PbF molecules

will become

|ψ〉 = 1√
2
(|1〉+ e−ıφ| − 1〉), (4.24)

where,

φ = φEDM + φB + φΩ. (4.25)

Here, φEDM = deEeffτ/�, φB = gμBτ/�, and φΩ needs to be determined by

the real experimental setup. The molecule of the accumulated quantum state

will finally enter the detection region. In the detection region, we still use the

pc-REMPI detection scheme, which is illustrated in Chapter 3. However, due

to the change of the diode laser system, the vibronic detection scheme is

X1(v = 0)→ A(v = 0)→ D(v = 0)→ PbF+/e−. (4.26)

In order to detect the signal and control the systematic errors, we add an

electro-optic phase modulator (EOPM, Thorlabs, EO-PM-NR-C4) to modulate
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the polarization direction of the diode laser into the detection region. The

modulation will result in a rotating linear polarized light, which can dynamically

excite the X1(v = 0) → A(v = 0) transition. In other words, it will add an

modulation phase into the accumulated quantum phase, therefore the total

phase would be

φ = φEDM + φB + φΩ + φD, (4.27)

where φD represents the phase due to the modulation. Rapid demodulation of φD

(in orders of kHz) will lead to a precise measurement of the φEDM + φB + φΩ. If

we reverse the direction of external electric field back and forth and demodulate

the total quantum phase, we will have

φ = ±φEDM + φB + φΩ. (4.28)

Assuming the ideal detection efficiency, the signal intensity will be

Isig ∝ cos2(±φEDM + φB + φΩ)

∝ cos[2(±φEDM + φB + φΩ)].

(4.29)

The signal pattern of Eq. 4.29 can be conceived as in Fig. 4.8.

From Fig. 4.8, we can easily prove that the e-EDM signal would be obtained

from the following equation

de =
�Δφ

4Eeffτ
. (4.30)
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Figure 4.8: Ideal pattern of demodulated e-EDM signal of the
reversing electric field. The solid line is the signal pattern for �E|| �B,
while the dashed line is the signal pattern for − �E|| �B.

Practically, we modulate φD to allow for a total phase of π/4 with respect

to the sum of φB, φΩ and φD. Therefore, Isig will obtain a linear dependence

of the e-EDM phase. The peak difference in Fig. 4.8 can schematically show

how the e-EDM phase relates to the phase difference, but in a real experiment,

the peaks of the signal are not sensitive t the phase measurement. We are still

interested in the signal in linear dependence of the e-EDM phase.

4.5 Estimate of the Statistical Sensitivity of the e-EDM

Measurement

From the experimental setup Fig. 4.7, we can estimate the statistical uncertainty

and demonstrate how well we can improve our e-EDM limit comparing with

the current limit. I list the parameters in the Tab. 4.1, and some parameters
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such as the production rate of the molecular source come from other molecular

e-EDM group since we can implement a similar source, while some parameters

such as detection efficiency come from our previous experimental results.

Variable Value Explanation of the variable
Eguide 50, 000V/cm Electric field at the center of the guide
Aprobe 0.01 cm2 Focal area of the probe laser
Aguide 0.785398 cm2 Approximated area of the guide
Δx 0.01 cm Effective x-acceptance of the apparatus
Δy 0.3 cm Effective y-acceptance of the apparatus

Δxpump 0.01 cm Min. of x-focal size of pump laser and guide acceptance
Δypump 0.3 cm Min. of y-focal size of pump laser and guide acceptance
Δvx,guide 2 m/s vx-acceptance of the guide
Δvy,guide 8 m/s vy-acceptance of the guide
Lguide 10 m Length of the guide
vbeam 200 m/s From the ACME group[61]
Nsource 1.× 1010 Particles/shot/quantum state from ACME group[61]
fsource 100 s−1 Repetition rate of the laser ablation source

ΔΩsource 0.1 Divergence of source from ACME group[61]
d 200.0 cm Distance from the source to the guide entrance

Eff 0.3 Efficiency of ion/e- detection
DetectRate 2864.79 s−1 Predicted detection rate
Tmeasurement 86400 s Time of measurement

τ 0.05 s Coherence time of measurement
νedm 0.015 Hz Frequency of e-EDM measurement at 10−27e · cm
δφ 0.0188496 Field reversal angle change at 10−27e · cm

CPsensitivity 0.0134883 Statistical sensitivity in units of 10−27e · cm · day1/2

Table 4.1: Estimate of the e-EDM statistical sensitivity of a 10-m-long guide.

From the proposed experimental setup, we have a estimate of statistical

sensitivity of 1.345×10−29e·cm for a data-taken time of a single day. Comparing

the result with the current limit de,stat = 5.7× 10−28e · cm, this estimated result

can improve the statistical sensitivity by a factor of 50 in a single day.
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4.6 Conclusion

In this chapter, I talk about three possible Stark biased guides and compare

their features for our proposed e-EDM measurement and conclude that the

cylindrical Stark guide is the best one if the difficulties of the construction can

be overcome. By implementing the cylindrical guide into the optical double

resonance quantum beat experimental, I demonstrate a simple setup showing

how we can measurement the e-EDM signal. Based on that, the estimate of the

statistical sensitivity of the setup is performed and I prove that the sensitivity

can be improved approximately by a factor of 50 in a data-taken time of a signal

day. All of these results imply that the PbF molecular e-EDM measurement is

a promising experiment of measuring the non-zero e-EDM.
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Chapter 5

Comment on: Possibility of Zero-g-factor Paramagnetic

Molecules for the Measurement of the Electron’s

Electric Dipole Moment

PbF has an electric-field-dependent g-factor for its ground state 2Π1/2. In the

literature published before, this g-factor can be tuned to zero at a certain electric

field. However, a discrepancy of the hyperfine constant A⊥,X1 between theory

and experiment has been discovered. This discrepancy can be resolved by a sign

change in the phase factor between two Ω-doublet states for the ground state

of the molecule. This phase factor can further influence our conclusion about

the zero g-factor prediction. In this chapter, we will re-evaluate the g-factor

with the corrected quantum basis set, and comment on the possibility of a

zero-g-factor for the e-EDM measurement of PbF.

5.1 Introduction

In Chapter 2 and Chapter 3, we discussed the numerous experimental and

theoretical studies in determining the energy level structure of the PbF molecule.

All these efforts are motivated by the belief that, PbF is an important candidate

for measuring the e-EDM. For this heavy paramagnetic molecule, Dr. Neil

Shafer-Ray showed that 208Pb19F has a possible zero-g-factor when the external

electric field is 68 kV/cm[62]. If true, this feature will greatly reduce the

sensitivity of the e-EDM measurement to the background magnetic field. After
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this work, our group McRaven et al.[17] measured the hyperfine level structure

of the ground state X1 of the 207Pb19F molecule, and found it disagreed with

the theoretical predictions by Kozlov et al [24][43]. This theoretical mistake was

eventually tracked to the wrong designation of the electronic parities[52]. Here

we address the impact of this mistake on the possible vanishing g-factor of the

208Pb19F.

5.2 Theory

5.2.1 Effective Spin-Rotational Hamiltonian and the Choices of the

Basic Sets in the Two Coordinate Frames

Let’s start by reviewing how energy levels of 208Pb19F are determined. The

evaluation of PbF energy levels originate from constructing the effective spin-

rotational Hamiltonian. The complete form can be obtained from Ref.[44] or

modified from Eq. 2.42

Hsr = BJ2 +ΔS′ · J+ I · Â · S′ + (W dde)S
′ · n−DE · n+ μBB · Ĝ · S′. (5.1)

Here we keep the same sign for the second term as the one in Ref. [44]. The

first term is the rotational energy, the second term gives rise to the Ω-doubling

with Δ denoting as the Ω-doubling constant, the third term gives the hyperfine

interaction, the fourth term gives the interaction of the e-EDM with the internal

field of the molecule, the fifth and sixth term give the interaction with an applied
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electric field and magnetic field respectively. The basis set in the lab-based

frame can then be expressed as[22]

|FIJMFp〉 =
∑

MJ ,MI

〈IMIJMJ |FM〉|JMJp〉|IMI〉. (5.2)

For the ground state of 208Pb19F 2Π1/2(|Λ| = 1, |Ω| = 1
2
), we introduce the

pseudo-angular-momentum operator Sprime in the degenerate subspace |Ω〉[43],

where

S′|Ω〉 = Ω|Ω〉. (5.3)

Here, we need to pay careful attention to the space inversion operator P̃ in the

molecule-based frame. In the case of the PbF molecule with one free electron,

the space inversion operator transforms the electronic-rotational wave function

in the molecule-based frame into its opposite |Ω〉 state with a phase factor

(−1)J−1/2 [19][52]

P̃|FIJMF ,Ω〉 = (−1)J−1/2|FIJMF ,−Ω〉. (5.4)

We notice that although P̃ cannot transform the wave function into its eigen-

function, the eigenfunction can still be formed by an appropriate combination

of |Ω = 1
2
〉 states. Thus, we can represent the basis set Eq. 5.2 of a definite
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parity in the molecule-based frame as[22]

|FIJMFp〉 = 1√
2
(|FIJMF ,Ω =

1

2
〉+ p(−1)J−1/2|FIJMF ,Ω = −1

2
〉). (5.5)

While in Ref. [43], the phase factor is taken as (−1)J+1/2. This is the origin of

the discrepancy of the theoretical prediction[24][43] and experimental result[17]

of A⊥,X1 . Let’s re-evaluate the effective spin-rotational Hamiltonian to reveal

the effect of this correction.

5.2.2 Field-free Effective Hamiltonian

In order to model the impact on the g-factor, let’s consider only the rotational

and the fine structure term of the effective Hamiltonian. We neglect the hyperfine

effects so that J is still a good quantum number. Pseudo-spin |Ω〉 = | ± 1
2
〉 will

be the only mixed quantum state. Therefore, the basis set of a definite parity

will be written as

|JMJp〉 = 1√
2
(|JMJ ,Ω =

1

2
〉+ p(−1)J−1/2|JMJ ,Ω = −1

2
〉). (5.6)
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Before we figure out the impact of the phase factor on the Ω-doubling term, we

can replace Δ by ±Δ such that the secular equation can be expressed as

〈J ′M ′
JΩ

′|Hrot|JMJΩ〉 = 〈J ′M ′
JΩ

′|BJ2 +±ΔS′ · J|JMJΩ〉 (5.7)

= δJJ ′δMJM
′
J
((BJ(J + 1)− ±Δ

4
)δΩΩ′ (5.8)

+
±Δ
4

(2J + 1)δΩ,−Ω′). (5.9)

The ± sign in the off-diagonal term indicates the ground state J = 1
2
is in either

the positive or the negative combination of the |Ω = ±1
2
〉 states. The energy

levels can then be obtained

Utot = Ue + Uvib + Urot (5.10)

= Tv +BJ(J + 1)− ±Δ
2

(J +
1

2
) + (

±Δ
4

) (5.11)

= BJ(J + 1)− ±Δ
2

(J +
1

2
) + (Tv +

±Δ
4

), (5.12)

We can determine the term Tv +
±Δ
4

experimentally, however, the electronic and

vibrational energy are not known accurately enough to get the sign correctly

in this way. Actually from the corrected form of the basis set in Eq. 5.6, the

secular equation in the lab-based frame will be displayed as

〈J ′M ′
Jp
′|BJ2 +ΔS′ · J|JMJp〉 = δJJ ′δMJMJ ′δpp′(BJ(J + 1) +

Δ

4

− p(−1)J−1/2Δ
2
(J +

1

2
)).

(5.13)
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It can be easily shown that the energy level structure with a definite parity is

U(J,M, p) = BJ(J + 1)− p(−1)J−1/2Δ
2
(J +

1

2
) +

Δ

4
. (5.14)

Now we match Eq. 5.14 with Eq. 5.12. Since Δ is negative[44] and the lower

energy level is odd parity, by comparing Eq. 5.14 with Eq. 5.12, we can

immediately determine that -Δ will be selected and the secular equation for

the true ground state is actually the asymmetric combination of the Ω-doublet

states. The secular equation in the molecule-based frame of the real ground

state is then expressed as

〈J ′M ′
JΩ

′|Hrot|JMJΩ〉 = δJJ ′δMJM
′
J
((BJ(J + 1) +

Δ

4
)δΩΩ′ − Δ

4
(2J + 1)δΩ,−Ω′).

(5.15)

From this derivation, we can find that the error in the phase factor (−1)J−1/2

of the real ground state is the cause for different secular equations, which has a

direct impact on our energy level structure. In this case, if we conform to the

definition of Δ, we need to rewrite the Eq. 5.1 as

Hsr = BJ2−ΔS′ · J+ I · Â ·S′+ (W dde)S
′ ·n−DE ·n+ μBB · Ĝ ·S′. (5.16)

5.2.3 Field-dependent Effective Hamiltonian

With the corrected phase factor in the wave function, we now need to consider the

field-dependent effective spin-rotational Hamiltonian. In our e-EDM experiment,
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the magnetic field interaction will be regarded as a perturbation with respect to

the rotational energy levels with fine structure and the electric field interaction,

since our quality magnetic shielding can reduce the influence of the background

magnetic field dramatically. For simplification, we define our z axis to lie along

the electric field vector direction. Therefore, the matrix elements of the Stark

interaction in the |JMJΩ〉 basis is(Eq. 2.40)

〈J ′M ′
JΩ

′|HE|JMJΩ〉 = 〈J ′M ′
JΩ

′| −Dn̂ · E|JMJΩ〉 (5.17)

= DE(−1)J+Ω
√

(2J + 1)(2J ′ + 1)

×

⎛
⎜⎜⎝J

′ 1 J

Ω′ 0 −Ω

⎞
⎟⎟⎠× (−1)J ′−M ′

J

⎛
⎜⎜⎝ J ′ 1 J

−M ′
J 0 MJ

⎞
⎟⎟⎠ .

(5.18)

The matrix representation of the Hamiltonian without a perturbation for J = 1
2
,

MJ = 1
2
and Ω = ±1

2
is

〈J ′M ′
JΩ

′|H0|JMJΩ〉 = 〈J ′M ′
JΩ

′|Hrot +HE|JMJΩ〉 (5.19)

=

⎛
⎜⎜⎝

3
4
B + 1

4
Δ+ 1

3
DE −1

2
Δ

−1
2
Δ 3

4
B + 1

4
Δ− 1

3
DE

⎞
⎟⎟⎠ .(5.20)

For the weak magnetic field background, the Zeeman interaction will be treated

as a small perturbation. The matrix elements of the Zeeman interaction can be
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shown as(Eq. 2.38)

〈J ′M ′
JΩ

′|HB|JMJΩ〉 = 〈J ′M ′
JΩ

′|μBB · Ĝ · S′|JMJΩ〉

= μB

∑
s,t

(−1)J+J ′−1/2−MJGtB
1
s

√
3

2
(2J + 1)(2J ′ + 1)

⎛
⎜⎜⎝1/2 1 1/2

Ω′ t −Ω

⎞
⎟⎟⎠

⎛
⎜⎜⎝J

′ 1 J

Ω′ t −Ω

⎞
⎟⎟⎠

⎛
⎜⎜⎝ J 1 J ′

−MJ s M ′
J

⎞
⎟⎟⎠ .

(5.21)

Here, s and t range from -1 to 1, G0 = G||, G±1 = G⊥, B1
0 = Bz, and

B1
±1 = ∓(Bx ± iBy)/

√
2. For a strong electric field, B± does not contribute to

the first-order Zeeman effect[28]. Therefore we only need to consider the Bz

contribution. Again, the matrix representation of the perturbation for J = 1
2
,

MJ = 1
2
and Ω = ±1

2
is

〈J ′M ′
JΩ

′|HB|JMJΩ〉 =

⎛
⎜⎜⎝

1
6
μBBzG|| 1

3
μBBzG⊥

1
3
μBBzG⊥ 1

6
μBBzG||

⎞
⎟⎟⎠ . (5.22)

5.2.4 Evaluation of the g-factor

As we have the Hamiltonian without the perturbation, H0, Eq. 5.19 and the

first-order perturbation, HB, Eq. 5.22, from the first-order perturbation theory,

we have the definition of the g-factor as

gi =
〈ei|HB|ei〉
μBBzMJ

. (5.23)
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Here, |ei〉 is an eigenvector of H0 and MJ = 1
2
. As we mentioned above,

there are two eigenvectors correspond to the Hamiltonian, one is the anti-

symmetric combination of the |Ω = 1
2
〉 states and the other one is the symmetric

combination. The anti-symmetric combination represents the ground state with

odd parity, which is the true ground state. Incorporating the correct eigenvector

(odd parity), we will get the g-factor as

g =
1

3
G|| +

2Δ√
9Δ2 + 4D2E2

G⊥. (5.24)

This result is similar to the result published in Ref. [62], except for a sign

discrepancy between the two terms. This discrepancy can be easily removed, as

we discussed before, by replacing Δ with −Δ. Provided the negative product

relation

G⊥G||Δ < 0, (5.25)

we can obtain a vanishing g-factor as the electric field increases if these pa-

rameters of 208Pb19F satisfy the above relation. Unfortunately, since G|| > 0,

G⊥ < 0 and Δ < 0[22] we have a positive product. From Eq. 5.24 we see that

it is unlikely for 208Pb19F to reach a vanishing limit. One might be interested

in the g-factor for the excited Ω-doublet state, since this state is the eigen-

state incorporated into perturbation theory which yields a vanishing g-factor.

However, for the excited Ω-doublet state, the minimal J-mixing assumption

isn’t valid since the high-J levels will mix strongly in the electric field. In
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either situation, we will never get a vanishing g-factor for 208Pb19F regardless

of the amplitude of the large electric field (Fig. 5.1). Careful analysis of the

rich hyperfine structure for 207Pb19F shows that, for several electric fields, a

vanishing g-factor is possible. However, these states are about ten times less

sensitive to an e-EDM at the electric fields where the g-factor minimizes.

Figure 5.1: Comparison of the g-factors for the ground Ω-doublet
state (upper line), the excited Ω-doublet state (lower line) and the
analytical result (medium dashed line). J-state mixes from 1

2 to 21
2 .

Although the zero g-factor does not exist in 208Pb19F, the g-factor is still

small. As the external electric field increases, the g-factor approaches 1
3
G||,

a number on the order of ge − 2. From Ref. [22], G|| is approximately 0.12,

therefore we can obtain a g-factor as low as 0.04. Additionally, the perturbation

from the background magnetic field will be further suppressed by the high

quality magnetic shielding. With the feature of the great enhancement factor
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of PbF, the contribution of the background magnetic field to the e-EDM is

minor. To prove that, we estimate the variation of the quantum phase due to

the background magnetic field as

ΔφB =
10%× 2πgμBBτ

�
. (5.26)

Here, 10% is caused by the variation of the electric field. In order to gain a sen-

sitive measurement, we prove in Chapter 4 that ΔφB should be restricted below

π/4. If we take g = 0.1 and coherence time τ = 5s, we should guarantee that

the background magnetic field would be less than 0.28 μG. In the near future,

we will implement a quality μ-metal shielding and a superconducting shielding

to effectively reduce the magnetic field down to 0.1 μG. This result shows that

the small non-vanishing g-factor can still lead to an e-EDM measurement using

the PbF molecule.

5.3 Conclusion

In summary, a sign error in the phase factor appearing in Ref.[17] led to both

a disagreement between theory and the first observed hyperfine energy level

structure of the 207Pb19F molecule. Failure to catch this error also led the

author of Ref. [62] we are commenting on to falsely predict the existence of a

vanishing magnetic moment of the ground state of the 208Pb19F molecule. It is

emphasized that although the magnetic moment of the ground state 208Pb19F
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does not vanish at a certain value of electric field, it does approach to 0.04 in

the strong electric fields, a value low enough to perform a competitive e-EDM

experiment.

77



Chapter 6

Summary

It has been 62 years since Purcell and Ramsey initiated the search for the

permanent EDMs of fundamental particles. And it is almost 10 years since

our group started the experimental search for the e-EDM. One can tell all the

progress our group has made from the group publications and theses of Dr.

Sivakumar Poopalasingam, Dr. Chris McRaven and Dr. Milinda Rupasinghe.

In general, the progress reported by this thesis can be summarized by these

aspects.

In the first place, we made a further step in measuring the spectroscopic

constants of X1(
2Π1/2)(υ = 0) and A(2Σ1/2)(υ = 1) states of 208Pb19F. The

spectra, archived in a pc-REMPI detection scheme, can be analyzed efficiently

under the model of effective spin-rotational Hamiltonian. Also, the results

indicate some improvements that can help obtain a higher count rate, and

better spectral resolution. Now a tunable, frequency-doubled, high power diode

laser with excellent thermal and mechanical stability has been implemented in

our system, and the resolution of the probed transition can be enhanced by a

factor of 5, approximately.

Secondly, we proposed three possible Stark guides that overcome Meek’s

theorem and can enhance the coherence time in the optically-doubled resonance

measurement of the e-EDM. The helical guide will accumulate a geometric

phase during the traveling of the molecule, and the gravitational guide is easy to
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construct but has a fairly low acceptance. Given that the difficulties associated

with its precise construction can be overcome, the cylindrical guide might be

the most appropriate one in the long coherence time guided e-EDM experiment,

due to its large acceptance and less accumulation in the geometric phase.

Thirdly, we resolved the discrepancy between theory and the first observed

hyperfine energy level structure of the 207Pb19F molecule. This will lead to the

proposal of a zero-g-factor e-EDM measurement. We reviewed the analysis

carefully and determined that all these mishaps came from the sign error of

the relative phase between the |Ω = ±1
2
〉 degenerate states. We found that,

although the magnetic moment of the ground state 208Pb19F does not vanish at

a certain value of electric field, it does become very small in strong electric fields,

approaching a value of 0.04. This small value of the g-factor, combined with

quality magnetic shielding, can still lead us to the proposed e-EDM measurement

using the PbF molecule.

In conclusion, all of the progress, as well as the group publications and

theses, will lead us to yield a sensitivity of the e-EDM measurement: 1.345×

10−29e·cm/
√
day. These efforts will help us to compete with other e-EDM

measurement groups, in a race to discover the nonzero value of the e-EDM.
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[47] W.E.Ernst, J.Kändler and T.Törring, Hyperfine structre and the electric
dipole moment of BaF X2Σ+, The Journal of Chemical Physics 84, 1986.

[48] C.P. McRaven, P. Sivakumar, N.E. Shafer-Ray, Gregory E. Hall and Trevor
J. Sears, Spectroscopic constants of the known electronic states of lead
monofluoride, Journal of Molecular Spectroscopy 262, 89-92, 2010.

[49] P. Sivakumar, C.P. McRaven, P.M. Rupasinghe, T.Zh. Yang, N.E. Shafer-
Ray, Trevor J. Sears and Gregory E. Hall, Pseudo-continuous resonance
enhanced multiphoton ionisation: application to the determination of the
hyperfine constants of 208Pb19F , Molecular Physics 262, 927-935, 2009.

[50] P. Sivakumar, C. P. McRaven, Dustin Combs, N. E. Shafer-Ray and Victor
Ezhov, State-selective detection of the PbF molecule by doubly resonant
multiphoton ionization, Phys. Rev. A 77, 5 pages, 2008.

83



[51] C. P. McRaven and N. E. Shafer-Ray, A reversible time-of-flight detector
for use in pseudocontinuous resonance enhanced multiphoton (pc-REMPI)
detection, Review of Scientific Instruments 82, 5 pages, 2011.

[52] K. I. Baklanov, A. N. Petrov, A. V. Titov and M. G. Kozlov, Progress
toward the electron electric-dipole-moment search: Theoretical study of the
PbF molecule, Phys. Rev. A 82, 4 pages, 2010.

[53] A. V. Titov, N. S. Mosyagin, A. N. Petrov, T. A. Isaev and D. DeMille,
Study of P,T-Parity Violation Effects in Polar Heavy-Atom Molecules,
Progress in Theoretical Chemistry and Physics, 2005.

[54] Evgueni Nikitin and Elena Dashevskaya, Janis Alnis and Marcis Auzinsh,
E. R. I. Abraham, Brendan R. Furneaux, Mark Keil, Chris McRaven, Neil
Shafer-Ray, and Richard Waskowsky, Measurement and prediction of the
speed-dependent throughput of a magnetic octupole velocity filter including
nonadiabatic effects, Phys. Rev. A 68, 023403, 2003.

[55] Samuel A. Meek, E. R. I. Abraham, and Neil E. Shafer-Ray, Impossibility
of a biased Stark trap in two dimensions, Phys. Rev. A 71, 065402, 2005.

[56] S. K. Sekatskii and J. Schmiedmayer, Trapping polar moelcules with a
charged wire, Europhys. Lett. 36, page 407-412, 1996.

[57] Rienk T. Jongma, Gert von Helden, Giel Berden and Gerard Meijer,
Confining CO molecules in stable orbits, Chemical Physics Letters 270,
pages 304-308, 1997.

[58] Milinda Rupasinghe and N.E. Shafer-Ray, Effect of the geometric phase
on the possible measurement of the electron’s electric dipole moment using
molecules confined by a Stark gravitational trap, Phys. Rev. A 78, 033427,
2008.

[59] Leanhardt, A. E. and Bohn, J. L. and Loh, H. and Maletinsky, P. and
Meyer, E. R. and Sinclair, L. C. and Stutz, R. P. and Cornell, E. A., High-
resolution spectroscopy on trapped molecular ions in rotating electric fields:
A new approach for measuring the electron electric dipole moment, J. Mol.
Spectrosc. 270, N0. 1, 1-25, 2011.

[60] Titov, A. V. and Mosyagin, N. S. and Ezhov, V. F., P, T-Odd Spin-
Rotational Hamiltonian for YbF Molecule, Phys. Rev. Lett. 77, No. 27, 5346,
1996.

[61] Advanced Cold Molecule Electron EDM group,
http://www.electronedm.org/.

84



[62] Neil E. Shafer-Ray, Possibility of 0-g-factor paramagnetic molecules for
measurement of the electron’s electric dipole moment, Phys. Rev. A 73, 3
pages, 2006.

85



Appendix A

Fabry-Pérot Interferometer

Fabry-Pérot Interferometer (or Etalon) is named after Charles Fabry and

Alfred Perot, and it is widely used in lasers, spectroscopy measurement and

telecommunications. In the Appendix, I will describe the physical principles of

the Fabry-Pérot Interferometer, and discuss its application in the measurement

of the PbF spectroscopy.

Fabry-Pérot Interferometer is made of two mirrors, with two highly reflective

surfaces facing each other. The two mirrors can be either curved or flat, and

coated with film of high reflectivity. When illuminated by monochromatic laser

rays close to the co-axis of the two mirrors, a multiple beam interference pattern

will be produced near the center of the interferometer. The following schematic

Fig. A.1 shows the configuration of the Fabry-Pérot Interferometer with two

flat mirrors, and I will explain the theory of operation based on this schematic.

And for convenience, I will use etalon to stand for Fabry-Pérot Interferometer.

Suppose the laser light has a wavelength λ, and it enters the etalon with

a small angle θ near the co-axis of the etalon. The two mirrors of the etalon

is spaced by a distance d. Suppose the etalon is filled with a gas medium of

the index of refraction n (we can take n = 1 for the case of vaccum), we can

calculate that the two adjacent laser rays out the etalon have a difference of

the optical path length as

Δl = 2nl cos θ. (A.1)
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Figure A.1: Schematic of the Fabry-Pérot Interferometer made of
two mirrors. The mirrors are coated with film of high reflectivity. A
monochromatic and collimated laser beam enters the etalon, with a
small angle θ and near the co-axis of the two mirrors.

And the phase difference would be

Δφ =
2π

λ
2nd cos θ. (A.2)

In order to create constructive fringes, this phase difference must be integer times

of 2π. Therefore, the constructive fringe pattern should satisfy the following

equation

2nd cos θ = mλ, (A.3)

or

ν = m
c

2nd cos θ
. (A.4)

Here, m is an integer number, n is the index of refraction of the medium gas,

ν is the frequency of the monochromatic laser and c is the speed of light in
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vacuum. We define an important parameter called free spectral range (or FSR)

FSR =
c

2nd cos θ
. (A.5)

From Eq. A.4 we see that for every interval of FSR, the laser light can

transmit through the etalon and construct the fringe pattern. In our experiment,

if we sweep the grating voltage of the diode laser system, we can control the

frequency of the laser into the etalon. Once the laser frequency is tuned to a

value which satisfies Eq. A.4, the laser light will transmit through the etalon

and captured by the photodiode detector. If we tune the frequency up by

one FSR, the laser light will transmit through the etalon again, and the new

frequency will have a different mode m + 1. By recording transmitted light

intensity and the detuning laser frequency, we can keep tracking on how far

we have tuned the laser system. (Actually, the grating voltage of the diode

laser system is recorded, and the conversion between frequency and the grating

voltage will be performed.) Fig. A.2 is a typical pattern of the transmitted

light versus the laser frequency.

The etalon we use in our lab is consisted of two confocal mirrors, which is

depicted in Fig. A.3. For the convenience of study, we can assume the laser

light enters into the etalon closely parallel to the co-axis. This assumption

can be done by manipulating of alignment and examining the interference

pattern. The phase difference for the constructive interference in this case would
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Figure A.2: A typical plot of laser transmitted light intensity versus
the detuning laser frequency. The laser frequency is detuned from
674,828.0 GHz. The mirror reflectivity is 90%, and the free spectral
range for the etalon is 1 GHz. The transmitted laser light has a
resolution of about 50 MHz.

approximately be

Δφ =
2π

λ
4nd. (A.6)

For this etalon, the FSR would be

FSR =
c

4nd
. (A.7)

Here, c is the speed of the light, n is the index of refraction of the gas filled in

the etalon and d is the distance between the two confocal mirrors.

There are some disadvantages and advantages between the etalon of the

parallel mirrors and the etalon of the confocal mirrors. The disadvantage is,
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Figure A.3: The schematic of the etalon made of two confocal mirrors.
The radius of the curvature of the mirror r is equivalent to the spacing
d between the mirrors, therefore, the free spectral range is fixed by
the choice of the mirrors.

the confocal and spherical etalon have the radius of the curvature same as

the distance between the mirrors. Therefore, the confocal etalon has a fixed

FSR but the parallel etalon can change its FSR much more freely. However,

the confocal etalon is not as sensitive to the alignment as the parallel etalon,

because it is not necessary to maintain the parallelism of the mirrors. Also, due

to the confocal feature of the mirror, the laser beam will focus on the mirror

surface. The focusing effect will result in smaller beam diameter, and minimize

the influence on the laser beam profile due to the mirror imperfections.

Ideally, we want the spectral resolution to be as high as possible. In Fig.

A.2, the spectral resolution is 50 MHz. However, the spectral resolution has

several practical limitations. We introduce another important parameter of the

etalon here, called finesse F , which is given by

F =
FSR

FWHM
, (A.8)
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where FWHM is the full width half maximum of the spectral line (or spectral

resolution). We find out that, for a certain FSR, the higher the reflectivity,

the higher the finesse F , and the better the spectral resolution. However, the

higher reflectivity will result in lower etalon transmission, due to the absorption

of the coating film and substrate scattering losses. The F is also limited by how

well the mirrors are fabricated and polished. The current limit of the F for the

etalon in our lab is about 600, which will produce 1.6 MHz spectral resolution

with a 1 GHz FSR.

The etalon has a very important application in the measurement of the

PbF spectroscopy. The Fig. A.4 shows how we implement the etalon in the

experiment, and it is also demonstrated in Fig. 3.3.

Figure A.4: The schematic of implementation of etalon in the mea-
surement of the PbF spectroscopy.

The Zeeman-stabilized HeNe laser will be divided into two beams by the

optical fiber. One beam serves as the reference beam for the wavemeter, and

the other one illuminates into the etalon. Then the etalon will be locked
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to the HeNe laser, and the stability of the HeNe will be transferred to the

etalon. The lock mechanism works in the following way: Suppose the etalon

initially has the right length to satisfy Eq. A.6. The dithering (modulated)

piezoelectric transducer adjusts the length of the etalon slightly and fast, then

the transmitted light intensity will be changed, due to the dithering length of

the etalon and especially the other influences that we want to get rid of. The

transmitted light will be collected by the photodetector, and compared with the

local oscillator’s signal (you can treat this as the origin of the dithering source

on the piezoelectric transducer, so they share the same frequency signature)

by a mixer. The function of the mixer, by implementing a low-pass filter, is

to produce a low frequency signal which is essentially the derivative of the

transmitted light intensity. This derivative will determine which way the length

of the etalon will be changed in order to bring the transmitted light intensity

back to the maximum. This is a standard lock mechanism and it is not pictured

in the schematic. Also, we use a bipolar thermal heater to actively control the

temperature of the etalon. All of these efforts are made that the etalon has a

good stability and can be steadily locked to a certain mode indicated by the m

in Eq. A.4.

Once the length of the etalon is locked, we introduce the blue laser or the

fundamental IR laser into the etalon. The scanning grating voltage of the

diode laser will change the frequency of the diode laser continuously, and every

interval of the FSR the blue or IR laser will transmit through the etalon. For
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better frequency measurement, we apply the Electro-Optic Phase Modulator

(EOPM) before the blue or the IR laser entering the etalon. The function of

the EOPM is to generate Radio-Frequency (RF) sidebands on top of a laser

line. These sidebands are equally spaced, defined by a RF signal generator. The

transmitted fringes through the etalon display as in Fig. A.5

Figure A.5: A ideal plot of the transmitted fringes of the blue laser
with the implementation of the EOPM. The modulation frequency
is 100 MHz, therefore the sidebands are equally spaced by 100 MHz.
The etalon has a FSR of 1 GHz, and the finesse F is 200. The
number of the sidebands for each central fringe is determined by the
modulation signal. The laser frequency is detuned from 674,828.0
GHz.

In Fig. A.5, there are five fringes for each pileup, and each pair of adjacent

fringes are spaced by 100 MHz, which is the modulation frequency applied on

the EOPM. By adjusting the RF amplifier in Fig. A.4 one can determine the

number of the sidebands. In this way, one FSR can be further depicted by
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these sidebands. We preliminarily scanned the rovibrational transitions of the

130Te2 in X1(
3Σg)→B1(

3Σu) band near the frequency 674790.6 GHz and obtain

the spectrum as Fig. A.6. We choose the spectrum of 130Te2 for testing and

Figure A.6: Doppler-free saturated absorption spectrum of 130Te2
in X1(

3Σg)→B1(
3Σu) band near the frequency 674790.6 GHz. The

pileups of the fringes are the derivative of the transmitted light
intensity of the blue laser. Each pileup contains the major fringe
and the four sidebands. Each pair of adjacent sidebands are spaced
by 90 MHz.

a reference for the PbF spectrum. In the Doppler-free saturated absorption

130Te2 spectrum, about 18 pileups have been observed. For each pileup, there

are at least four or six sidebands and the major central fringe. These sidebands

can characterize the interval between two major fringes more precisely. In this

case, the interval of the sidebands is 90 MHz for each pile up. If one apply the

95 MHz sidebands, and we know the positions of the major fringes won’t be
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changed since the etalon length is locked, you can easily determine the frequency

intervals between two arbitrary lines. In the spectrum of 130Te2, the position of

an absorption line will be given by the sum of the frequency of the origin, the

mode number of the main fringe, and the two sidebands the absorption line will

lie between. If the frequency of the sidebands is changed, the absorption line

will appear between another two sidebands, with the frequency of the origin

and the mode number of the main fringe unchanged. One can easily compute

the absorption line position based the differences of the sidebands. For the

intervals of the arbitrary two absorption lines, we even do not need to know the

origin of the frequency for the spectrum. The relative number of the mode for

the etalon, and the difference of the sidebands can tell what the line interval

is. And the uncertainty of the interval will rely on two factors: the frequency

drift of the diode laser, and the uncertainty of the sidebands. The uncertainty

of the sidebands will be produced by the RF signal generator which is in order

of several Hz. And in a 48-hour-time stability test we found that the laser

frequency drift is about 2 MHz. The etalon implemented in the diode laser

system is proved to be a useful frequency caliper.

The second important application of the etalon in the diode laser system

is: It can transfer the stability of the HeNe laser to the diode laser, by locking

the blue laser to the etalon while the etalon is locked to the HeNe laser. In

this case, we use pressure-tuning setup to change the index of refraction of the

gas medium (Nitrogen) inside of the etalon. From Eq. A.6 and Eq. A.7, we
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know that in order to maintain the etalon locked to the HeNe, the length of

the etalon have to change in order to make the product nHeNed unchanged.

But due to the dispersion effect, the change of the index of refraction will be

different for blue diode laser. Therefore, in order to lock the blue diode laser

to the etalon at the same time, the frequency of the blue laser will be changed

accordingly to compensate the the changes due to the dispersion and the length

of the etalon. Fig. A.7 is adopted from the paper Cavity dispersion tuning

spectroscopy of tellurium near 444.4 nm, published by Coker et al in Journal

of the Optical Society of America B 28, December 2011. In this figure, the

Figure A.7: Pressure-tuning of the etalon under the dispersion effect
of the Nitrogen. The sideband is 40 MHz, which is applied on the
probe beam of the Doppler-free saturated absorption setup. Adopted
from Cavity dispersion tuning spectroscopy of tellurium near 444.4
nm, Coker et al., J. Opt. Soc. Am. B 28, December 2011.

sideband is 40 MHz, and the interval of the two absorption lines is 289±3 MHz.
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Again, this result proves that, the etalon is playing an important role in the

precision measurement.
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