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Abstract

An adaptive individual can be characterized as an individual who displays a
general propensity to perform well in complex environments that are often wtipbbeli
and ambiguous (Schunn & Reder, 2001). Lang and Bliese (2009) propose a framework
that allows the researcher to look at the unique effects of adaptive perfoymedaines
to overall performance. The authors used a discontinuous growth model to partition
performance in to four major performance components, namely basal task paderm
skill acquisition, transition adaptation and reacquisition adaptation. This proposal
focuses on basic cognitive processes and how they relate to each performance
component. Simple reaction time and perceptual and processing speed predicted
significant differences in basal task performance and skill acquisitionerFaattion
time and higher perceptual and processing speed led to higher scores for basal tas
performance and skill acquisition. Cognitive flexibility predicted significhfferences
in transition adaptation, whereby individuals higher in cognitive flexibility im@re
errors on the adaptive performance task after the task unexpectedly chalagee, to
individuals low in cognitive flexibility. No significant predictors of reacctiasi
adaptation were found. It was also hypothesized that differences in taslexiynpl
would moderate the relationship between cognitive ability and performance.vetowe

no significant moderating effect was found.



Adaptive Performance, Cognitive Ability and the Moderating Effect of Task
Characteristics

One of the skills that companies desire is the ability to deal with complex and
unpredictable work environments and the ability to quickly respond in unknown and
ambiguous situations (e.g., Burke, Pierce & Salas, 2006). A great deal ofhdsea
focused on determining the types of individual differences that predict thiy.aldlich
research has obvious and important implications for the development of selection and
training procedures within the working environment. However, even more fundamental
to such industrial applications is research that focuses on the basic or théoreti
processes that underlie adaptive performance. This proposal focuses on basiecognit
processes and how they relate to adaptive performance.

An adaptive individual can be characterized as an individual who displays a
general propensity to perform well in complex environments that are often wipbbeli
and ambiguous (Schunn & Reder, 2001). Research on adaptive individuals has typically
taken two theoretical paths: one proposes that adaptivity is mostly innate and one
proposes that adaptivity is learned. The first approach to adaptivity is founded in an
individual difference perspective that assumes a certain subset of loweiralidietual
differences is at the root of the ability to adaftaptability, then, is a set of inherent
individual differences that enable a person to respond well in complex environments.
The current study is concerned with these innate aspects of adaptivitythath&earned
aspects.

Adaptive performance is broadly operationalized as performance afiangecin

the environment (Jundt, 2009) and has most frequently been examined in laboratories



using the task-change paradigm. This paradigm involves an experimentalwlesig
participants are trained on a complex, novel task until they reach some levetafymas
After training, some aspect of the task will change, thereby requiringregehn
behavior. As mentioned previously, adaptive performance is simply operationalized a
performance after a change. Reder and Schunn’s research (1999; Schunm, #04de
provides an example of how the task-change paradigm is used to evaluate adaptive
performance. In their studies, participants were trained in an air tafficol simulation
program. A number of rules were involved that needed to be followed to attain high
performance. One of these rules was that large planes (i.e., 747s) could only largl on lon
runways, while smaller planes (e.g., DC-10) could land at short or long runwlags. T
main manipulation in this study was the proportion of 747s to smaller planes. The
authors surmised that to be adaptive, a participant should “save” the long runways for
747s if (and only if) there is a large number of 747s on the screen. However, if there are
few 747s on the screen, then one does not need to be as selective and can land smaller
planes at either the short or long runway. Thus, adaptive performance is operational
as performance after the change in proportion of planes. In a related shglthediask-
change paradigm and an air traffic control simulation program, adaptiwerparfce was
simply operationalized as performance after a substantially @smsldess complex
training session (Chen, Thomas & Wallace, 2005).

The majority of studies utilizing the task-change paradigm for the study of
adaptive performance use similar measurements. That is, they operatiadalitive
performance as performance after a change in the environment. Howevemadldye

better ways of measuring adaptive performance. In addition, task change in previous



studies frequently involved an increase in complexity or level of workload. The task
change manipulation is also typically the same for all participants in arsiaking an
analysis of the effects of various task characteristics on adaptive panierdifficult
(e.g., Kozlowski et al., 2001; Lepine, 2005; Lepine, Colquitt & Erez, 2000). Therefore,
the addition of varying types of task changes may help to clarify thesfietask
characteristics on adaptive performance.

While the traditional task-change paradigm has been partially sucaessful
providing an experimental structure for research on adaptive performamgeahd
Bliese (2009) argue that a better experimental design and analyticadelps needed to
better evaluate this construct. Recall that the task-change para$igmes some level
of mastery is attained by all participants prior to the actual changeewdowcomplete
task mastery is extremely rare. There are also individual differemties speed with
which individuals reach mastery (or an acceptable level of) performanmogly$ooking
at performance after a change in the task environment does not allow one to account for
these individual differences. A number of researchers (e.g., Chan, 2000; Jundt, 2009;
Lang & Bliese, 2009) also argue that adaptive performance cannot be fullgtoode
with a single measurement because it tends to change over time. Thus, adaptive
performance should be measured at multiple time points to truly capture thesproce
nature of the construct.

Lang and Bliese (2009) sought to create a framework that accounted for the
process nature of adaptive performance. The authors propose that there are two
important types of adaptive performance within the task-change paradtugrfirsk

feature of adaptive performance is calliethsition adaptation Transition adaptation



captures the degree of knowledge and learned skills from the training periogkthat a
immediately transferred to the task after there is a change in thereneint. Thus,
transition adaptation is an immediate reaction to changes in the task. Following the
initial decrease in overall performance due to the task- change, individuaispldg
improve their performance as they continue to perform the changedRaakquisition
adaptationrefers to the time it takes an individual to regain normal performance levels
after the task change.

Lang and Bliese (2009) surmise that one of the problems with current research on
adaptive performance is that the measurement of the construct is often cloudsel by ot
aspects of performance, most notably basal task performance and skdltamguBasal
task performanceefers to mean differences in the overall level of performance prior to
task changeSkill acquisitionrefers to the rate of changes in performance prior to task
change. Thus, the authors sought to develop an analytical framework that would allow
them to control for the effects of basal task performance and skill acquisition while
looking at the unique effects of transition adaptation and reacquisition adaptatiore Figur
1 displays the four performance components discussed in Lang and Bliese's study
namely basal task performance, skill acquisition, transition adaptation agdis##un
adaptation.

Two further issues that have plagued research on adaptive performanck are tas
inconsistency and task complexity. Task inconsistency simply refers to aediuenber
of tasks being used in different experiments on adaptive performance. Presuhigably
is done to enhance the generalizability of adaptive performance resediffarent task

environments. Task complexity describes the relationships between task inputs



(behavioral acts and information cues) and outputs (effectiveness) (Jundt, 2009). In
many situations, as the complexity of the task increases, so does the cogmawel de
Variations between experiments in the type of task used and the task's level of
complexity may lead to differing results. In turn, this may lead to diffesulh the
comparability of studies that seek to understand adaptive performance.

Jundt (2009) sought to illustrate how differences in task complexity can lead to
differing levels of adaptive performance . More specifically, the auttameed three
different ways that a task can change and the processes that individualsdage to a
those changes. The first typdaask difficulty which refers to the total number of
behavioral acts that one has to engage in to complete the task as well as the overall
amount of time needed to complete the task. Typically, task difficulty is irstréasn
experimental setting by increasing the number of stimuli. The second tygekof t
complexity is referred to aordinative complexity This type of task characteristic
deals with the relationships between aspects of the task and the timing or ordehin whi
they need to be performed. For example, some complex tasks may have a sequencing of
behavior that needs to take place because of the higher importance or priority of some
aspects of the task over others. (Wood, 1986). One way to manipulate coordinative
complexity within an experimental setting is by increasing time pressThe third
important task change c@omponent complexityTasks with a high level of component
complexity have a large number of distinct acts that need to be performed and
information cues that need to be processed. Increases or changes in component
complexity require individuals to learn how to use new strategies, executeehewiors

and process new cues (Wood, 1986). Jundt (2009) hypothesized that varying processes



would be important for individuals in adapting to these three types of changes. More
specifically, it was hypothesized that: (1) Task effort would be a strong fmedic
adaptive performance when adapting to task difficulty changes, (2) Comeeinsing

and prioritization of behavioral acts would positively predict adaptive performatite w
coordinative task changes, and (3) Correct use of new information cues would lyositive
predict adaptive performance in component task changes.

Jundt (2009) used a radar tracking simulation program called TANDEM as the
experimental task. During the simulation, participants were asked to defeodrapdec
area and gather information about targets and use that information to decide whether
not to attack the targets. Participants were split into three groups teatdlih the type
of task complexity change they would see. Each participant completed simgraiais
and six adaptation trials. Jundt found only moderate support for the differing impact of
task complexity types on adaptive performance. However, this study operaédnaliz
adaptive performance similarly to many previous studies in that performasdeased
on the scores from one scenario. More specifically, the performance scosenpdy a
composite score taken from the last adaptation trial. These results mdtkeuit ¢t
determine how variations in task complexity might influence adaptive perfoemamen
it is operationalized as a fluid process as it is proposed in Lang and BIB9S study.

In the current study, task complexity type will be examined for its effect on
transition adaptation and reacquisition adaptation. It is hypothesized thatwagniti
demand will play a role in an individual's ability to adapt to different types lof tas
complexity. Concerning the three aforementioned types of task complexsty, it i

hypothesized that component complexity involves a higher degree of cognitive demand



because of the need to formulate new strategies, execute new behaviors assinawce
cues. In contrast, task difficulty and coordinative complexity involve a loweedeq
cognitive demand, because they entail a simple increase in workload.

Hypothesis One: Component complexity will have a different effect on transition
and reacquisition adaptation, relative to task difficulty and coordinative complexity.

a) A simple increase in workload (i.e., task difficulty and coordinative
complexity) are low in cognitive demand.

b) A fundamental change in the task that requires the learning of new
information and a modification of behavior (i.e., component complexity) is high in
cognitive demand.

As mentioned previously, a number of researchers believe that a subset of
inherent, individual differences exist that facilitate adaptive performaAcwide variety
of individual differences including cognitive constructs and personalitg,tteave been
examined for their relationship to adaptive performance (see Wheeler, 2009|dwm) re
Perhaps one of the most widely examined constructs is general mental( @A),
which refers to an individual's overall cognitive ability. GMA is meant to nreaheg
factor, which was first postulated by Charles Spearman in 1904. GMA is an overarching
intelligence factor that encompasses a number of lower-order cogabilitees. A meta-
analysis on the relationship between cognitive abilities and job perforrmhoes that
GMA is most often measured by creating a composite score from compuitesre of
mathematical, verbal and spatial abilities (Bertua, Anderson & Salgadls). 2Blowever,
some researchers believe GMA is equally represented by othela¢sterh as SAT

scores (Jundt, 2009).



GMA has been shown to be a strong predictor of performance in many settings.
A meta-analytic study shows that the relationship between GMA and parfoens
stronger for complex tasks (such as those used to study adaptive perfornedatdes),to
simple tasks (Hunter & Hunter, 1984). It is thought that high-GMA individuals perfor
better on tasks with high cognitive demands and information processing demands,
because they have more cognitive resources available, relative tavidwir@ividuals.
However, the relationship between GMA and adaptive performance has proven to be
more complex than the relationship between GMA and overall performance. Some
studies have found positive relationships between adaptive performance and GMA (e.g
Jundt, 2009; Lepine, Colquitt & Erez, 2000), while others have found negative
relationships (e.g., Lang & Bliese, 2009). It may be that part of this gasurg lies in
the operationalization and measurement of adaptive performance.

Lang and Bliese (2009) examined the relationship between GMA and adaptive
performance using TankSoar. TankSoar is a tank battle scenario wherpgaici
control one tank and make decisions on whether or not to fight computer-controlled
enemy tanks. The authors found a positive relationship between GMA and overall
performance. More specifically, high-GMA individuals displayed highefiopmance at
every time-related measurement (i.e., basal task performance, skilinogutransition
adaptation and reacquisition adaptation) relative to low-GMA individuals. However,
high-GMA individuals had a significantly larger decline in performance whemaisk
unexpectedly changed (i.e., transition adaptation). Concerning reacquisituatiata
there were no significant differences in how quickly high-GMA and low-GMA

individuals recovered from their performance decrements due to the task change.



Research on expert performance may help to understand the relationship between
GMA and transition adaptation. By definition, an expert is an individual who devotes a
great deal of time and practice to a given task until they reach masteryzartar
levels. Research shows that, after long periods of practice, expastsises become
automatic (Beilock & Carr, 2001) and require a reduced amount of effortful cognitive
control. When experts are confronted with an unexpected change in their mastered tas
they often display short-term performance decrements. Beilock and Carr (2001; 2004)
propose that experts do not adapt well to change because they need to switch from an
automatic, proceduralized form of task execution back to a step-by-step mode ito orde
deal with a change in the task environment. In contrast, trained novices tenday displ
higher performance after an unfamiliar change in the task environmentaétaexperts.

It is thought that novices have yet to develop a proceduralized form of taskiere

because they have not built up the knowledge and skills necessary to do so. As long as
an individual remains a novice on the task at hand they tend to use a step-by-step proces
to complete the task (e.g., Beilock & Carr, 2001; Beilock & Carr, 2004).

Recall that, in Lange and Bliese’s (2009) study, high-GMA individuals had a
significantly lower drop in performance after the task change (i.e.jttcanadaptation)
relative to low-GMA individuals. The authors contend that high-GMA individuals may
be performing similarly to experts. That is, high-GMA individuals may beutixerthe
task in a more proceduralized, automatic fashion and thus had difficulties returning to a
step-by-step strategy at the transition adaptation point. High-GMA thdils may also

have learned more about the task during the practice period, or simply learnedffaste
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this were the case, a high-GMA individual would have more to lose in terms of
performance scores at the transition adaptation point because of ther greowledge.

Contrary to the negative relationship found between GMA and adaptive
performance in the aforementioned study, Jundt (2009) hypothesized that there would be
a positive relationship between these variables. More specifically, the authused
that GMA would play an important role in predicting adaptive performance in response
to changes in type of task complexity. This hypothesis was based on previous findings
that show that high-GMA individuals do better on tasks with higher cognitive demands
and information processing demands (e.g., Hunter & Hunter, 1984; Lepine, Colquitt &
Erez, 2000). Task difficulty, component complexity and coordinative complexity were
the three types of task complexity types used in Jundt's (2009) study that are thought t
increase sequentially in cognitive demand (although this was not direcig)te3the
prediction was that, as cognitive demand in the task increases due to task dgnipkexi
relationship between GMA and adaptive performance would also strengthen. This
hypothesis was not supported. However, the author did find a significant positive main
effect of GMA on adaptive performance. In other words, high-GMA individuals
performed better overall, but the effect of task complexity was not sigmific

In a related study, Lepine, Colquitt and Erez (2000) hypothesized that task context
would moderate the relationship between GMA and adaptive performance. However,
different types of task changes were not used. Instead, one type of task change
(conceivably a coordinative change) occurred twice during the experimentesSgazch
design was similar to Schunn and Reder's (2001) design in that participants were

informed of all the rules and possible strategies for completing the task pher to t
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training session. However, when the task change occurred, the previously usgy strate
was no longer the best and most efficient strategy. Thus, to be adaptive, pasticipant
must select a different strategy that optimizes performance. Conc&MAg Lepine,
Colquitt and Erez (2000) hypothesized that the task change would moderate the
relationship between GMA and adaptive performance, such that high-GMA would be
more beneficial after the unforeseen change in the task environment, relddefere the
change. The results of this study showed a complex relationship where GdveA wa
better predictor for post-task-change performance, but was also importard-taslor
change performance.

Jundt (2009) and Lepine, Colquitt and Erez (2000) both used experimental
designs where it is difficult to determine whether or not any unique adaptive phenome
are being captured. That is, their measurement of adaptive performanbe may
confounded by other performance factors, such as basal task performance and skill
acquisition. If this is true, then the positive relationship found between GMA and
adaptive performance in these studies may better reflect the rdigitvesween GMA
and overall performance.

Mixed results in assessing the relationship between GMA and adaptive
performance may also be a result of varying measurements of GMA. &uoplex Jundt
(2009) used SAT/ACT scores as a measure of GMA. Lepine, Colquitt and Erez (2000)
used the Wonderlic Personnel Test, which measures verbal, quantitative and spatia
abilities. Lang and Bliese (2009) used a composite score from three testbalf
guantitative and spatial abilities. Most researchers recommend the useedharoone

test to assess a specific cognitive construct in order to avoid potential swttamof
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that construct with test-specific variance (e.g., Ackerman, BeieoWeB 2005; Bertua,
Anderson & Salgado, 2005; Lang & Bliese, 2009). It is my hope that a composite score
for GMA and the use of a discontinuous growth model proposed by Lang and Bliese
(2009) will help to clarify some of these complex relationships.

As mentioned previously, attempts were made to validate Lang and Bliese's
(2009) experimental and analytical framework. In their study, participantpleted
twelve scenarios. The first six scenarios in the pre-task-change periodaneto
measure basal task performance and skill acquisition, while the second sixosaenar
the post-task-change period are meant to measure transition adaptation anditieacqui
adaptation. In the current study, | am also interested in looking at diffexgmtice
abilities that are related to these four different types of performanceedngrevious
research does suggest that different subsets of cognitive abilitiesogbagechange
performance and post-change performance in the task-change paradigm. Foe.exampl
Lepine, Colquitt and Erez (2000) found that GMA was a better predictor of performance
after a change in the task environment relative to performance befonegecha
Ackerman, Kanfer and Goff (1995) looked at the relationship between skill acquisition
and cognitive abilities and found memory, perceptual encoding and learning to be bette
predictors of skill acquisition than tests measuring GMA. Voelkle, Wittman and
Ackerman (2006) reanalyzed the above study with a growth model approach. In this
second analysis, spatial and numerical abilities were a better predicteabfdsk
performance, while perceptual speed was a better predictor of skill sicquisiVheeler
(2009) also looked at the relationship between cognitive abilities and overalhpamfog

in a complex task environment. A variety of cognitive domains were assessed such as
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reasoning ability, perceptual speed, reaction time and working memory. Rbeultls

a positive relationship between overall performance and cognitive abikitgt i5; high
performers displayed faster reaction time on six out of six measures and higleet pe
correct on two of five measures (one of the tests, simple reaction time, did not provide
percent correct score).

In the current study, a battery of tests will be used to assess thensigii
between cognitive ability and different aspects of performance (i.el,thaka
performance, skill acquisition, transition adaptation, reacquisition adaptation aatl over
performance). A battery of tests will be used that measure lower-ordarged-order
cognitive abilities. More specifically, tests will be used that measm@esreaction
time, perceptual and processing speed, and GMA. Based on previous research, two
hypotheses were made regarding these specific cognitive abilities.

Hypothesis Two: There will be a stronger relationship between GMA and
adaptive performance, relative to pre-task-change performance (i.e., basal task
performance and skill acquisition).

Hypothesis Three: Simple reaction time and perceptual and processing speed will
be stronger predictors of pre-task-change performance (i.e., basal task performance and
skill acquisition), relative to adaptive performance.

It is also believed that cognitive flexibility may play an important noléne
ability to adapt to changes. Cognitive flexibility is an executive function that
encompasses the ability to reorganize one's knowledge and skills in responspléx,com
changing situational demands (Spiro, Coulson, Feltovich & Anderson, 1988). It also

involves the need to switch from an automatic processing mode of action to a more
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controlled processing mode of action. In the task-change paradigm, it issdsthahan
individual needs to enter into a higher level of attentional control to detect a ¢chahge
task and to decide how to handle that change. As mentioned previously, some research
suggests that experts are worse at adapting to changes, relative te.ndWiseoccurs
presumably because experts are not as quick to recognize a change in the sastkofa re
automaticity) and have to switch from a proceduralized form of action backdp-ayst

step form of action (Beilock & Carr, 2001; 2004). Research also shows that expexts sc
lower on measures of cognitive flexibility, relative to novices (Aolgl4984; Frensch &
Sternberg, 1989). Furthermore, when people view themselves as skillful at adgsk, t
are less prone to switch their strategies after a change in the taslneresnt and/or they
are less able to notice changes in the first place (Canas, Quesada, Antaird F2003;
Edland, Svenson & Hollnagel, 2000).

Hypothesis Four: Cognitive flexibility will be positively related to adaptive
performance. Individuals high in cognitive flexibility will display greater adaptive
performance, relative to individuals low in cognitive flexibility.

With regard to previous hypotheses, predictions were made concerning the
separate influences of task-change type and cognitive ability on adapfvenaerce.
However, it seems feasible that these two variables may interact to ifluenc
performance. More specifically, because of differences in cognitiverderask-change
type may moderate the relationship between cognitive ability and adaptiven@nce.

Hypothesis Five: The type of task change (task difficulty, coordinative complexit
or component complexity) will moderate the relationship between cognitive ability

adaptive performance such that:
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a) GMA and adaptive performance will be positively related within the task
difficulty and coordinative complexity conditions, because these changes do not
inherently place a noticeable level of additional cognitive demand on the individual. In
contrast, GMA and adaptive performance will be negatively related within the component
complexity condition, because it is inherently more cognitively demanding.

b) The relationship between cognitive flexibility and adaptive performance will
be smaller within the task difficulty and coordinative complexity conditions, because of
less cognitive demand, relative to the component complexity condition.

In the current study, Lang and Bliese's (2009) framework for studyingiaglapt
performance will be used. That is, a series of discontinuous growth models willdbe use
to look at pre-task-change performance (basal task performance and skiitiacuad
post-task-change performance (transition adaptation and reacquisition adaptdtien). T
framework is beneficial because it allows an analysis of the uniquésefiieadaptive
performance while controlling for the effects of basal task performarttslall
acquisition. Additionally, this framework allows an analysis of individual diffees in
growth over time and how the relationship between individual differences and
performance varies depending upon the performance component discussed.

The cognitive ability domains tested in the current study include simpleéoreact
time, perceptual and processing speed, GMA and cognitive flexibility. slt wa
hypothesized that simple reaction time and perceptual and processing spbasendl
stronger relationship to basal task performance and skill acquisition, while &I A
cognitive flexibility will have a stronger relationship to transition adagmtedand

reacquisition adaptation.
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It was hypothesized that there will be differences in cognitive demand, but no
noticeable differences in overall performance scores between theyiheseof task
changes. More specifically, it was hypothesized that the component task chhnge wi
involve higher cognitive demand, relative to the other two types of task changas. As
result of differences in cognitive demand, the relationship between cogniting ato
adaptive performance will be moderated by task-change type . Concerning GM4,, it wa
hypothesized that there will be a positive relationship between GMA and adaptive
performance within the task difficulty and coordinative complexity conditionsa
negative relationship within the component complexity condition. Concerning cognitive
flexibility, it was hypothesized that the relationship between cogrigxility and
adaptive performance will be smaller within the task difficulty and cooctigaa
complexity conditions, relative to the component complexity condition.

Before testing the moderating effect of task-change type, an additi@hgian
will be conducted to ensure that task-change type does not produce noticealdeadiffer
in overall performance scores. If there are no significant differencesnallove
performance between task-change types, and a moderating effestt cidgage is still
found, it can be assumed that the task-change types differ on another varialfi®aside
simple overt task difficulty (i.e., cognitive demand).

Method
Participants

A total of 132 (76 female) students from the University of Oklahparécipated

in this study. Students ranged in age from 17-30 years (M=19.5, SD=aa@1yere all

enrolled in a psychology course. Participants were given réspartcipation credits as
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partial fulfillment of their course requirements or extra drelarticipants were recruited
online via the psychology department's subject pool website or froadzertisement
shown during class offering extra credit for participation.
Task

The behavioral test used in this study was the Air Traffen8dos Test (ATST)
(Broach & Brecht-Clark, 1993), which is an air traffic control iation program
developed by the Federal Aviation Association (FAA) for trainimgraffic controllers
(ATC). Similar ATC simulation programs have been used in studresadaptive
performance and other studies of complex performance (e.g., AakeBerier & Boyle,
2005; Schunn & Reder, 2001). The main goals for participants arertioomair traffic
safety between aircraft, land planes at appropriate air@ortis direct planes out of
appropriate exit gates. Participants must also attend to nedesding the appropriate
speed and altitude level for aircraft. Two dependent variaides of interest in the
current study. The first waBercent Destinationwhich refers to the percent of aircraft
that an individual lands at the correct airport or sends out thect@xé gate. The
second wagrrors, which refers to the sum total of various errors that an individual ca
make including: allowing an aircraft to get too close to anotheradiror to a boundary,
landing an aircraft at the wrong airport, sending an aircrafobtlite wrong exit gate and
landing or exiting a plane at the wrong speed or altitude level.

Task Manipulations.Three types of task change were used that differ in the level
of cognitive demand. The first type of task change was taskuliff. To increase task

difficulty in ATST, one must increase the number of behavioral aeeded to complete
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the task. This was done by simply increasing the number of faibgr&0% (from 12 to
18 aircraft).

The second type of task change was a coordinative task change, which involves
changing the timing or order of behaviors. In this study, a coordinative tasiechan
involved an acceleration of the speed of the aircraft. In all other scenariosfrésé
rate was set at six seconds. In other words, aircraft move positions on thesgergen
six seconds. With a coordinative task change, the refresh rate will bedddubeese
seconds. Thus, participants will have to make decisions much more rapidly and prioritize
their responses depending upon the urgency of each aircraft’s situation. Each
coordinative task change scenario started with 12 aircraft.

The third type of task change was a component task change, which required
individuals to learn how to use new strategies, execute new behaviors and process new
cues. In the current study, the specific component task change entailedwueninat
the participants had to learn. During the training scenarios, participamsdearland
aircraft at two airports where the cardinal direction of landing did notgehaHowever,
during component task change scenarios, the cardinal direction of landing for the two
airports changed every thirty seconds and the participants had no prior knowledge that
this feature would change. Each component task change scenario started witaft? ai
Measures

Cognitive Ability. The Automated Neuropsychological Assessment Metric
(ANAM4™)! was used to measure cognitive ability. This test is a computerized test
battery that assesses neuropsychological or neurocognitive functioning i kepport

for ANAM4™’s clinical utility as well as its utility as a laborayotool for the

1 ANAM4 is the most recently released version of ANR'.
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assessment of fundamental cognitive abilities (Reeves, Winter, Bl&leage, 2007).

Areas that ANAM4™ has been utilized for cognitive assessment include traureati
injuries (e.g., Gil, Yael, Zilmerman, Koren & Klein, 2005) Parkinson’s dis€a.g.,

Kane, Roebuck-Spencer, Short, Kabat & Wilken, 2007), Alzheimer’s disease (e.g.,
Levinson, Reeves, Watson & Harrison, 2005) and sports medicine (e.g., Collie, Darby &
Maruff, 2006), among others. The full test library includes approximately twestty

that provide precise measurement of neurocognitive performance and processing
efficiency.

Instead of using the full test library, a battery (or subset) of ANAM4™ vt
used that were most appropriate in addressing the research questions. Thescognit
domains assessed include 1) simple reaction time, 2) perceptual and processing spe
and 3) general mental ability. These domains will be assessed using ANA&st 1)
Simple Reaction Time, 2) Matching to Sample and Code Substitution (Learning and
Delayed), and 3) Mathematical Processing, Logical Relations and ther Paazle.
Reaction time and percent correct were collected as dependent variables fiasea
Before each of the tests, the participant performed a series of améfdrtrials to

familiarize themselves with the rules and constraints of each test.

Simple Reaction Time

This test measures simple reaction time by requesting the partiogaspbnd as

quickly as possible to a series of "*" symbols on the display.
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Matching to Sample

For this test, the participant first saw the sample, which was a shaded block
pattern in a 4x4 grid, followed by a blank screen. Two comparison patterns were
then displayed side by side. One grid was identical to the sample grid and the
other grid was different. The participant chooses the comparison pattern that
matches the sample.

Code Substitution

Two versions of this test were administered. In the Code Substitution Learning
test, digit-symbol pairs were displayed on the screen and the participant was
asked to compare this to an answer key of digit-symbol pairs. The participant was
also asked to remember the correct pairings shown in the key. In the Code
Substitution Delayed test, the digit-symbol pairs were displayed without the
answer key and the participant must recall, from memory, whether the gair wa
correct or not. Code Substitution Delayed was presented after a few intervening
tests to provide a period of alternate activity.

Mathematical Processing

This test measures the ability to solve simple, single-digit math equations
requiring addition and subtraction. The participant indicated whether the solution
was greater or less than five.

Logical Relations

This test requires participants to evaluate the truth of a statement&escgmes
after #") followed by these symbols displayed on the screen in a specific order

(€.9.,"& #").
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Tower Puzzle

The Tower Puzzle is similar to the Tower of Hanoi or Tower of London, which

are well known in the cognitive literature. Three spindles and five disks of

different sizes were displayed on the screen. The participant aradhtiesdisks

on the center spindle with the largest disk on the bottom and the smallest on the

top. Only one disk can be moved at a time, and larger disks can never be placed

on top of smaller disks.

Composite ScoresMost researchers recommend the use of more than one test to
assess a specific cognitive construct in order to avoid potential contaminatia of
construct with test-specific variance (e.g., Ackerman, Beier & Boyle, 260ty &

Bliese, 2009). As mentioned previously, GMA is often measured by creating composite
scores from computerized tests of mathematical, verbal and spatiasbaiavoid the
problem of test-specific variance (Bertua, Anderson & Salgado, 2005). In thetcurre
study, three tests were used that are similar to other composite mea<oikés, afamely
Mathematical Processing, Logical Relations and the Tower Puzzle. troaddi
Matching-to-Sample, Code Substitution and Code Substitution Delayed measure
perceptual and processing speed. In order to determine whether or not thesfrst
measures are valid indicators of GMA, and the second three are valid measures of
perceptual and processing speed, a confirmatory factor analysis wastednduc
Recommendations for values that serve as an indicator of adequate fit weredaken f
Hu and Bentler (1998; 1999). The model provided an adequate fit to the datg. (Ghe
N=132) = 9.836 was not significant (p=.1317) indicating that there was not a sighifica

deviation between the expected and observed covariance matrices. Bentler's
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Comparative Fit Indices (CFl) was equal to .97, which meets the standard &f value
above .95 displaying good fit. Finally, the root mean square residual (.0699), NFI
(.9564), NNI (.9564), and RMSEA (.0699) all meet the criteria of adequate model fit.

The next step in verifying the two factors of interest was to look at thar fact
loadings. All factors loadings were of adequate size for both the Percamlual a
Processing Speed factor (values ranged from 8.83 to 19.02) and the GMA factor (values
ranged from 5.99 to 12.68).

Given the results of the confirmatory factor analysis, a composite score was
created for Perceptual and Processing Speed that was created by cothbinaiges of
equally weighted z-scores of Code Substitution, Code Substitution Delayed, and
Matching-to-Sample. A composite score was also created for GMA thadl@cequally
weighted z-scores of Mathematical Processing, Logical Relatrmhtha Tower Puzzle.

Cognitive Flexibility The Wisconsin Card Sorting Task (Grant & Berg, 1948)
was used to measure cognitive flexibility. The Wisconsin Card Sorting Task o three
most widely used tests for the measurement of this construct (Crone, Ridderinkhof,
Worm, Somsen & van der Molen, 2004).

Wisconsin Card Sorting

This test requires the participant to sort cards according to colors, shdpes an
numbers. Participants are asked to match items depicted on a test card to items on
one of four comparison cards. The participant must infer the categorization rules
from the positive or negative feedback that is presented after each trial. When the
rule has been deduced and positive feedback has been given for a certain amount

of trials, the comparison rule changes without warning. Thus, the participant
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must display a readiness to detect change as well as the ability to find new

solutions to obtain high scores on this task.

Subjective Cognitive Demantihe NASA-TLX is a questionnaire developed by
NASA that assesses perceived workload on six different subscales that ihbtundat
Demand, Physical Demand, Temporal Demand, Performance, Effort, and Fonstrati
(Hart & Staveland, 1988). Scores on all six subscales were used to compare subjective
levels of workload on the three task-change types.

Person VariablesAge and gender were collected because they may have an
effect on ANAM4™ and ATST performance. The ANAM4™ and ATST measures are
computerized tasks that entail game-like qualities and one’s past expeavidnsaenilar
activities could affect the results of the study. For that reason, two siogs&ans
regarding one’s computer and computer-based game use were also collected. One
guestion assessed how often an individual participated in these activities andd sec
guestion assessed self-reported expertise level.

Design and ProceduredRarticipants were assigned to one of six groups. These
groups differed in the type of task change (task difficulty, coordinative clange
component change) and the order of tests (ANAM/Wisconsin Card Sorting Task and
ATST). First, they were given an informed consent, a general description aidlge s
and a demographic questionnaire. The order that participants completed ATST and the
cognitive ability tests was counterbalanced. Participants complete@ &Il Acenarios
or all cognitive ability tests before switching to the second set of tests.

During the ATST phase of the study, participants completed a total of twelve

scenarios. All scenarios were three minutes in duration. The first six issamare
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equivalent for all participants and served as training/skill acquisitioragos. All

training/skill acquisition scenarios had twelve aircraft. The last sixasis were the

adaptive performance scenarios and differed depending upon the assignment of task
change type. The coordinative change scenarios and component change scenarios each
had a total of twelve aircraft, while differing in other characterigeg page 17). The
characteristic that changed in the task difficulty scenario was the naindiecraft.

When the task change occurred, each task difficulty scenario had a totgitetai

aircraft. Participants rated the workload level of each scenario aftgletion of each
scenario via the NASA-TLX.

The cognitive ability tests were presented in the same order for adlijpants.

All six ANAM tests were followed by the Wisconsin Card Sorting Test. [\.agt
debriefing form was given to participants explaining the general purpose amd maj
hypotheses of the study.

Statistical Analysedhe first analysis conducted was a one-way ANOVA to
determine whether or not the three types of task changes were equivalent iofterms
overt task difficulty. Overt task difficulty was measured via the two dependeables,
namely Percent Destination and Errors. No differences between-groupasrofer
overt task difficulty is an important pre-condition for later analysestgtte
moderating effect of task-change type on the relationship between cogiilitae and
adaptive performance. If there are no differences between groups irofeouest task
difficulty, and a moderating effect of task-change type is still foundnibeaassumed
that the task-change types differ in another variable aside from overt tishigti(i.e.,

cognitive demand).
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Subjective assessments of overt task difficulty (i.e., NASA-TLX ratingsg
also examined to determine differences in cognitive demand between the thsesf type
task change. If a component task change is more cognitively demandingpaatsici
should rate them higher on mental demand, relative to the other two types of chhanges.
one-way ANOVA was conducted to make this comparison.

The primary analytical tool used in the current study was growth curdelmg.

A growth model can be thought of as a combination between two sets of regression
analyses. The first set involves the estimation of fixed effects and larsima

traditional regression model that ignores the fact that observations armt weisie
individuals. The second set involves the estimation of random effects and is sirailar t
series of regression models that estimate a model for each individual @keghart,
2002). Traditional regression analyses also treat person-specific deviationhé

mean as error variance. However, when using growth curve modeling, the person-
specific deviations from the mean growth trajectory are considered totbenayis
individual differences in growth. In other words, growth modeling allows gou t
examine fixed effects similar to a standard regression model and randots tifé¢c
involve individual difference deviations (Singer & Willett, 2002).

Another advantage of growth modeling techniques is that they can handle non-
independence. Ignoring non-independence can lead to standard errors that are too large,
thereby decreasing the likelihood of detecting significant results thetligatxist
(Bliese & Ployhart, 2002). In the current study, individual scenarios over teree w
nested within individuals. One of the reasons growth modeling was used in the current

study was to account for the nested nature of the data.
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A series of discontinuous growth models was conducted in the current study. All
models were two-level hierarchical models that look at individual change in
performance scores over time and individual differences that predict shange
performance. The first level was used to describe the growth form (e.ar, line
quadratic). In other words, the first level captures the effect of tntleif-factor). The
second level captures individual differences in patterns of grdoetivéen-factor
Thus, performance scores at level-one were nested within individuals at level-tw

Three important sets of analyses were conducted based upon the
recommendations from other studies (Bliese & Ployhart, 2002; Lang & Bliese, 2009;
Pinheiro & Bates, 2000). First, level-one change was examined by calcalating
sequence of models with Level-1 TIME predictors only, which include basal task
performance, skill acquisition, transition adaptation and reacquisition adaptation. The
two dependent variables of interest for the current study were Percemafestand
Errors. A separate score for Percent Destination and Errors was cbftacédl twelve
air traffic control scenarios. All four TIME variables were used to prelécgtowth of
Percent Destination and Errors over time. A series of analyses were eohiduct
determine the model that most accurately explains performance growth.

After the best level-one model was found, the second important set of analyses
included adding cognitive ability, person variables and task-change type gke., ta
difficulty, coordinative complexity and component complexity) at level-twexplain
individual differences in level-one performance growth. All four TIME variaples
basal task performance, skill acquisition, transition adaptation and reacquisition

adaptation) at level-one become dependent variables at level-two.
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Third, task-change type was analyzed for its moderating effect onlatienship
between cognitive abilities and the level-one predictors. Interactionswithgmodels
were tested similarly to interactions in regression analyses. Step one thvolve
identifying cognitive ability factors and task-change types that accouatdignificant
amount of variance in level-one performance variability. Step two includasrog
interaction terms between the two variables to test the moderating effect.

Discontinuous growth curves were used to run the aforementioned analyses,
which are a special class of growth curve modeling. Traditional growth curvesnodel
allow an individual to model the starting point (i.e., intercept) and the growth (i.e.,
slope) of a given variable over time. Two-piece growth models are also comhion, w
allow an individual to model the intercept and two slopes (e.g., pre treatment and post
treatment, or pre task change and post task change). However, neither of thesesmodel
capable of modeling all of the TIME variables of interest. If a two-pjeoeth model
was used, transition adaptation would be left out of the model, which happens to be one
of the most important variables in the current study. In addition, a two-piecéhgrow
model simply models the two slopes separately. Thus, the effects of basal task
performance and skill acquisition could not be controlled for. In contrast, the use of a
discontinuous growth model allows an individual to model the intercept (i.e., basal task
performance), two slopes (i.e., one for skill acquisition and one for reacquisition
adaptation) and a discontinuity that reflects performance immediatehtlatchange in
the task (i.e., transition adaptation). The adaptive performance variabédsaare
specifically coded to control for the effects of basal task performantsiall

acquisition.
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The exact coding scheme for the TIME variables can be found in Table 1, which
was adopted from Lang and Bliese (2009). The coding schemes for all three linear
variables (i.e., skill acquisition, transition adaptation and reacquisition adaptation)
interact to give estimates of the TIME variables of interest. Skjlliation (SA)
simply reflects the passage of time over all twelve scenarioss v#éniable was entered
into the growth model by itself, a traditional growth model where the intercept and one
slope for all scenarios would be estimated. The addition of the transition amfaptati
(TA) term to the model in addition to SA provides a model similar to a two-piece growth
model. In other words, this model provides estimates for the intercept and two slopes,
where the second slope begins after the task change. Entering reacquisitidiroadapta
(RA) into the model accomplishes two things. Notice in Table 1, that the coding scheme
for measurement occasion one through six for SA is the same as the codingfecheme
measurement occasion seven through eleven for RA. This coding scheme allows an
estimation of the additional effects, or unique effects of RA. In other words, the
estimate of RA is what is left after partialing out the effects ofrSihe first six
scenarios. The inclusion of RA also changes the interpretation of TA to reflect the
instantaneous change in performance after the task change.

In sum, a discontinuous growth model was used to examine the growth of
performance over twelve air traffic control scenarios. Percent Destirend Errors
were used as measures of performance. Two different sets of analysesmducted
to model the growth of Percent Destination and Errors separately. At level-one, four
TIME variables were used to predict performance, including basal taskmarifce

(i.e., intercept), SA, TA and RA. All four time variables were modeled at levelrahe a
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were nested within persons at level-two. A total of ten level-two varialdes used to
predict between-person differences in level-one growth. These vatiadilede four
cognitive ability variables (i.e., Simple Reaction Time, Perceptual an@$¥iog
Speed, GMA and Cognitive Flexibility), four person variables (i.e., Age, SexpVide
Game Use and Video Game Expertise) and task-change type (i.e., Taskiifficul
Coordinative Complexity and Component Complexity).

Results

Comparability of Task-Change Types

Objective Evaluation®bjective performance scores were compared between the
three task-change types by assessing group differences on the two depemdatyva
Percent Destination scores and Error scores were divided in to pre-task-shangrios
(one through six) and post-task-change scenarios (seven through eleven). Arone-wa
analysis of variance was conducted to compare groups and Tukey's post-has test w
used to determine significant differences between groups. The task difficulty
manipulation involved an increase in number of planes on the screen (Count),
coordinative complexity required participants to prioritize and speed up thiemsac
(Speed), and component complexity required participants to learn a new rul&®(MNsw
For all further discussion, the task-change types will be referred to asniputagons
used in the current study, namely Count, Speed and New Rule.

During the pre-task-change period, there were no significant diffeyémteeen
groups on the Percent Destination variable. During the post-task-change pered, ther
was a significant main effect of Percent Destination, F (2, 129) = 70.499, p<.001,

whereby the Speed group (M=298, SD=102.05) correctly landed and exited more planes
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than did the New Rule group (M=143.76, SD=44.98) and the Count group (M=145.91,
SD=47.26). There were no significant differences between the New Rule group and
Count group. Importantly, the Count group did not land significantly more aircraft tha
the other two groups simply because they had more aircraft on their screercrd8 air
versus 12 aircraft). There were no significant differences in Errors betyeeps for

the pre-task-change period or the post-task-change period.

The results for Percent Destination suggest that the New Rule and Count
manipulations were comparable in terms of overt task difficulty. However, tlegl Spe
group landed and exited more planes, meaning this manipulation may have been easier
than the other two manipulations. Thus, in further analyses regarding Percent
Destination, the comparison between the New Rule and Count manipulations may be
more pertinent in testing the hypotheses regarding the moderating eff@sit-change
type. The results for Errors suggest that all three groups were compartdstas of
overt task difficulty.

Subjective Evaluationg.o compare subjective task difficulty levels between task-
change types, scores on the NASA-TLX were evaluated. This questionnaire asked
individuals to rate each scenario on six factors: Mental Workload, Physical &&adrkl
Temporal Workload, Effort, Frustration and Subjective Performance. A one-\abjgsian
of variance was conducted with Tukey's post-hoc test to determine significantmitkés
between groups. During the pre-task- change period, there were no significant
differences found between groups on any of the six factors. Scores on Mental \@/orkloa
for the post-task-change period were the most pertinent to testing the hypotheses

regarding the moderating effect of task-change type. There wasifecaigt main effect
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for Mental Workload, F (2,123) =3.427, p<.05. Individuals in the Speed group

(M=80.45, SD=25.81) believed that the air traffic control scenarios had signifitesgly
Mental Workload after the task change, relative to the Count Group (M=95.58,
SD=17.89). There were no significant differences between the Count Group and the New
Rule group.

These results, coupled with the results of the objective performance scores,
suggest that the Speed manipulation was easier and less cognitively demahdsgn T
further analyses, the comparison between the New Rule and Count manipulations may be
more pertinent in testing the hypotheses regarding the moderating eff@sit-change
type. However, the Speed manipulation was still included in further analysesrtimexa
the effects of an easier, less cognitively demanding manipulation.

Descriptive Data and Intercorrelations

Table 2 presents the means, standard deviations and intercorrelations between the
study variables. A partial correlation was conducted to partial out the eff¢atk-
change type on the correlations. An important precondition for using a growth model to
test the hypotheses is that a relationship between cognitive ability andyaarber
actually exists. Table 2 illustrates that Errors, Simple Reaction Tienegptual and
Processing Speed, GMA, Cognitive Flexibility, Age, Video Game Use ana \BGdene
Expertise were all significantly correlated with Percent DestinatTable 2 also shows
that Percent Destination, Perceptual and Processing Speed, GMA, Sex, didedJGe

and Video Game Expertise were all significantly correlated with Errors
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Discontinuous Growth Models

Two sets of growth modeling analyses were conducted. First, Percent Dastina
scores were modeled over time and steps were taken to identify the besgtittlel for
the data. Second, Percent Destination scores were replaced by Error stioees a
dependent variable.
Level-One Analyses for Percent Destination

Unconditional Means ModelThe first step in the analyses was an unconditional
means model that modeled the dependent variable with no predictors. The results of this
analysis can be found in Table 3. The fixed effect for this model was signifx€ad6(
p<.001) meaning the coefficient was significantly different than zero. arfdom effect
was also significant, meaning there was significant variability inddei2estination
scores. The main purpose of the unconditional means model is to calculate thasmtracl
Correlation Coefficient (ICC), which gives an estimate of the amount @ity in
level-one scores due to level-two units. More specifically, the ICC refehe degree of
variability due to between-person differences. The ICC can be cattblptd” n%° + 6°
wheren®= between-person variance asftk within-person variance (Singer & Willett,
2002). This analysis revealed that the ICC= .39 meaning between-person variance
accounts for 39% of the variance of performance over time. This suggests that ihdividua
differences in Percent Destination scores exist and a growth model may beiddene
explaining some of these differences. Figure 2 displays Percent Dests@ires across
all twelve scenarios for three randomly sampled participants within eslckhiange
type. Similar to the ICC, this figure is important because it displaysaa dgal of

between-person variability in Percent Destination scores.



33

Linear Change ModellThe second level-one model conducted was the linear
change model. To account for linear change, the time variables SA, TA, andrRA we
added to level-one. Centering variables has important implications for thpretddion
of coefficients. However, Singer and Willett (2002) suggest using uncenteredesifabl
"0" is a meaningful value within the level-one units. In the current studgvallone
time variables are coded with "0" as the beginning of the ATST scenarios ardhus
entered as uncentered variables. The exact model tested for level-one was:

Yi=noi + miSA + Mo TAr + m3iRAG + g

where

Y equals performance for personi at time t

no equals the intercept for person i

n11;SAq equals the slope of SA for person i

7, TAg equals the discontinuity of TA for person i
n3RA; equals the slope of RA for person i

g; equals the residual

At level-two, the level-one variables become the dependent variables and
between-person variables are entered as predictors of each level-abevatowever, a
level-one model that most accurately fits the Percent Destination data nideshitieed

first. Thus, the error at level-two is allowed to vary at random. The level-twdelm

tested was:
moi = Poo+ To
m1i=Prot I
moi = P20+ I2
m3i = P30+ I3
where

g (intercept) is a function of the population in&gpt + person i's
deviation from the population intercept

71 (SA) is a function of the population slope for SAerson i's
deviation from the population slope for SA

7, (TA) is a function of the population slope for TA + pmrs's
deviation from the population slope for TA
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73 (RA) is a function of the population slope for RAoerson i's
deviation from the population slope for RA

Results from the linear change analysis can be found in Table 4. Analyses
revealed that three of the four fixed effects were significant. Theceyt coefficient,
20.47 (p<.001) reflects mean performance at the start of the task. The SA ségbede
that, on average, Percent Destination increased over the skill acquisitmoh ipef.1
(p<.001) per unit of time (scenarios 2-6). At the TA point, on average, Percent
Destination decreased by -6.48 (scenario 7). The RA slope was not signgasardr{os
8-12). However, as displayed in Figure 2, there may be a curvilinear melapaof
performance over time. This can be tested by adding quadratic ter8% &nd RA.

Before moving on to the quadratic model, homogeneity of level-one variances
was tested. Hierarchical linear models assume that the errors atrievate normally
distributed with expected mean zero and equal variggeedenbush & Bryk, 2002). A
test of homogeneity revealed significant resyffs 187.83 (129), p=.001), indicating that
the null hypothesis of homogeneity of level-one variance is rejected. In ailas,w
significant variability was found among the level-two units in terms of thé-tae
variance. However, given that a task-change manipulation was used, it is not tetxpec
that level-one variance is not homogeneous across scenarios. Figure 3 is @line gra
displaying the differences in Percent Destination produced by task-clyaege t
Heterogeneous variances at level-one can be modeled as a function of anatueede
variable (Singer & Willett, 2002). Thus, the next analysis conducted was todeter
whether a model allowing heterogeneous errors at level-one as a functisk-cfiaage

type fits the data better than a model that assumes homogenous err@satdev
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The homogenous and heterogeneous models were compared using the deviance
test, which is a measure of how much the model deviates from the actual data. The
deviance test subtracts the smaller deviance from the larger deviancdiff@iie@ce in
these deviance scores is a chi square test with degrees of freedom equal to thehumber
parameters in the two models (Singer & Willett, 2002). Comparison of the fits ofdhe tw
models suggest that the model with heterogeneous level-one variances fits thettéa
(x’=36.74(2), p<.001). Thus, for all further analyses, level-one variances will be modeled
as heterogeneous as a function of task-change type. Results from this analyss
found in Table 5.

Quadratic Change ModeT.o test the quadratic change of the SA and RA slopes,
two new time variables were created (See Table 1 for the specific afdimese
variables). RAwas calculated simply by squaring each value in the TIME coding
scheme for RA. However, the calculation of’S¥as not as straightforward. First, a
new skill acquisition time variable was created that changed only duringilthe s
acquisition period (measurement occasions 0-5). A constant value was given tmscena
after the task change (measurement occasions 7-11). Lang and Blieseu2@DQ)
constant value of 25 rather than zero to help provide an unconfounded estimate of TA.
Specifically, this coding allows one to center both skill acquisition variabées$A and
SA?) at the origin of time and determine TA relative to skill acquisition at thenooigi
time. Lang and Bliese's (2009) design was adopted in the current study.

When testing for quadratic change, the linear change variables naubeals

included to control for linear effects (Singer & Willett, 2002). The quadratic tS8as
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and RA were added to the level-one model. Thus, the specific quadratic model tested
was:

Yii= moi + m1iSAG + Mo TAg + maiRAG + maSA% + nsiRA% + 6

moi = Boo+ To
m1i= Brot+ 1
Toi = P20+ 12
3= Bao+ I3
m4i = Paot Ia
Tsi = Bso+ Is

Results show that five of the six fixed effects were significant. Thecayer
coefficient, 18.75 (p<.001) reflects mean performance at the start of kheTias SA
slope shows that, on average, Percent Destination increased about 5.03 (p<.001) per unit
of time. However the S?slope, (-.61, p<.001) shows that the SA slope flattened over
time. These findings are similar to much of the research on skill acquisittbn
performance, whereby an individual's learning curve grows quickly aafirdtey are
learning the task. However, once they have learned the basics of the task,greréorm
flattens out. Recall that the adaptive performance scores control fordteepitand SA.
The RA slope was not significant (.31, p=.82) meaning it was not significarfeyett
than the SA slope. However, the Rfope was significant (-.48, p<.05). The
significant, negative coefficient for RAnay be interpreted similarly to $4n that
Percent Destination scores in the post-task-change period also flatteogdrdirne as

people re-learned the task.
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The linear and quadratic change models revealed no significant fixed or random
effects for the linear RA slope term. However, to continue to test tAe¢eRA, the linear
term must be left in the model. Thus, the RA slope error variance will be d¢oedtra
meaning the random effect for RA will not be estimated nor will any level-tedigiors
be added to explain variance in this piece of the model. Constraining the RA stope err
term creates a more parsimonious model, because it is one less term thai heeds t
estimated (Singer & Willett, 2002). Results in Table 6 reflect the resulte @fuadratic
change model with a fixed error term for the RA slope.

Deviance testing to compare model fit showed that the quadratic change inodel f
the data significantly better than the linear change model. Thus, this was thenkeve
model used in further analyses. However, before entering level-two prediceoslain
variance in Percent Destination, the reliability estimates for the-teveeterms must be
examined. The reliability estimates represent the proportion of variaheeei-one
estimates that is due to parameter variance. A separate reliabiitate is given for
each level-one term and is calculated by estimated parameter vargstiogated total
variance. If most of the variability is due to error, finding systemaiatiogiships
between level-one estimates and level-two predictors may be diffiouttthér words,
large error variance and poor reliability affect the power to detecfismymti differences
(Bryk & Raudenbush, 1987).

In the current study, one of the six reliability estimates was of adeqizat The
estimate for each level-one term was: Intercept=.481, SA=.071, TA=.154, RA=.102,
SA?=.015 and RA=.063. The intercept was the only term with an acceptable reliability

estimate. The other five terms had low reliability estimates medméng was very little
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variation in the growth parameters. Thus, it may be difficult to find systematic
relationships between level-two predictor variables and all of the levakons except
for the intercept.

Level-Two Analyses for Percent Destination

The next step in the analyses was to enter individual differences into the model at
level-two to explain variance in Percent Destination over time. Four cogritility a
scores were used that include Simple Reaction Time, Perceptual andsiPgspsed,

GMA and Cognitive Flexibility. Four person predictors were also used includieg A
Sex, Video Game Use, and Video Game Expertise.

Task-change type was also used to predict differences in post-task-change
performance, namely TA and RAThe three types of task change include New Rule,
Count and Speed. To make comparisons between task-change types, two dummy coded
variables were created. The first dummy code was lalSgdeddwhere group
membership in Speed=1, Count=0, and New Rule=0. The second dummy code was
labeledCount where group membership in Count=1, Speed=0, and New Rule=0. The
reference group for these dummy variables was the New Rule group. Thus, the
comparison made witBpeedvas between New Rule and Speed, whereas the comparison
made withCountwas between New Rule and Count. When the dummy variables are
present in the model, the coefficient for the intercept reflects the NewgRuip.

A backwards stepwise process was used where all eight cognitive abdity
person variables were first entered into the equation to explain variahedtetrcept.
Variables were removed one at a time, starting with the smalldgi.t-fidis process

ended when all variables were statistically significant. After il@mg significant
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predictors of the intercept, all eight predictors were added to SA, TAaSRRA in
succession. In addition to the eight cognitive ability and person variablesheaslec
type was added to explain variability in TA and RA

Three of the eight predictor variables explained a significant amount ohe@ria
at the intercept. The coefficient for Age was -.91 (p<.001), meaning younger intsvidua
had a significantly higher intercept value than did older individuals. The coeffiorent f
Video Game Use was 2.66 (p<.001), meaning the more an individual plays videg games
the higher their intercept value. Finally, individuals who had higher Pertepitia
Processing Speed had significantly higher intercept values (1.02, p<.001). The results for
this model can be found in Table 7. Although it was not kept in the model, it should be
noted that the effects of GMA were marginally significant (.93, p=.062). Individuals
with higher scores on GMA tests tended to have higher intercept values. All eight
predictors were then added to the model to explain variability in SA, followed by TA
Cognitive ability and person predictors did not explain a significant amount of Vi&yiabi
for these time points.

At the transition adaptation point, task-change type did have a significarit effec
The New Rule manipulation caused a significant drop in performance (-21.74, p<.001),
and the Count manipulation caused a significant but smaller drop in performance (7.36,
p<.001), relative to New Rule. In contrast, the Speed manipulation causediaagigni
increase in performance (27.60, p<.001). The moderating effect of task-cha@aga ty
the relationship between cognitive ability and transition adaptation could notlipeeaha

because there were no significant cognitive ability predictors fotithespoint.
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Simple Reaction Time was the only predictor that explained a significantram
of variance in SA(.01, p=.054). Recall that the slope for skill acquisition was
curvilinear. More specifically, it was found that Errors decreased over the skill
acquisition period, but decreased less dramatically at the end of the skill @mgjuisit
period (i.e., flattened out). The results indicate that, at the end of the skill asquisi
period, Percent Destination scores did not flatten out as quickly for individuals who have
slow reaction time. This may be because it takes individuals with slowéoretime
longer to learn the task. This finding supports Ackerman, Kanfer and Goff's (1995) study
showing a significant relationship between reaction time and complex skiilsé&mn.

With regard to the RAslope, cognitive ability and person predictors did not
explain a significant amount of variability. However, individuals differed irf RA
depending upon task-change type. The New Rule manipulation did not cause an increase
or decrease in performance that was significantly different than téswever, the RA
slope for the Speed and Count manipulations were significantly different traRle.
Controlling for the intercept and skill acquisition, the Count manipulation caused the
largest decrease in RA-.78, p<.001) followed by a smaller decrease by the Speed
manipulation (-.37, p<.001) relative to New Rule. In other words, the beginning of the
post-task-change slope (RA) was not significantly different from thegsieghange
slope (SA). However, over time, the Count and Speed manipulations caused Percent
Destination scores to flatten out significantly more than the New Rule maiopul#s
was the case with transition adaptation, the moderating effect of task-cijpagmtthe
relationship between cognitive ability and reacquisition adaptation could not beezhaly

because there were no significant cognitive ability predictors fotithéespoint.
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The final model for Percent Destination scores was:
Y= moi + m1iSAG + Mo TAy + maiRAG + msiSA% + nsiRA% + &
moi = Boo+ Por (AGE) +Bo(GAMEUSE) +
Bos(PERCEPTUAL) + §
m1i= Prot+ 1
31 = Bao + B21(SPEED) 4B (COUNT) + b
3= Bao+ I3
m4i = Pao+ Par(SIMPLE RT) + ¢

151 = Pso+ Pso+ Ps1 (SPEED) +Bs(COUNT) + &

More detailed information about this model can be found in Table 7.

Best Fitting Model.The last step in the analyses was to determine the best fitting
model for the Percent Destination data. There are a number of goodnessatifits
that can be used such as deviance statistics, the AIC and the BIC. To compasdaonodel
the current study, a series of deviance tests were conducted. One of the reqsif@me
the use of deviance tests in model comparisons is that the reduced model must be nested
within the full model. In other words, every parameter of the smaller model reodiea
present in the larger model (Bryk & Raudenbush, 1987). Five models were conducted in
the current study and each lower-order model was nested within the higher-oddtr m
Full maximum likelihood (FML) was also used instead of the default restrici&dmm
likelihood (RML) as the method of estimation. Under FML, one maximizes the
likelihood of the sample data, whereas under RML one maximizes the likelihood of
sample residuals. In other words, FML describes the fit of the entire modeMind R

only fits the stochastic part of the data (Bryk & Raudenbush, 1987). Given that
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hypotheses were made regarding the fixed and random effects of the modeheathe
simply the variance components, FML was used as the method of estimation.

Results on the comparison of models are provided in Table 8. A deviance score
was calculated for each model and the deviance test describes the dffezneen
these two scores. The difference is evaluated via a chi square test wigsdegre
freedom equal to the difference in the number of parameters between the two models
(Singer & Willett, 2002). A significant chi square test means that the largeel
explains a significant amount of additional variance over the smaller modeall For
comparisons, the larger model explained a significant amount of additional variance.
other words, the linear change model fit the data better than the unconditional means
model QCZ: 472.21(12), p<.001), the quadratic model fit the data better than the linear
change modelf = 36.15 (9), p<.001), and the model that added level-two predictors to
the model fit the data significantly better than the quadratic mete247.59 (8),
p<.001). It should also be noted that a significant amount of random variability lvas sti
present in the last model for the intercept. Thus, there undoubtedly are othernmgterest
between-person differences that explain variability in the intercept thatneéincluded
in the current study.
Level-One Analyses for Errors

After identifying the best fitting model for Percent Destination scoresy&were
used as the dependent variable. A series of growth models were run that wargimi
those conducted with Percent Destination as the dependent variable. The first model
conducted was the unconditional means model. This analysis revealed an ICC=.23,

meaning between-person variance accounted for 23% of the variance of Erronsiever t
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This suggested that individual differences in performance across tist@ed the
utilization of growth modeling was appropriate.

The next step in the analyses was to identify the best fitting level-one model. A
linear change model was conducted and it was found that the intercept and TA terms
were significant, while the SA and RA terms were not significant. As vetbet
Destination, this may be the result of a curvilinear relationship of perfoeaer time.

To test whether or not Error scores were curvilinear over time, a quadratgeamadel

was conducted. This model showed that SA was curvilinear while RA was not. Given
that RA and RAwere not significant, a third level-one model was conducted where RA
and RA were removed from the model. Deviance testing showed that this model fit the
data significantly better than the quadratic model. Thus, the final level one nasdel w

Y= moi + muiSAG + Mo TAg + taiSA% + &

The coefficient for the intercept for this model was significant. On geethe
mean score was 4.69 (p<.001), which was significantly different than zero. O&X the
slope, on average, Errors decreased by -.20 (p<.05) per unit of time. However, towards
the end of the skill acquisition period, Errors decreased less dramati@llflditened
out) as evidenced by a significant &arm (.05, p<.05). At the TA point, on average,
Errors significantly increased (1.29, p<.001). The results for the final level-odel m
can be found in Table 9.

A test of homogeneity of level-one variance revealed significant results
(x’*=347.39 (130), p<.001) indicating that the null hypothesis of homogeneity was
rejected. As with Percent Destination scores, this was not unexpectedhgiven t

manipulation of task-change type. Figure 4 displays the differences in Ewdixed
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by task-change type. Thus, the homogenous model was compared to a heterogeneous
model where variance at level-one was modeled as a function of task-chaage ty
Comparison of the fits of the two models suggests that the model with heterogeneous
level-one variances fits the data bet§é=26.36 (2), p<.001). Thus, for all further
analyses, variance at level-one was modeled as a function of task-changeaspks R
on the comparison between models can be found in Table 10. The reliability estimates
for the level-one model were: Intercept=.54, SA=.154, TA=.165 arf¢.837. Similar
to the analyses using Percent Destination as the dependent variable, tHeyreliabi
estimate for the intercept term was the only estimate of adequate bzeeli@bility
estimates for SA, TA and $Are small, which may lead to difficulties finding systematic
relationships between level-two predictor variables and level-one terms.
Level-Two Analyses for Errors

The next step in the analyses was to enter individual differences into the model at
level-two to explain variance in Errors over time. A backwards stepwise pnoass
used where all eight cognitive ability and person variables watesfitered into the
equation to explain variance at the intercept. Variables were removed oimeet a t
starting with the smallest t-ratio. This process ended when all variahlestagstically
significant. After identifying significant predictors of the intercepte@ht predictors
were added to SA, TA and $/ succession. Task-change type was also added to the
model to explain variance in TA, which was the only remaining post-task-change time
variable.

Four of the eight predictor variables explained a significant amount of vaaance

the intercept. Higher Video Game Use scores led to less Errors at the begirthmair
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traffic control task (-.39, p<.01). Less Errors were also made when individadl's h
higher GMA scores (-.22, p<.05) , higher Cognitive Flexibility scores (-.305)<«nd
higher Perceptual and Processing Speed scores (-.37, p<.001). All eight predictors we
then added to the SA term, but no predictors explained a significant amount of variability
Between-person predictors were then added to the TA term and Cognitive
Flexibility was the only predictor that explained a significant amount ehvee (.77,
p<.001). This result indicates that individuals with higher Cognitive Flexilhaty a
more pronounced increase in Errors after a change in the task. This findingas gmil
Lang and Bliese's (2009) study showing that higher GMA individuals had a more
pronounced decline in performance after a change in the task, relative to individuals
lower in GMA. The authors surmised that this relationship was due to high GMA
individuals learning the task more quickly and entering a stage of automatrcitye
current study, it seems Cognitive Flexibility may have a similar effe&rrors.
Task-change type was then added to the model at the transition adaptation point.
The New Rule manipulation caused a non-significant decrease in Errors (-.45, p >.05).
In contrast, the Count manipulation caused the largest increase in Errors (3.99, p<.001)
followed by a smaller increase in Errors caused by the Speed manipulation (1.93,
p<.001), relative to New Rule. The moderating effect of task-change type on the
relationship between Cognitive Flexibility and Errors was then tested. Tibitesffect,
interactions terms were created by multiplying both dummy coded task-chanajaes
by Cognitive Flexibility. However, no significant moderating relatiopsiwere found.
Lastly, between-person predictors were added to the model to explain vagriabilit

in SA%. Recall that the slope for skill acquisition was curvilinear. More spetyfidal
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was found that Errors decreased over the skill acquisition period, but decreased less
dramatically at the end of the skill acquisition period (i.e., flattened out). iBe#icte
on Perceptual and Processing Speed predicted significant differences(in5A<.05).
This result indicates that Errors decrease (or flatten out) more quicklky antl of the
skill acquisition period for individuals higher in Perceptual and Processingl Spee
relative to individuals lower in Perceptual and Processing Speed. This sulggests t
individuals lower in Perceptual and Processing Speed take longer to learn thEhiask.
finding supports Ackerman, Kanfer and Goff's (1995) study showing a significant
relationship between perceptual speed and complex skill acquisition.
The final model for Error scores was:
Y= moi + m1iSAG + Mo TAy + n3iSA% + &
71 = Boo+ Por (GAMEUSE) +Bo(PERCEPTUAL) +803(GMA)
+ Bos(COGFLEX) +
m1i= Brot+ 1
T2i = B2o + B21(COGFLEX) +B2(SPEED) +3,3(COUNT) + b
73 = P30+ P3(PERCEPTUAL) +
More detailed information about this model can be found in Table 11.
Lastly, deviance testing was used to compare all growth models using Errors a
the dependent variable. These results can be found in Table 12. The best fitting model
was the last model where cognitive ability, person variables and task-clypagyesas

used to predict individual differences in level-one growth.
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Discussion

With the multitude of technological advances in the modern era, increased
experimental attention has been paid to determining the types of individual diferen
that aid individuals in adapting to complex environments. The task-change pamsdigm
the most commonly used experimental paradigm in testing this phenomenon. Adaptive
performance is often operationalized simply as performance after gech8ach a
simplistic operationalization ignores intercorrelations between difféypas of
performance (e.g., pre-task-change performance and post-task-chdongeaaere) and
the possibility that individual differences differentially impact differgmtes of
performance. In the current study, a discontinuous growth model was used in ao effort
control for the effects of basal task performance and skill acquisition when evgluat
adaptive performance. In addition, a discontinuous growth model was used to look at the
possibility that cognitive ability has a differential relationship to ps¥change
performance and post-task-change performance. The analyticaiMoamesed in the
current study was proposed by Lang and Bliese (2009). Thus, a third goal vwsdHe te
utility of this framework with regards to research on adaptive performance.

Based upon Lang and Bliese's design, four time variables were used including
basal task performance, skill acquisition, transition adaptation and reacquisition
adaptation. With regard to the task-change paradigm, the first two componentseompri
the pre-task-change period and the last two comprise the post-task-changie per
Percent Destination and Error scores were the dependent variables thatodeted
separately in two sets of growth analyses. The first step was to conéxual-@ne

model for the first dependent variable, namely Percent Destination. Réswtshat the
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data was curvilinear and thus a quadratic change model fit the datecsigtyfbetter
than a linear change model. The results of the quadratic model show that pscéorma
increased over the skill acquisition period but flattened out at the end of the skill
acquisition period. These findings are similar to much of the research orcqliligion
and performance, whereby an individual's learning curve grows quickly aditeey
learn the task. However, once they have learned the basics of the task, performance
scores flatten out. At the transition adaptation point (i.e., when the task changed)
performance dropped significantly. After the task changed, performaneasedragain
over the reacquisition adaptation period and flattened out at the end of this period.
However, the slope of reacquisition adaptation was not significantly differentHiem
slope of skill acquisition until the slopes began to flatten out. At this point, the
reacquisition adaptation slope was significantly flatter (or lower) tharkithesyuisition
slope. The results from the level-one model were similar to Lang an@'BI{€809)
level-one results.

The second step in the analyses was to add level-two factors to explain iddividua
differences in Percent Destination over time. At the beginning of the tasks fownd
that younger individuals, individuals who spend more time playing video games and
individuals higher in perceptual and processing speed score significantly. highere
was also a marginally significant relationship between higher scores on Ghd/Aatel
higher scores on the first scenario. For skill acquisition, Percent Destisabres did
not flatten out as quickly for individuals with slow reaction time. This finding supports
Ackerman, Kanfer and Goff's (1995) study showing a significant relationshigéetw

reaction time and complex skill acquisition.
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For transition and reacquisition adaptation, task change was the only variable that
explained a significant amount of variance. Results show that the New Rule
manipulation caused performance to drop significantly at the transition adaptation point
The Count manipulation caused a significant, but smaller drop in performance relative
New Rule. In contrast, the Speed manipulation caused a significant increase in
performance, relative to New Rule. For reacquisition adaptation, on average,
performance flattened out, or decreased over time. The Count and Speed manipulations
caused a larger decrease in performance at this point, relative to the New Rul
manipulation. Given that there were no significant cognitive ability predictors f
Percent Destination scores, the moderating effect of task-change typerefationship
between the two variables could not be analyzed in the current study sample.

After identifying the best fitting model for Percent Destination, the growth
modeling process was repeated using Errors as the dependent variablest Tdnebe
one model included SA, TA and $AResults from this model demonstrated that Errors
decreased over the skill acquisition slope but flattened out at the end of this periaa. Att
transition adaptation point, on average, Errors tended to increase. These findings are
line with the Percent Destination results. However, unlike the analyses¢enPe
Destination and Lang and Bliese's (2009) study, there was no significant random
variability in the reacquisition slope. In other words, the slope after the tasfechas
not significantly different from the slope prior to the task change.

Level-two analyses began by adding all eight between-person predicairies
to the model to explain variability at the intercept. Four of the eight pred&t@ables

explained a significant amount of variance. Video Game Use, GMA, Cognitive
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Flexibility and Perceptual and Processing Speed were all negatiedlydréd Errors at
the beginning of the air traffic control task.

After identifying significant predictors of basal task performanceyéen-person
predictors were added to the model to explain variability in SA, TA arfd 8asults for
SA and SA revealed that there were no significant predictors of Errors at the beginning
of the skill acquisition period. However, toward the end of the skill acquisition period,
Errors decrease (or flatten out) for individuals higher in Perceptual andsBirar&peed,
relative to individuals lower in Perceptual and Processing Speed. This sugdests tha
individuals lower in Perceptual and Processing Speed take longer to learn thEhiask.
finding supports Ackerman, Kanfer and Goff's (1995) study showing a significant
relationship between perceptual speed and complex skill acquisition.

For TA, there was a significant positive relationship between Cognitive
Flexibility and Errors such that individual's with higher Cognitive Flexiphiad more
pronounced increases in Errors after the change in the task. The moderatinyf effec
task-change type on the relationship between Cognitive Flexibility and Erasrtested,
but no significant relationship was found.

There were five hypotheses in the current study. Hypothesis One predicted that
component complexity (i.e., New Rule) would have a differential effect on adaptive
performance relative to task difficulty and coordinative complexity, @eunt and
Speed). Analyses revealed a complex relationship between task-change type and
performance. At the transition adaptation point, Percent Destination incradbed i
Speed condition but decreased in the New Rule and Count conditions. Also at the

transition adaptation point, Errors was non-significant for the New Rule mangpulati
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(decreasing trend) but increased in the Count and Speed groups. With regard to
reacquisition adaptation, task-change type created small differeneescent

Destination scores, but not in Error scores. Although the current study was abk&ep int
right direction, further research is needed to describe the effects thatfiasktyli
coordinative complexity and component complexity have on adaptive performance. In
addition, the differing results with Percent Destination and Errors as dep&adabtes
suggest that task-change types have varying effects on differentsasipeerformance
outputs, which may be a fruitful area for future research.

Hypotheses Two predicted that GMA would have a stronger relationship with
adaptive performance, relative to pre-task-change performance. This higpuathesot
supported because no relationship was found between GMA and adaptive performance
using the current study sample. It is believed that these results may betldeienethod
for assessing cognition in the current study rather than a true null relationvamtat a
number of previous studies have found a relationship between these variables (e.g., Jundt,
2009; Lang & Bliese, 2009; Lepine, Colquitt & Erez, 2000). All of the cognitive wbilit
factors were measured via ANAM% except for Cognitive Flexibility. These tests are
strongly influenced by reaction time and occasionally ceiling effectaiean issue.

One or both of these factors may have influenced the measurement of cognlitize abi
In future studies, it may be beneficial to include a more typical measure Af GM

Hypothesis Three predicted that Simple Reaction Time and Perceptual and
Processing Speed would be a better predictor of basal task performanceland skil
acquisition, relative to adaptive performance. This hypothesis was supported and

corroborates Ackerman, Kanfer and Goff's (1995) study showing a significant
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relationship between perceptual speed, simple reaction time and complex skill
acquisition.

Hypothesis Four predicted that Cognitive Flexibility would have a stronger,
positive relationship to adaptive performance, relative to pre-task-charigemzerce.

This hypothesis was patrtially supported in that Cognitive Flexibilityneted to
adaptive performance. However, a negative relationship was found, while a positive
relationship was hypothesized. This finding is similar to Lang and Blig599) study
showing high GMA individuals had more pronounced declines in performance after a
change in the task, relative to individuals low in GMA. The authors surmised that this
relationship was due to high GMA individuals learning the task more quickly and
entering a stage of automaticity. As a result, they form more automdtic a
proceduralized strategies. However, when the task changes, they haveyifficult
returning to a step-by-step strategy of task execution. In contrast, loiGNiduals
always use a step-by-step strategy and thus do not incur large perfodeareraents,
relative to high GMA individuals. It may be the case that a similaioakttip exists
between Cognitive Flexibility and adaptive performance.

Hypotheses Five addressed the moderating effect of task-change type on the
relationship between cognitive ability (GMA and Cognitive Flexibilitggfically) and
adaptive performance. A pre-condition for testing this hypothesis is that gegbility
and task-change type both have a significant effect on performance. FamtPerc
Destination, no relationship was found between cognitive ability and performance. Thus,
no interaction terms could be created between the two variables to test thetimpdera

effect of task-change type. For Errors, the moderating effect of tasgechgre on the
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relationship between Cognitive Flexibility and TA was tested. However, ndisant
relationship was found.

Lack of variability in the data may have contributed to difficulties in finding
systematic relationships between individual differences and performahedack of
variation led to low reliability estimates and low statistical power.tadgt
Lindenberger, Ghisletta and Oertzen (2006) evaluated the statistical poyvewtth
models as a function of sample size, number of level-one measurement occasions and
reliability. The authors found a positive relationship between larger samplensize
measurement occasions and increased power, which was anticipated. Howevéd, they d
not expect the degree to which reliability influenced power. The study showegdhat e
with large samples (n=500) and several measurement occasions (4 to 5)dtieastat
power to detect significant differences was low unless the reliabslityyate at the onset
of the study was above .90. The reliability estimate from the unconditional neodel f
Percent Destination as the dependent variable was .88, while the relediihtyate for
Errors as the dependent variable was .78. Although these estimates are close, they do not
meet the threshold suggested by Hertzog, Lindenberger, Ghisletta anen(2€1@6).

Also recall that the reliability estimates from the final level-orelets (one for Percent
Destination and one for Errors) were all low except for the reliabilityhirtercept.
This suggests that, aside from the intercept, there was not enough variandevalthe
one terms, which decreased the power to detect significant differences. Thunsoit
be concluded that the individual difference variables used in the current study were
unrelated to performance scores. Rather, there may not have been enouigalstatist

power to detect significant differences.
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The lack of random variability in the data could also be due to characteristics of
the individuals within the sample. In a previous study conducted by the author (Wheeler
& Faneros, unpublished) the same air traffic control measure was used as thel
NASA-TLX. However, instead of having twelve three-minute long scenarios the
previous study had one twenty-minute long scenario. These two studies were dompare
on subjective levels of performance, effort and frustration as well as PBxesimation.

The participants in the previous study reported higher levels of performance (M=12.73),
higher levels of effort (M=14.33) and higher levels of frustration (M=11.39) than did
participants in the current study, i.e., performance (M=11.39), effort (M=13.29) and
frustration (M=10.05). Given that the two experiments used scenarios of vayat,|
Percent Destination per minute was compared. On average, participants in the previous
study landed 2.46 percent of planes, while individuals in the current study landed 2.01
percent of planes per minute. Although these are not large differences,stdaasible

that participants did not put forth as much effort in the current study, which may have
influenced the results.

Lack of random variability may also be due to characteristics of the taék itse
For example, the task could have been too easy. If this were true, varialigebe
subjects would be minimized. Initial pilot testing of the air traffic contteharios was
favorable given that there was a great deal of variability between subjgeidormance
scores and participants did not rate any of the scenarios as too easy on thd NASA
Nonetheless, variability decreased as the study progressed. Modest tor&atioos
between cognitive ability and performance was also indicative of the tagktbe

simple to produce differences in cognitive ability or possibly a lack of sgsitem
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variability in cognitive ability scores. With regard to ANAMW4 the strong influence of
reaction time and ceiling effects may have contributed to low correlations

In future research, it may be beneficial to make the task more difficult or more
challenging in an attempt to maintain or elevate participant's motivatios.cdid help
increase variability, which in turn would increase reliability and power.ait afso be
beneficial to include a more typical measure of GMA. Lastly, furtbesarch is needed
to describe the effects that task difficulty, coordinative complexity angbcoant
complexity (and other types of task characteristics) have on adaptive prt@mTwo
promising areas of research include: 1) More direct testing of the relapdretiaeen
cognitive demand and task complexity and how these variables interact to influence
adaptive performance, and 2) The varying effects that task-change typesidifferent
aspects of performance outputs, such as production (e.g., percent destination) r@rsus er

rates.
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Table 1

Coding of Time Variables
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Measurement Occasion
Variables 1 2 3 4 5 6 7 8 9
Linear Change Terms

Skill acquisition (SA) 0o 1 2 3 4 5 6 7 8
Transition adaptation (TA) O 0o oo 0o 0o 1 1
Reacquisition adaptaton(RA) 0 0 0 0 O 0 0 1
Quadratic Change Terms

Skill acquisition (SA) 0 1 4 9

Reacquisition adaptaton A 0 0 0 0 O O O 1 4

10 11 1P
9 10 11
1 (1
4 |5

9

16 25 25 25 25 25 25 25

16 2pb

* Coding obtained from Lang and Bliese (2009)
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Table 3

Unconditional Means Model (Percent Destination as dependent variable)

Fixed
Effect
Approx.
Standard Error t-ratio df p-value
Intercept 29.46 1.01 29.12 131 <.001

Reliability Estimate: .88

Intraclass Correlation Coefficient: .39

Deviance: 12728.36
Number of Estimated Parameters: 3
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Table 4

Linear Change Model (Percent Destination as dependent variable)

Fixed
Effect

Approx.

Coefficient Standard Error t-ratio  df

Intercept 20.47 1 21 131
SA 2.1 0.22 9.62 131
TA -6.48 1.25 -5.19 131
RA 0.13 0.33 0.39 131

p-value
<.001
<.001
<.001
>.05

Deviance: 12256.14
Number of Estimated Parameters: 15

66



67

Table 5
Comparison of Models with Homogeneous and Heterogeneous Variance at Level-One

(Percent Destination as dependent variable)

Model Number of Parameters Deviance

1. Homogeneous?2 19 12078.35

2. Heterogeneous? 21 12041.61

Model Comparison ¥2 df p-value
Model 1 versus Model Two 36.74 2 p<.001




Table 6

Quadratic Change Model (Percent Destination as dependent variable)
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Fixed Effect

Coefficient
Intercept 18.75
SA 5.03
TA -11.53
RA 0.31
SA? -0.61
RA? -0.48

Standard Error
1.06
0.69
1.85
1.38
0.14
0.2

t-ratio
17.7
7.25
-6.22
-0.23
-4.35
-2.43

Approx.
df
131
131
131
883
131
131

p-
value
<.0
<.0d
<.00
>.04
<.00

<.0%

Deviance: 12219.99

Number of Estimated Parameters: 24




Table 7
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Adding Level-Two Predictors (Percent Destination as dependent variable)

Fixed Effect
Standard Approx.
Coefficient Error t-ratio df p-value

Intercept 19.09 1.01 18.94 128 <.001

(Age) -0.91 0.23 -3.96 128 <.001

(GameUse) 2.66 0.67 3.98 128 <.001

(Perceptual) 1.02 0.32 -3.16 128 <.01
SA 4.83 0.70 6.95 131 <.001
TA -21.74 1.55 -14.00 129 <.001

(Speed) 26.60 1.69 15.72 129 <.001

(Count) 7.36 1.33 5.53 129 <.001
RA 0.78 1.35 0.58 883 > .05
SA? -0.60 0.14 -4.25 130 <.001

(Simple RT) 0.01 0.01 -1.94 130 p =.054
RA? -0.18 0.21 -0.87 129 > .05

(Speed) -0.37 0.09 -4.29 129 <.001

(Count) -0.78 0.09 -9.12 129 <.001
Random Effect

Standard Variance
Deviation =~ Component df ¥2 p-value

Intercept 7.99 63.88 126 236.33 <.004
SA 0.66 0.43 129 109.64 >5
TA 2.73 7.44 127 107.64 >5
RA 0.32 0.10 128 113.22 >5
SA? 0.32 0.10 128 113.22 > 5
RA, 0.10 0.01 127 108.96 >5
Deviance11972.40
Number of Estimated Paramete3s:




Table 8
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Comparison of Models (Percent Destination as dependent variable)

Original Model CompanisStatistics
Estimated
Model Deviance  Parameters ¥2 (df) p-value
A Unconditional Model 1278.36 3 -- -
B Linear Change Model 12256.14 15 A:472.21(12) %.0D
C Quadratic Change Model 12219.99 24 B:36.15 (9) 00%.
D Adding Level-Two 11972.40 32 C:247.59(8) <.001

Predictors




Table 9

Final Level-One Model (Errors as dependent variable)
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Fixed Effect

Coefficient Standard Error
Intercept 4.69 0.25
SA -0.20 0.08
TA 1.29 0.37
SA? 0.05 0.02

t-ratio
18.73
-2.33
3.51
2.44

Approx.
df
131
131
131
131

p-value
<.001
<.05
<.001
<.05

Deviance: 8308.27
Number of Estimated Parameters: 17
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Table 10
Comparison of Models with Homogeneous and Heterogeneous Variance at Level-One

(Errors as dependent variable)

Model Number of Parameters Deviance

1. Homogeneous2 15 8334.63

2. Heterogeneous? 17 8308.27

Model Comparison x2 df p-value
Model 1 versus Model Two 26.36 2 p<.001




Table 11

Adding Level-Two Predictors (Errors as dependent variable)
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Fixed Effect
Approx.
Coefficient Standard Error t-ratio  df p-value

Intercept 4.67 0.22 21.3 127 <.001

(GameUse) -0.39 0.14 -2.86 127 <.01

(Perceptual) -0.37 0.07 5.55 127 <.001

(GMA) -0.22 0.1 -2.13 127 <.05

(CogFlex) -0.34 0.14 -2.39 127 <.05
SA -0.21 0.08 -2.54 131 <.05
TA -0.45 0.37 -1.19 128 >.05

(CogFlex) 0.64 0.15 4.16 128 <.001

(Speed) 1.93 0.37 5.27 128 <.001

(Count) 3.99 0.53 7.47 128 <.001
SA? 0.05 0.02 2.49 130 <.05

(Perceptual) 0.01 0.003 -2.1 130 <.05
Random Effect

Standard Variance
Deviation Component df x2 p-value

Intercept 1.58 2.48 126 218.96 <.001
SA 0.23 0.05 130 140.86 >.05
TA 1.4 1.96 127 136.61 >.05
SA? 0.03 0.001 129 129.67 >.05
Deviance8193.70
Number of Estimated Paramete?s:




Table 12

Comparison of Models (Errors as dependent variable)
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Original Model Comparison Statistics
Estimated -

Model Deviance Parameters ¥2 (df) value

A Unconditional Model 8465.48 3 - -
B Linear Change Model 8337.70 15 A:127.79 (12) 04.(
C Quadratic Change Model 8287.49 28 B:50.21 (13) 00%.
D No RA and RA 8308.27 17 C:20.79 (11) <.0f
E Adding Level-Two Predictors 8193.70 25 D: 1148y <.001
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Figure 1. Lang and Bliese's (2009) Four Performance Components
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Figure 2. Growth Curves of Nine Randomly Sampled Participants (Grouped by

task-change type)
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